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ABSTRACT

To facilitate everyday activities, contextaware applications use sensrs to detect what is happening
and use increasingly complex mechanisms(g. by using big rule-sets ormachine learning) to infer
the user's contextand intent. For example, a mobile application can recognize thtte user isin a
conversation and suppress any incomingcalls. When the application works well, this implicit
sensing and coplex inference remain invisible. However, when it behaves inappropriately or
unexpectedly, usersmay not understand its behavior.This can lead users to mistrust, misuse, or
evenabandon it. To counter thidack of understanding and loss of trustcontextaware applications

should beintelligible, capable okxplaining their behavior.

We investigateproviding intelligibility in context -aware applicationsand evaluae its usefulness to
improve user understanding and trustin context-aware applications. Spedfically, this thesis

supports intelligibility in context -aware applications through the provision of explanations that
answer different question types, such as:Why did it do X?Why did it not do Y?What if | did W,

What will it do? How can| get the apgication to do Y?

This thesis takes a thregoronged approach to investigating intelligibility by (i) eliciting the user
requirements for intelligibility, to identify what explanation types end-users are interested in
asking contextaware applications, (ii) supporting the development of intelligible contextaware
applications with a software toolkit and the design of these applications withdesign and usability
recommendations and (iii) evaluating the impact of intelligibility on user understanding and trug
under various situations and application reliability, and measuring how users use an interactive
intelligible prototype. We show that users are willing to use weldesigned intelligibility features,
and this can improve user understanding and trust in th adaptive behavior of contextaware

applications.
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1 INTRODUCTION

Over the past 20 years, with the miniaturization and commoditizatin of computing power, we have

moved away from thedesktop paradigmof computing to that of ubiquitous computing (Ubicomp).

This manifests Weiser's vision of a world with ubiquitous, invisible computing [Weiser, 1991]
embedded in smart ambient environmentsand carried byend-users in small devices. Anticipating,

adapting, and servicing user needs, these Ubicomp systems were envisioned to work calmly and
NOEAOI Uh OAI AETET ¢ ET OEA AAAECOI OT A f7AEOAO AT A

work or activities.

An important part of this Ubicomp vision is contextaware computing [Dey, Abowd, and Salber,

2001; Schilit, Adams,and Want, 1994] with applications that automatically adapt and tailor their
AAEAOGET O ET OAODPI 1 OA iddior corehq IO OADARD AD® ODRAA 00 @®AGDA O
and environmental conditions.5 OET ¢ OAT 01 06 O1 OAAT CI EUA 1T 0 EIT £AC
context-aware applications do not needexplicit user input to carry out their functions. Hence, these

applications implicity AAOAOI ET A xEAOG EO EAPDPATET C AT A AiibpiAi

needing the® O Aditéntibn. Examples of contextaware applications include

Mobile tour guides,e.g, CyberGuide [Abowdet al., 1997], GUIDE [Chevert al.,2000]),
Reminder systemsg.g, CybReminder [Dey and Abowd, 2000];

1 Monitoring and awarenesssystems e.g, Digital Family Portrait [Mynatt et al., 2001],
embedded assessmenbf the elderly [Lee and Dey, 2010 2011], domestic activity [van
Kasterenet al,, 2008], coworker awareness [Lim, Brdiczka, and Bellotti, 2010]

1 Interruption management, e.g, for Instant Messaging/Avrahami and Hudson, 2006, on the
mobile phone [Lim and Dey, 2011a;Rosenthal Dey, andVelosg 2011], and in the office
[Tullio et al.,2007];

Coordination, e.g, family transportation [Davidoff et al,, 2011];

Service or device automatione.g., Intelligent Office SystentJheverst et al., 200b
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Consider using context-awareness to manage interruption on a mobile phone With the

proliferati on of smart mobile phones, mobile applications can leverage embedded sensors in the

phones to provide contextawareness. A compelling application is for the phone to automatically

detect what the user is doing to determine whether it is an appropriate tmeEl O OEA OOA08 0O A
to call and interrupt her. For examplethe application can detect if the user is in a conversation

(using the microphone for sensing and machine learning for inference) at the office (using \Wi or

GPS sensing), or detect if shis driving a car (using the accelerometer for sensing and machine

learning for inference).Using a set of rules, it cainfer whether the user is available.

In the previous example,as with many contextaware applications, the user does not need to
explicitly inform the application of her availability, or more generally, of her contextual situation,
and can expect the application to serve her need to be uninterruptegithout her involvement. The
application uses implicit sensing , and complex inference to support context-awareness.

However, these designs and capabilities can lead to some user interaction issues.

1.1 THEPROBLEMP LACK OENTELLIGIBILITY

Since contextaware applications sense implicitly and act quietlythese applications lack the
affordances [Gilson, 1979] to allow end-users to be aware of what they know or what they are
doing. Bellotti et al. [2002] point out that with the vision of Ubicomp making the interface invisible,
it would become difficult for these systems to manifest themselves and allousers to make sense of

them. Dourish [1996] argues OEAO ET OAOAAOEOA OUOOA+ Geflebiiel O1 A CI

representations of their operations andexternally observable states

The complex inference mechanisms employed by contegtwvare applications also increase the

difficulty of understanding how these applicationsreasonand decide.Bellotti and Edwards [2001]

propose that contextaware systems must bentelligible » (ble to represent to their users what

they know, how they know it, and what thex OA AT ET CThéyAdli@®thak Giahg with

enforcing user accountabilityh ET OAT 1 ECEAET EOU Ol-adv@®systedhs tb kA OAT O
OOAAAT Anh b OA A Edelhi &t al 2002} &ish chélldngeUBicomp systems tosupport

alignment between the user and system by making the system stateperceivable persistent and
guery-able, and providing timely and appropriate feedback.Indeed, this lack of intelligibility has

been empirically observed. Barkhuus and Deyp03a, i found that although endusers wantto use

context-aware applications, they hae serious issues with the lack of understandability, loss of
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control, loss of privacy, information overload;users find automatic behavior useful but difficult to

understand.

Trust in automation guides reliance when the complexity of the automation makes a complete
understanding impractical [Lee and See, 2004]This lack of system intelligibility in contextaware
applications and user confusion can lead users to mistrustnd misuse, and even abadon them
[Muir, 1994; Muir and Moray, 1994. Therefore, ensuring endusers have sufficient usertrust of
these systems is crucial to supporting their adoption. Lee and See [2004] described three attributes
of trust in automation: predictability, performance, and purposePredictability and performanceare
particularly relevant to the problem of the lack of intelligibility. Without sufficient understanding of
context-aware applications, endusers will find theOA A DD eAakidsHdsd peedictable, and
this can compromiseuser trust. Furthermore, context-aware applications are prone toambiguity
and uncertainty [Greenberg, 2001] Thiscan cause them to make wrong inferences and misbehave,
compromising their performance. A common strategy forimproving the performance of context
aware applicationsinvolves user mediation where the user resolves uncertainty [Deyet al., 2002].
Nevertheless, withoutintelligibility, end -users will struggle to determine the causes for uncertainty

and may not be able to impove the system performance

1.2 ASOLUTIONP EXPLANATIONSORINTELLIGIBILITY

Providing explanations is a popular way to improve user understanding and user trustphnson,
1993] in Intelligent Systems.Dzindolet et al [2003] found that even though users lose trust in
intelligent decision aids whih makeoccasional errors, providing a description of why the aid might
and performance in expert systems €.g, knowledgebase systems [Davis, Buchanan, and
Shortcliffe, 1977, Gregor and Benbasat, 1999], intelligent decision aids [Glass, McGuisnemnd
Wolverton, 2008; Haynes,Cohen, and Ritter, 2009]) and endiser systems €.g, recommender

systems Herlocker, Konstan, and Riedl, 200Qintelligent user interfaces [Myerset al., 2009]).

We employ the same strategy of providing users with explanations of application state, inference
logic, and behavior for contextaware applications. For example, a contexdware application may
mis-infer OE A Ca@aflaBilityOto receive phone calls, and allow a colleague to cdlim at the

library. Intelligibility will allow the userto learn why this apparent mistake happened. It could tell
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him that the application correctly inferred his location at the library, but that he had forgotten to

set a rule to be unavailable, or thalis colleague ignored social norms and called anyway.

1.2.1 THESISTATEMENT

In this thesis, we explore how to provide intelligibility in contextaware applications through
explanation interfaces. We aimto support both developersto design and implement intelligible
context-aware applications, and evaluate the benefits and limitations of intelligibility orend-users

With the intelligibility explanations we develop in this thesis, we claim that:

Intelligi bility in contextaware applications can improve en® O Aubdeitanding
of how these applications work andtonsequently,increaseendusers trust to use

these applications.

1.2.2 THESIAPPROACH

To prove this thesis statement, we approach the problem in theeshigh-level stages. First, we (i)
explore what intelligibility is and define it through exploratory work, then we (ii) facilitate and
support intelligibility so that it is easier to provide it, and finally, (iii) we evaluate the usefulness of

intelligibil ity towards the thesis goalsFigure 1.1 outlines the chapters in this dissertation.

Design
Recommendations

Requirements Support Evaluation
Literature Implementation Pilot
Review with Toolkit (Chapter 4)
(Chapter 2 (Chapter 6)
v :t QuasiField
EI|C|tat|on_ Design and (Chapter 9
—» from Scenarios ",
(Chapter 5) > Usability _
P (Chapter 7) B0ADPAOSE 0 OI
¢ ) (Chapter 8)

B R

Figure 1.1. Three -stage approach to thesis with various projects connected by progression

Arro ws indicate how findings and implications from one study applies to the next. We

summarize our taxonomy for Intelligibility in Chapter 3.
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|) REQUIREMENTGATHERING ANSPECIFICATION

In the first stage, we sought to define a fraework for intelligibility. We accomplish this with a
literature review of explanations in intelligent systems Chapter 2), and empirical work eliciting
what explanations potential users of contextaware applications would liketo know (Chapter5). To

this end, we have defined gaxonomy of explanation question types.

[I) FACILITATIONSUPPORJTANDGUIDELINES

The next stage implements the requirementsas determined from the taxonomy of intelligibility,
and provides generalized support forimplementing intelligibility in context -aware applications
through a software toolkit and design recommendations. We facilitate the implementation of
intelligibility with the Intelligibility Toolkit ( Chapter6), and also exploredand evaluateddesign and

usability issues to derive guidelines for providing and presenting intelligibility Chapter7).

[1I) EVALUATION

In the final stage, weevaluate intelligibility in context-aware applications. Using the toolkit and
design guidelines, we can rapidly prototype intelligibility in contextaware applications to test our
hypotheses. We investigated the impacts of different explanation types on user understanding and
tru st of contextaware intelligent systems Chapter4). Next, through questionnaires, we evaluated
the impact of intelligibility on user impression d context-aware applications that are uncertain or
certain of their inferences (Qapter 8). We followed this with an evaluation of an interactive
prototype of an intelligible context-aware mobile aplication, where we investigated the extent of
usage of intelligibility, how well or poorly users understood he application inferences and their

perceived usefulness of the explanation€Chapter9).

1.2.3 INTELLIGIBILITY ERPLANATIONYPES

We support intelligibility through an explanation query paradigm (e.g, [Wick and Slagle, 1989Ko
and Myers, 2003, where users can obtain explanations to questions about the conteatvare

applications, such as:

What is the current value of the context?

Certainty : how certain or confident is the application of this inference?

Why is this context the awrrent value X?

WhyNot:x EU EOT 8§60 OEEO Ai 1T OA@O OAI OA 9h ET OOAAAe

P w0 NP
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5. How To: when would this context take value Y?

6. What if the conditions are differert, what would this context be?

Categorizingexplanations into these Explanation Types allowus to systematcally investigate their
usefulness and how to support their provision in contextaware applications. Wedetail our

taxonomy of Explanation Typesn Chapter3.

1.3 SCOPE ANIDEFINITIONS

There are several terms and concepts that arentral to this dissertation and we define them here.

In this thesis, we focus on providing and evaluating explanations inontext-aware applications
used by lay endusers for everyday computing activities. We use the definition ofcontext-
awareness as defned in [Dey, Abowd, Salber, 2001; Schilit, Adams, and Want, 1994] regarding a
positivist, constructionist view of understanding of the environment and the user through
constituent contextual cues and signals that are sensed, aggregated, interpreted, anteired.
These can include sensors around the house.{), thermostats, brightness sensors), itomputer
software (e.g, keyboard and mouse activity),worn on the body or in mobile devices €.g,
accelerometers, microphones)and inferred activities and irtentions such as domestic activity €.g,
making breakfast, using the toilet), and mobile availability and activity €.g, driving, talking in a
meeting). On the other hand, the use of intelligibility, especially in a social applicatioegh , A OA
Chapter 7), can support theinteractionist, phenomenologicaliew of context[Dourish, 1994], where
context is relational, dynamic,depends on thesocial interactions, arises from activity, and is co
constructed with the user. Ingelligibility can provide users with more information to make better

sense of the situation.

There can be many different types of users of intelligent systems, with different relationships to the
systems and different domain expertise. We have scoped ourvigstigation into contextaware
applications to cover Gveryday 6 activities as defined in [Abowd, Mynatt,an Rodden, 2002;
Greenfield, 2006] €.g, reminder systems, interruption management), rather than work task
oriented or professional decision aids €.g, medical diagnosis knowledge bases, task planning).
Finally, we targetlay end-users as the consumers of the intelligibility features we seek to provide.
We do not expect these users to have technical or computer science expertise, nor will they

necessaily have deep interest in understanding the detailed operation of novel contexdware
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applications. Instead, we expect these users to primarily focus on their activities and pay attention

to intelligibility occasionally, e.g, when the applications misbehge or act unexpectedly.

We intend for contextaware applications to provide ntelligibility to help endusers learn and
understand them. Much research has been performed on explanations in intelligent systems, using
different terms to describe an intelligble application, such asexplainable, interpretable [Mozina et
al., 2004],transparent [Cheverstet al., 2005; Crameret al.,, 2008 H66k, 2000, scrutable Assad et
al., 2007; Barua, Kay, and Kummerfeld, 20},1palpable Rimassa, Greenwood, and Calis2005],

O C 1 AlOgimok et al., 1996], white-box [Herlocker, Konstan,and Ried|, 2000], seamful [Chalmers
and MacCol| 2003], etc. Given the complex inference mechanisms and sensors used in context
aware applications, there will be terms and concepts cerdt to their operation that end-users may
not understand. Therefore, intelligibility can help endusersto learn the relevant terminology and
concepts so that they may properly scaffold and form more accuratmental modelgJohnsonlLaird,
1983]. We do notintend for end-users to learn these concepts to the extentvhich students learn
from their coursework (as is the intention of Intelligent Tutoring Systemsg.g, [Anderson et al.,
1995]), nor do we expect eneusers to understand the application to be abléo debug their code
(e.g, Whyline [Ko and Myers, 2003]). We aim to use intelligibility to allow endisers to understand
the factors or sensors that influence the inference and decision making in contextvare
applications, so that they may beaware of and appreciate OEA AT | PAOAT AA 1T £ OEA
complex inference (assuming reliable performance). We also want engsers to understand the

limitations of the applications.

We aim is to improve enduser trust by improving the endO OA 08 O OA A Elpedtabili®i A OOQEI|
I £/ OEA +r ADDPI EAAOET 160y AAEAOET 006 AU LlUeddndSee OEA
[2004] identified three processes underlying trust: analytic, analogical, and affectivénalogical

trust is influenced by the contextenvironment of use and other social factors such as reputation.

Affective trustE O ET &£ OAT AAA Au OEA OOAOG60 AiiT OETTAI OAODI
burden when deciding how much to trust the applicationParasuraman and Miller [2004] found tha

differences in machine etiquette €.g, providing messages at appropriate or disturbing times, whether

polite or impolite) can influence user trust more than the automation reliability. This demonstrates

an influence of affect on user trustAnalytic tru ssOAT AOAOG O1F OEA OOA08 O O1T AAOC
OEA ApPbPI EAAOCEIT AT A EO ET &£ OAT AAA AU OEA OOAOCGO A
AAAE OUPA T &£ O00OOOh EIT OEEO OEAOEOh xA & AOO 11

underOOAT AET C 1T £ OEA AneRlsoRimAcd&[ usebs®betfelrchlibréictihedtBust
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[Dzindolet et al, 2003] in contextaware applications with their increased understanding of the

competence and limitations of these applications.

Finally, Edwards, Newman, and Poole[2010] noted that low-level infrastructure on which
applications are built should also be made intelligible. Although we provide a toolkit to support

intelligibility, our focus in this thesis is to support intelligibility for end -user applications.

1.4 CONTRIBUTIONS

This dissertation makes a number bmajor contributions:

Evidence that enduserswant intelligibility in context -aware applications.
A taxonomy of explanation types that endisers desire to have provided for contexaware
applications.
A toolkit for supporting the development of intelligibility in context-aware applications.
Algorithms to generate multiple explanation types from several rules and machine learning
inference models.
Design recommendations for intelligibility features.
A prototype of an intelligible contextaware application developed through several
iterations.

91 Investigation of caveats and limitations of providing intelligibility (usability issues and
intelligibility of uncertain systems)

9 Evidence that endusers can use intelligibility features to learn &out context-aware
inferencesand behaviors

1 Evidence that providing intelligibility can improve end-user understanding and trust in

context-aware applications

1.5 OUTLINE

The rest of the dissertation is organized a®llows:

To give a background to this dissertation, in ChapteR, we review explanations in intelligent
systems, various taxonomies of explanations, and systems that provide explanations to users. In

Chapter3, we give an overview of intelligibility as defined in this dissertation. We describe research
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guestions that drove various projects in the thesis and introduce a taxonomy of explanation types
that intelligible context-aware applications can povide. The following chapters are organized

chronologically and in the order that follows from the chain of reasoning in our research questions.

Chapter 4 describes early work demonstrating the usefulness of intelligibility tohelp endusers

understand and trust the output of a contextaware intelligent system. Particularly, we compare the
effectivenessamongfour explanation types. Subsequently, in Chaptés, we describe our expansion
of the list of explanation types through an elicitation studyby presenting questionnaires of various

applications and scenarios to participants.

Chapter6 describes how we support the implementation of our taxonomy of explanation types with
an Intelligibility Toolkit to automatically generate and present explanations from multiple inference
models. However, the toolkit does not provide design recommendations on how to present
explanations to users. In Chaptef7, we describe a user study that explored design and usability

issues for intelligibility interfaces in a contextaware application prototypeh , A [ OA

Having designed a usable, intelligible contexaware application, we evaluate the impact of

intelligibility. Chapter8 describes a questionnaire study that investigated the positive and negative

impact of intelligibility for application inferences with high or low certainty, respectively. Chapterd

describes a quasi’EEAT A OOOAU AOAI OAOET ¢ OEA OOACA AT A OOA
prototype, showing how usage of intelligibility helps endusers to better understand and

troubleshoot the application inference

In Chapter10, we conclude the dissertation with a summary of its contributions and a discussion of
its limitations. We include several appendices describing detailed technical aspects of the
Intelligibility Toolkit, descriptions of the intelligibility user inter ZAAA 1T £ OEA , AJ OA DO

experiment study materials.
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2 RELATEWORK
EXPLANATIONS INTELLIGENT
SYSTEMS

In this chapter, we review the explanation taxonomies developed in several research domains of
different types of intelligent systems.Researchin several domains have explored the impact of
explanations to improve user trust and acceptance of intelligent systems, including knowledge
based systems gee a review in [Gregor and Benbasat, 1999 task processing systemse.g, [Glass,
McGuinness, ad Wolverton, 2008; Haynes,Cohen,and Ritter, 2009; McGuinnesset al., 2007;
Silveira, de Souza, and Barbos&001]), intelligent tutoring systems (e.g, [Graessef Person, and
Huber, 1992; Graesser, Baggett, and Williams, 1996 recommender systems(e.g, [Herlocker,
Konstan,and Riedl, 2000, Cramer et al., 200§), casebase reasoning (CBR)€.g, [Kofod-Petersen,
Cassens, andamodt, 2008; Sgrmo, Cassens, and Aamqd005]), end-user debugging(e.g, [Ko and
Myers, 2004; 2009; Myers et al., 2006]), and context-aware systems €.g, [Assad et al., 2007;
Cheverst et al, 2005; Tullio et al, 2007; Vermeulen et al., 2009]), etc. These domains can be
categorized into two groups, namely, expert systems handling professional tasks and enrdser
systems handling &veryday" activities.We discuss how we draw inspiration from these works that
have investigated explanations over the past several decades, and identify gaps and opportunities

for providing explanations for contextaware applications in ubiquitous computing (Ubicomp).

2.1 EXPLANATIONS IBXPERTYSTEMS

Much early research on explanations in intelligent systems were focused on expert systems to help
professionalsto learn how the systemmakesdecisions, or to help novicego learn about decision

making. As sub, several frameworks of explanations have been developed.
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2.1.1 KNOWLEDGBASED SYSTEMS

Drawing from explanation facilities of many knowledgebased systems (KBS), Gregor and Benbasat
[1999] identify three classification methods of explanation type:content, presentation format,
and provision mechanism. They found that KBS systems provide four content types of

explanations:

1. Traceorline ofreasoning. ) T OAODBI 1T OA O1 OEA OUBPEAAI OxEU6 K
describes the decision processes taken by theystem, why or how it came to its result.
Explanations thatEMYCIN[Van Melle, Shortliffeand Buchanan 1984] provided are of this

type.

2. Justification or support. Introduced in the XPLAINsystem [Swartout, 1983, this type of
explanation provides deeperdd AET ET 1T xI AACA OF EOOOEAU OEA OU
explanations can incorporate different types of knowledge such as analogies, cases, taxtl
books.

3. Control or strategic. Introduced in NEOMYCIN Clancey 1983, this type of explanation
explainsE A OOUOOAI 60 A1 10011 AAEAOGEI Oh AT A DOT Al A
user with the design rationale that the developers employed for the application logic.

4. Terminological. Distinguished by Swartout and Smoliar 1987], this type of explanation
familiarizes users with domain terms and concepts by providing terminologies and

definitions.

There are several factors, such asser expertise , that affect when certain explanation content
types are more important. For example, novice users would use jugtition and terminology
explanation types more as they learn how to use the expert system; expert users would mainly use
explanations to resolve anomalies and for verification, so they would prefer reasoning traces and

control types of explanations.

Presentation styles used in KBS systems have been identified to fall into two categorieBext-
based and Multimedia . Textbased explanations can either be in the form of programming
language syntax, a canned text of the programming logic, or natural languagartslations of the

logic. Multimedia explanations use graphics, images, animations, or sound.

Gregor and Benbasat have also identified three types of mechanisms to provide explanatiamser -

invoked , automatic , and intelligent . Userinvoked (also known as @-demand, optional, or
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voluntary) explanations can be provided throughmenus, commands, and hyperlinksand users can

choose whether or when to invoke them. Automatic explanations are provided all the time, and
users do not get a choice of whether to recet them. To maximize exposure of certain explanations,
and minimize the perceived effort of obtaining these explanations, Everett [1994] recommends
making these explanations automatic. Intelligent provision of explanations depend on the system
determining when is most appropriate to provide the explanations. Gregor and Benbasat discuss
employing user modeling to track their expertise and mental model (and whether they are making

mistakes) for the system to determine when to provide explanations.

2.1.2 INTELLIGENDECISIOMID

The knowledgebased systems discussed by Gregor and Benbasat [1999] deal mainly with
supporting decisions, or helping users decide what to do, rather than acting on their behalf. On the

other hand, there is a growing number of systems thatra being designed to be more proactive, and

have greater autonomy to carry out tasks. These systems, also calletklligent agents would have

to gain the trust of users before they can be widely accepted. One way to increase user trust is to

increase transparency in these systems, such as by answering explanation questiohfaynes

Cohen, and Ritter [2009]did an extensive review of explanations in intelligent agents (systems that

Ol AEA OOA AAKAI Al MAGA CT OEOQEIT O1 )usilgGaWiddr €edpe @ OO OAC
systems than just KBS. They extend and reorganize Graess¢rald O ¢ pwwcY Al AOOE ZA£EA
explanation-seeking questions into a framework of four main explanation typesontological,

mechanical and operational explanations,ral design rationale.

f Ontological explanationsDb OT OEAA OxEAO6 EIT &£ Oi AGETT 61 EAI P

or a component of the system, including:

0 What z identity. Basic ontological information about the existence of an agent or
agent component, or is identifier.

0 What z definition. Information beyond simply identifying an agent or component
and involves providing it with some meaning in context through definitions.

o0 What zrelation. Information about the static structural relation between agents or
their components, such as spatial information.

0 What z event. Especially distinguished, this is information about entities that are

primitives in describing causal explanations, and can provide temporal information.



14 O4APTER2 | RELATEDWORK EXPLANATIONS INNTELLIGENTSYSTEMS

1 Mechanistic explanationsdeal with the how of agent behavior. The main type of question is
"How does it work?" This type of explanations provides information about how different
components interact to give rise to more complex actions.

1 Operational explanationsanswer the question of "How do | (the ger) use it (the system)?"
They provide instructions for the user or other agents to enact some agent behavior.

1 Design rationale explanations deal with why questions at multiple levels from system
component constraints to designer intentions to lawlike relations. In relation to the
taxonomy provided by Gregor and Benbasat, the design rationale spans reasoning trace and

strategic. Hayneset al. categorize design rationale into four parts:

o Deductive -Nomological (D -N). Explanations referring to some law or lav-like
relation between entities and/or agents. This is based on the -N model that
suggests that explanations should take the form of deductive statements predted
on well-established truths [Hempel, 1965].
o Functional. Design intent ofthe function of acreated agent or component.
0 Structural. Explanations that refer to the structure of the system constraints that
cause an entity or event to happen.
o Pragmatic. %0@Di1 AT ACET T O OI OANOAOOO OEAO AAPAT A |

explanations are in reponse to eitherwhy notor what if questions.

In an empirical study using a virtual pilot cognitive modeintelligent agent, Hayneset al. found that
most explanation seeking questions (58%) were ontological, followed by mechanistic (19%), then

operational (12%) and design rationale (11%).

McGuinness and colleagues have explored explanation needs for task processing systems,
particularly with the Cognitive Assistant that Learns and Organizes (CALO, 2007). Focusing on
temporal characteristics, McGuinnesset al. [2007] articulated several types of explanation

guestions that users of task processing systems are interested in:

f  Motivation for tasks. ) T OAODPI 1T OA O1 OEA NOAOOEjahswebx EU AQ
strategies can (i) include identifying the task rguestor (attribution), (ii) indicating that the
task is a subtask that supertask depends on, (iii) indicating the task is neit-step of a task

procedure, and (iv) indicating that certain terminating conditions have not yet been met.
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9 Task status. This regards to (i) what tasks are being done, (ii) what the status of those
tasks are, (iii) whether certain tasks are not being donewhat A E A,Tadéd@v) whether any
tasks are being hindered.

9 Task history. This regards to (i) what the system has done recent}y(ii) what it has started
recently, (iii) why it did a task (in the past, as opposed to why i doing, (iv) why it AEAT & O
AT A OAOEh j06Qq Eix EO AEA A OAOGEh AT A j OEQ AI
guestions.

9 Task plans. While task histary looked into past actions, task plans looks into the future
planned actions. This regards to (i) what the system will do next, (ii) when it will start the
task, (iii) why, and (iv) how it expects to do it.

9 Task ordering. This regards to (i) why a task isbeing done before another, (ii) why some
other task has not yet been started, and (iii) what needs to be done to complete a task.

1 Explicit time questions. This regards to (i) when a task will begin, or (ii) end, (iii) when a
task happened, (iv) how longti took to complete, (v) why a task took so long to complete,

(vi) why a task is already being done instead of later.

While users of task processing systems may have many questions regarding time, they have other
information requirements before they can appopriately trust these applications. Through

structured interviews with users of CALO, Glasgt al. [2008] investigated several factors that

influence their level of trust. They used Silveiretald 8 O OA@GT I T T U r¢nmpyY | £ OO0A

to derive a Ist of question types users are interested in:

Choice: What can | do right now?

Procedural : How can | do this?

Informative : What kinds of tasks can | accomplish?
Interpretive : What is happening now? Why?
Guidance: What should | do now?

History : What havel already done?

Descriptive : What does this do?

Investigative : Did | miss anything?

=A =4 =4 =4 4 4 -4 -4 -4

Navigational : Where am 1?
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These questions are ordered by the rated importance from the interviews. While question types
defined by McGuinnes®t al. [2007] were mainly abaut time, and about the system, these questions

are about the user and his activity.

2.1.3 INTELLIGENTUTORINGSYSTEMS

While not quite expert systems to aid workers in their work, Intelligent Tutoring Systems provide
expert knowledge (of the domain or concept bieg studied) to students. The knowledge or
information can be provided via explanations.Graesseret al. have explored how students ask
guestions and derived several explanation types and reasons for question askingraesser and
McMahen [1993]four conditions when questions are asked:

1 Anomalous event . Questions are asked about the causes and consequences of an unusual
event,e.g, if someone faints in a restaurant.

1 Contradiction . Questions are asked to resolve a contradiction between two propositions,
e.g, two people who claim to be married but are not wearing wedding rings.

9 Obstacle to a goal. Questions are asked to remove or circumvent an obstacle #ogoal,e.qg,
when a car fails to start, the driver will ask why it will not start and how it can be fixa.

1 Equally attractive alternatives . Questions are asked to break a tie between a sef

alternatives, e.g, pros and cons of switching jobs, choosing different products.

From empirical analyses of questions in educational settings, Graesser and Person [4P§rouped
, AET AOOGGO frpwyxyY po NOAOOEIT AAOACI OEAO ET OI

1 Simple / shallow questions
o Verification: invites a yes or no answer
o Disjunctive: Is XY, orZthe case?
0 Concept completion: Who? What? When? Where?
0 Example: What is an example oKk?
1 Intermediate questions
o Feature specification: What are the properties ofx?
0 Quantification: How much? How many?
o Definition: What doesXmean?
0

Comparison: How is Xsimilar to Y?

OEOA
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1 Complex / deepquestions

0 Interpretation: What doesXmean?
Causal antecedent: Why / How did Xoccur?
Cause consequence:What next? What If?
Goal orientation: Why did an agent dox?
Instrumental / procedural:  How did an agent dox?
Enablement: What enabledXto occur?
Expectation: 7 EU A Ko&dur® O
Judgmental: What do you think d X?

O O O O o o o

While these questions are not specifically for endisers to ask of automated systems, many of them
are relevant (e.g, example, feature specification, comparison, causal antecedent, goal orientation,
expectation). Point and Query, an educational softare [Graesser, Langston and Baggeit993]

provides explanations to questions in terms of levels of knowledge:

1 Taxonomic knowledge: What does X mean? What are the types oX? What are the
properties of X?
Sensory knowledge: What doesXlook like? What doesXsound like?
Goal-oriented procedural knowledge: How does a person use / play?
Causal knowledge: What causesX? What are the consequences of? How doesX affect

sound? How does a person creas?

2.1.4 RELATION TQONTEXTJAWAREAPPLICATIONS

The aforementioned frameworks provide a rich design space for different types of explanations.
However, they cater to expert systems with users who carry out tasks that require expert decision
making. Contextaware applications in ubiquitous computing focus on helping ka end-users in
"everyday" activities [Abowd, Mynatt,and Rodden 2002], so their users would require a different
set of explanations. For example, we expect the functional purpose of contetare applications to
be clearer than expert systems because, &veryday products, their functional scope would be
limited. Therefore, we do not anticipate functional explanation types to be very necessary.

Nevertheless, some of these explanation types remain useful for conteastvare applications.

In this thesis, theexplanations we provide for intelligibility are mainly about the application'sline

of reasoning or mechanistic We treat contextaware applications as inference and decision agents,
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and, through intelligibility, reveal their reasoning process. We take aser-centered approach, and
therefore, also provide pragmatic design rationale explanations to explain to endisers how the
application inferred in the context of the user's goals (why not) or present understanding of the
situation (what if). While users sould not have to be overly bothered by technical terminology
when using everyday applications, to explain some of the lelying contexts and reasoning traces,
terminological explanations may be needed to help users learn relevant explanatory concepts. We
also expect users to act on the information they learn from intelligibility, but they would need to
know how they can modify or control the contextaware application. Therefore, operational

explanations would also be relevant to provide in contexaware applications.

2.2 EXPLANATIONS IND-USERSYSTEMS

Research into explanations for KBS or task processing systems tentb focus on trained or
reasonably knowledgeable users. However, explanations can be useful for novice ars#rs to

understand unfamiliar programs tog, even those that help with their everyday tasks

2.2.1 RECOMMENDEBYSTEMS

Currently, explanations of enduser systems are most accessible to people through online
recommender systems like Amazon's recommendation of products, Pandora.com's song selection

etc. Herlocker, Konstan, and RiedlZ000] describedtwo sources of errors:model/process, anddata.

1 Model/process errors are due to the limited feature space of the computational model
used;

9 Data errors are due to (i) not enough data, (ii) poor or baddata,or (iii) high variance data.

To support explanations, Herlocker et al. discuss whitbox and blackbox models. Thewhite -box
model divides the Automated Collaborative Filtering ACH system into three parts: userprofile
ratings, similarity measuresused to compare profiles, and the model omechanismof how the
ratings are combined to form recommendations. These explanation capabilities may help users
understand the conceptual model of the system, but this may not be desirable all the time,
especialy for guarding proprietary methods. The black-box model is appropriate for such
situations, and use alternative information to explain the system. Techniques include providing
information about past performancegustification (e.g. that the system was 80%orrect in the past

when recommending this), and usingexternal supporting evidenc§ustification type explanations).
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Tintarev [2007] classifies the explanation types used in recommender systems in several types
such ascase-based, content -based, collabor ative , demographic , and knowledge -based. Much
of these explain the recommendations regarding thaimilarity of the attributes of the entities of
interest (e.g, speed of camera), of the usee(g, demographic information), preference similarities

betweenusers (e.g, the user preferring low prices).

417 Agbpi1 OA OEA EiPAAO 1T &£ Agbl ATAGEITO 11k AT100I
commerce) recommendation agents (RAs)Wang and Benbasaf2007] examined the effects of three

types of explanations:

1 How explanation to reveal theline of reasoningused by the RA. This increased perceived
benevolenc® EAO OEA 2! AAOO ET OEA AiT1 O00Ii AOG6O ET OAO!
1 Why explanation to justify the importance and purpose of the RA to consumersThis
increased perceivedcompetance(performance) andbenevolencén the RA.
1 Trade-off explanation to offer objective decision guidance to help consumers identify
differences in features between products. This increased perceivadtegrity that the RA

adheres to a set of principles€.g, honesty, justice, objectivity).

Note their use of the termswhy and how differ from how they are used in the rest of this

dissertation.

Cramer et al. [2008a, b] investigated the effects of transparency in an art recommender, Cultural

Heritage Information Personalisation (CHIP) system, on user trust. They considered three versions

of CHIP: nonrtransparent, transparent (provides Why explanations listing properties the current
recommendation shares with artworks the user had previously rated positively, and OO OA 8
(showing a Confidence OAQET ¢ 1T £ OEA OUOOAI 80 OAprdvidihgAWhA AOQET T q
explanations increased useacceptanceof the system, but did not improve usetrust. Furthermore,

they found that Confidence (Certainty) explanations did noimprove acceptance or trust.

Even though thesesimilarity -based approaches are highly effective for recommender systems,
context-aware applications also use context information about the physical environment and
situation. Moreover, contextaware applicdions can use other types of models to make inferences.
From a literature survey of contextaware applications Lim and Dey, 201( and in Section6.2, we

found that the most popular models are indeed different: rules, decisiotrees, and naive Bayes
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classifiers. Therefore, while explanations have been richly studied for recommender systems,

research into explanations for contextaware applications remairs an open problem.

2.2.2 CASEBASEREASONING

Given the focus on unique and similaproducts or entities that recommender systems have,
recommender systems can also be considered as systems operating on a collection of calds.
lends itself nicely to applying techniques in CasBased ReasonindCBR) For example, Top Case
[McSherry, 2005] provides explanations todiscriminate between different cases and explainhy
one is better than another It explains in terms of attributes of the cases, indicating whether they
are the same or different for different cases, and which attributes do at affect the

recommendation.

Some research has sought to provide frameworks for explanations in CBRoth-Berghofer [2004]

describes five explanation types of [Spieker, 1991] relevant to CBR:

Conceptual explanationsto describe the meaning of concepts
Why explanationsto describe thecauseor justifications for an event
How explanationsas a special case of Why explanations to describe the causal chain of the
decision process

1 Purpose explanationsto describe the purpose of a fact or object

1 Cognitive explanations as a special case of Why explanations. The previous four
explanation types explain the physical world in which the CBR system operates on, while

these explain the processing and behavior of the system.

Roth-Berghofer describes knowledge containers(vocabulary, similarity measures, adaptation
knowledge, and casdyase) as components of the CBR system which contribute variously to these

explanations.
Sermo, F., Cassens, J., and Aani@805] identified five goals for explanations in CBR to satisfy:

Transparency to explain how the system reached the answer
Justification to explain why the answer is a good one
Relevance to explain why a strategy is relevant

Conceptualization to clarify the meaning of concepts and vocabulary

=A =4 =4 =4 =

Learning to teach the user abotithe domain
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Cassens [2008] employ problem frames [Jackson, 2000] to model explanatiorachinesand system

knowledgeto meet these goals.

CBR has also beeapplied to ambient intelligent systems €.g, [Cassens and Kofeéetersen, 2007;
Kofod-Petersen andAamodt,2003; Maet al., 2005; Zimmermann, 2003]) For example,Cassens and
Kofod-Petersen[2007], added explanation capabilities the CREEK architecturddmodt, 2004] in a
simulated hospital ward domain. For usefcentric explanations, they distinguish betveen context

awareness(inferring the situation) and contextsensitivity (acting according to the situation) and

respectively provide different explanations:

1 Elucidate why the system identifies a particular situation (contextawareness). This
explanatione@bi OAO OEA OUOOAI 8 O A OO GjusanOnhat it belietesE OE A
1 Explicate why a certain behavior was taken (contexsensitivity). This explanation points

out the relevanceof the system performing a particular action.

2.2.3 BEND-USERPROGRAMMING

End-user programming considers users whose primary task is not to program the application, but
who still do so to facilitate their task or configure the application. For example, people who use
spreadsheets to tabulate and calculate budgets can be considerend-user programmers.Ko and
Myers [2005] found that end-user programmers of theAlice programming environment [Conwayet
al., 200Q asked questions when their expectations are unmet. They askl why did questions when
something unexpected occurs andvhy A E A iq@e€ions when som¢hing expected does not
happen Ko and Myers subsequently develop the Whyline systef2004, 2009] that traverses the
program tree to generate reasoning traces within the program code to generatehy did and why
A E Adxgafations.

1  Why did the program do X?

 7EU A HhA prdg@m do Y?

Kulesza et al. [2011] developed the What You See is What You Test for Machine Learning
(WYSIWYT/ML) method that supports systematic testing of machine learning applications,
particularly for high criticality tasks. WYSIWYT/ML provides explanations of

1 Confidence to indicate how certain the ystem was of its classification

1 Similarity of how different the exampleis from previously trained data
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1 Relevance of how able the system ido perform the classification

1 History to help users track inference changeafter the users make edits

This is complementary to our approach of supportingad hoctesting of contextaware applications,

where endOOA OO OAOAT AEPEOT 001 U 1 AAOT Aukés@é sdmeE dnd ADDI EA
users will take the effort to perform such a rigorous test. We do not assume such enthusiasm and

effort of end-users, and explicitly measure their usage in our study described in Chaptér As
demonstrated with WYSIWYT/ML [Shinseket al., 2011], explanation and testing facilities can also be

EAI DEOI &£ O | 01 OEPI-ROTCOVMODAEOE ABOOEAQA OODEAEOOA 1 4
collectively improve the behavior of a machine learning system. However, viecus on singleuser or

single-viewer use of intelligibility in this thesis.

Although machine learning is becoming popular for developers of intelligent adaptive systems, it still
remains difficult for developers to understand and debug their programs. Patet al. has investigated
the classification pipeling[Patel et al., 2008], and developed several toolse(g, Gestalt [Patelet al.,
2010], Prospect [Patelet al., 2011]) to help developers implement classifiers and analyze their data.
Although the applications investigated were for endusers, Patelet al. focused on supporting
programmers familiar with machine learning. We focus on endisers with no knowledge of machine

learning in this thesis.

2.2.4 INTELLIGENT AMEDAPTIVEJSERNTERFACES

Intelligent and adaptive user interfaces are closely linked to contexaware, but typically describe
desktop-based applications,e.g, spam filters, email sorters, or office application assistants. They
typically perform user modeling to understand the user needs and adapteordingly. To increase
their predictability to end -users, H66k [2000] argues for useradaptive systems to bdransparent.

She describes thregylass boxevels from [Brown, 1989]:

1 Domain transparency for the user to see the application domairor concepts elevant to
the system
Internal transparency for the user to see the internal workings of the system, and
Embedding transparency for the user to see a whole picture of how she relates to the

system.

Myers et al. [2006] apply the Whyline explanation types why did and x E U A Etd\ énd-Ser

OAOAOUAAUG DPOI ABABEOEOU O1I 11 06 xEOE OEA #OUOOAI £m&O



2.2 EXPLANATIONSN END-USERSYSTEMS 2.3

text editor that has autacorrect features. Following this question-asking approach, Kuleszat al.
[2009] investigated the provision ofwhy 8 and why not 8 explanations for an email client that uses
the naive Bayes machine learning classifier to sort email. Due to the probabilistic nature (rather
than deterministic or rule-based) of thenaive Bayes classifier, reasoning trasewere not used for
the explanations, but a representation of weights from various inputs (keywords). Explanations

were provided as a ich visualization of bar charts

Kuleszaet al. [2012] explored whether endusers can quickly build and recall sound strctural mental
models of an intelligent music recommender system. They found that scaffolding with a human tutor
can help endusers to build mental models with greater soundness, and allow them to subsequently
better operate the system. Even though the sffalding was not done through the system interface,
this gives evidence that enelusers can learn to better and effectively understand such complex
systems. In this thesis, we minimize scaffolding via human tutors or instructions, such that enders

learn about the system behavior and inference through the intelligibility provided via the interface.

2.2.5 RELATION TQONTEXJAWAREAPPLICATIONS

It is intuitive that end-users would also ask why and why didn't questions for other "everyday"
applications, and, in theproposed thesis, we take this approach of providing explanations to these
guestions, but generalize it for contextaware applications. Our work leverages some explanation
techniques from Kuleszaet al., extending them to explain physical contexts that ammore relevant
for context-aware applications. Furthermore, the overall approach in endiser programming is to
allow the enduser to debug the application when it behaves inappropriately. We broaden the use
of explanations to be used in more situations, @n when the application is functioning

appropriately.

2.2.6 UBIQUITOUBNDCONTEXTAWARECOMPUTING

Contextaware applications for ubiquitous computing present new challenges for providing
explanations to endusers. These applications wouldpenetrate everyday lie and have awide
impact on endusers [Abowd, Mynatt, and Rodden, 200R Furthermore, many of these systems
would automatically gather information (contexts) about the user and environment andnplicitly
take various actions Pey, Abowd, and Salber, 2091( | x AOAOh OOAE AAOEOEOU Al 1l
OEA OOAOB6 Pweisér e Brwk CLA9T, without much transparency, can belisconcerting

to users who may like to know how their information is béng used.
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Bellotti and Edwards 2001] state that contextaware applications must be intelligible: being able to

OOADPOAOAT O vihatthéyknbE, Aow the) AnOvDit, and what they aredoingA AT O Ohefg 08 6

proposed a framework for intelligibility and accountability including four principles:

1. Inform the user of current contextual systencapabilitiesand understandings
2. Provide feedback including:
1 Feedforward : What will happen if | do this?
1 Confirmation : What am | doing and what have | done?
3. Enforce identity and action disclosure particularly with sharing restricted information:
Who is that, what are they doing, and what have they done?
4. Provide control (and defer) to the user, over system and other user actions that impact her,

especially in cases of conflicts of interest.

In this thesis, we cover aspects ahe first two principles exposing the application capabilities by
OAl AAOET ¢ OAI AGAT O ET & Oi AGETT AT A ET & Oi ETC 060,

generating explanations. We also support feedback through various explanation types.

2.2.6.1 INTELLIGIBL®ONTEXTAWAREAPPLICATIONS

A simple form of intelligibility is to show the Certainty T £ OEA ADDBPI EAAQOET 160 ET £EA
colleagues showed that uncertainty improved task performance speed of participants when

certainty is high [2004], and that paticipants verified automatic settings made by a contexaware

system less often when its certainty was high or medium [2005]. In studies of presenting location

information [ Dearmanet al., 2007;Lemelsonet al., 2008], visualizations of location certaintywere

found to improve user performance with locatiorbased services.

Some earlyintelligible context-aware applications provide endusers with a modest amount of
explanations to give them insight mainly by providingtransparency (showing the application's
underlying state ) and traceability (showing reasoning trace ) information. Cheverstet al. [2005]
investigated how much users would want to know about rules governing a contexware system
and whether to control it. The system takes actions depending on etext changes (and history) and
the user model (e.g. preferences)and displays to users itgules of a fuzzy decision tree and its
certainty about the inference McCreath, Kay, and Crawford [2006] explored the difference in
scrutability of different machine learning classifiers (sender identity, keywords, THDF, decision

trees, naive Bayes) in their IntelligentElectronic Mail Sorter.The Daily Activities Diarist [Metaxaset



2.2 EXPLANATIONSN END-USERSYSTEMS 25

al., 2007], an awareness display to support aging in place (like the Digital FdynPortrait [Mynatt et
al., 2001]), employsnarratives complemented with graphical visualizationsto provide semantic cues
and explanations. Tullio et al.'s interruptibility displays [2007] explain how they determine a
manager's interruptibility by exposing the values of sensors in the manager's roonPanoramic
[Welbourne et al., 201Q provides reasoning trace , location status, andhistory explanations to
explain location events through a visualization of parallel timelines of sensed and rutdetermined
events. Vermeulen et al. explored several interfaces to provide intelligibility in ambient intelligent
(Aml) environments. They projected trajectory visualizations along the wall of an Aml room,
tracing the application operation from sensor input €.g, camerl motion sensor) to actuator output
(e.g, room light) [Vermeulen et al., 2009] The PervasiveCrystal Yermeulen et al., 2010] also
explains for processes in a smart environment by providingVhy and Why Not explanationsfrom a

mobile screen display

2.2.6.2 FRAMBNORKS TO SUPPORMELLIGIBILITY GONTEXTJAWARECOMPUTING

Some frameworks and toolkits have also been developed to provide wider support for intelligibility
in context-aware applications.SpeakEasy [Newmart al., 2002]supports querying and displaying
of the states of devices(PCs, printers, projectorsetc.) in an environment, allowing users to
discover if they are available, they have faileatc. PersonisAD Assadet al., 2007 defines a
distributed framework to support explanations by resolvingidentities and associations of
devices, locations, peoplestc. It makesuser modelsscrutableso that users can control which parts
of their user model can be private or public and visible to the sensing environmermRersonisLF
[Barua, Kay, and Kummerfeld2011] extends this concept of scrutability to lifelong personalization
and adds capabilities to controforgetting information. While this is important for deployed
systems, this thesis does not cover the scope of longitudinal use of intelligibilityardian et al.
[Hardian, 2006; Hardian Indulska, and Henricksen2008] addeda Logging andFeedbackLayer
along with aQuery Interfaceo the Pervasive Autonomic Contexaware Environments(PACE)
middleware [Henricksenand Indulska, 2006] toreveal elements hat influence application
behavior. However, as pointed out by Fong [2010], these componergspose information that is

too low-level and overly technical.

Dey and Newberger 2009] provide the Enactors toolkit to support intelligibility and control in
context-aware applications by adding the Enactor component to the Context Toolkit. For
intelligibility, it allows applications to provide input context values, andreasoning traces . For

control, it exposes parameters that the Ul layer of the application canlav users to interact with
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and manipulate. This thesis extends the scope of intelligibility to allow users to ask more guestions
of the application's state and inference mechanism. For example, users would be able to ask about
an anomaly with a Why Not qustion, and ask about a possible future scenario with a What If

guestion.

Vermeulen [2010] proposed to explore the design space for providing and presenting intelligibility

in Ubicomp systems along the dimensions of:

timing 2 before, during, or after an gent

generality 2 general, or domainspecific

degree of co-location ? whether intelligibility is provided in the same Ul or separately
initiative 2 user, or system initiated

modality » visual, auditory, haptic

=A =/ =4 =4 4 A

level of control 2 not controllable to fully programmable

This thesis takes a different approach to investigate intelligibility in contextaware applications.
Rather than explore multiple presentation styles for intelligibility, we have explored the provision
of intelligibility from an information-centric perspective. Endusers are considered information
consumersof explanations, and intelligible applications as informationproviders through the
explanations they can generate, and present. Presentation styles are definitely important for the
effective assimilation of explanations and conveyance of intelligible information, but we have
treated finding the best solutions for presenting explanations in different applications mainly as a

design exercise.

Inspired by our taxonomy of explanation types (se€hapters4 and 6), TOSExp (TinyOS Explained)
[Bucur, 2011] supports intelligibility in embedded contextaware applications by providing static
explanationsto explain thelnputs values andOutputs range of the applicationand What If and How
To explanations that describe hypothetical behaviors of the applicatiorit operates at an embedded
systems level to provide bitaccurate explanations that while being very precise, may suffer from a
lack of use-friendliness by being too low level or too detailedThis thesis focuses on systems and
applications at higher programming abstraction layers i(e, application logic) and also prioritizes

explanations that are more usable for endisers.

Targeting end-user preference models for contexdaware systems, Fongt al. [2010, 2011] developed

an intelligible preference modeling approach that expresses preferences in terms oftlifen-else rules.
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Their system can generate explanations to questions #hat, Why, Why Not, How To, andControl .
As such, this is limited to preference modeling and rules. In this thesis, we do not restrict our
contributions to just rules and include machine learning models and models for other purposes, such

as activity recognition.

Metaxas [2010] investigated supporting intelligibility in the Contextual Range Editor (CoRE) for end
users to configure rules for awareness systemsie consider rules presented in text templatesand
whether to present the rules indisjunctive normal form (DNF) o conjunctive normal form  (CNF)
depending on theaffinity of logical terms €.gh OAOEOET ¢é6 AT A OOOI 1T EI Co6
00011 ET Cé AinKhafdd6l wekalsd oprside8 DNF for representing explanations dfiles,
AT A AAT ET OACOAOA - AOA@PAOG A£ETAET CO xEOEET OEA

2.2.6.3 INTERPRETABMEACHINHEARNING

Machine learning is a popular technique to enable inference and activity recognition in many
context-aware applications (see reiew in Chapter 6). For example, machine learning is used to
recognize what activity an occupant in the home is performing [van Kastereat al., 2008]. To
support intelligibility in these applications using machine learning models, these inference models
will need to be intelligible too. Indeed, much work in the artificial intelligence and machine learning
computing community have sought to make these modelsterpretable. In this thesis, we focus on

explanationsfor the inference process rather than the learning or training process.

Some learned models are trivial to explaing.g, decision trees that can be transformed into rules)
by just traversing through the program branches to provide reasoning traces. Soneained models,
in particular additive classifiers (e.g,Naive Bayeslinear Support Vector Machine (SVM), and Linear
Regression, are less intuitive, but still relatively easy to make interpretabled.g, Mineset[Brunk et
al. 1997], Nomograms [Mozina et al., 2004]; ExplainD [Poulin et al, 2006]). These explanation

methods present visualizations to users and indicate decision processes based on weights placed

EA

AEO A

iIT AEEZAOAT O AAAOOOAOB 4-BR0A Al ADOPAEAGD HPAOABPARA

Networks) that are not directly interpretable. One way to try to make themreasonably
interpretable is by using casebase reasoning to provide an alternative explanation [Nugent and
Cunningham, 2005],and another way is to extractrules from them [NUfiez, Angulo, and Catalg
2002; Tickle et al., 1998].
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2.3 SUMMARY

In summary, much research investigating the provision of explanations in intelligent systems have
demonstrated a positive impact on user understanding and trust. Research in the domain of
context-aware computing is also nascent and has shown some promise, but more work is required
to provide stronger support for intelligibility and gain better insight about how intelligibility
impacts users. This thesis proposes to deepen this research, and providencrete contributions
towards providing intelligibility in context -aware applications. In theChapter 3, we describehow
the nature of contextaware applications pose research questions for providing intelligibility, and

desctribe the taxonomy of explanations we investigated tanswer these questions in tie thesis.
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3 EXPLANATIONYPES FOR
INTELLIGIBILITY

In Chapter 2, we reviewed the different types of explanations provided in various intelligent
systems. In this chapter, weintroduce the research questions that have driven our investigation
and then describe the taxonomy of intelligibility explanation types we have developetb make

context-aware applications intelligible.

As mentioned in the earlig section, contextaware applications useimplicit sensing andintelligent
inference to determine the user's context so as to perform appropriate actions. Fotbicomp
systems, contextaware applications havebeen primarily developed to support everyday adivities,
such as tracking the user's physical activity to monitor her exercise, recognizing activity in the
home to provide timely medical assistance, determining her availability to others, providing
recommendations based on where she is and what shedsing, reminding her to pick up the milk
when she is located at the grocery storestc. They sense implicitly to minimize obtrusiveness and
interruption to the user; they automatically sense the situation rather than requiing the user to
manually tell them what is happening. Contexaware applications are increasingly using
sophisticated inference mechanisms due to the growing complexity of contexts they need to
understand, particularly for activity recognition. For inference, they use big rule sets and rohine
learning algorithms to handle diverse situations, and to be more robust to excejpnal cases. All

these improvethe accuracy in properly and calmly understanding the user's context.

Unfortunately, these two factors of implicit sensing and intelligeninference also make context
aware applications difficult for end-users to understand. This is particularly problematic when the
applications behave inappropriately or unexpectedly. In such cases, conteaivare applications no
longer remain invisible to the user's experienceinstead, they become puzzle. The userdecome

frustrated if they cannot understand what has happened and why the applicationbehaved
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unexpectedly. Eventually, thislack of understanding would lead to aloss in trust in the system's
inference and behavior, and the eventual abandonment of them. Without a proper understanding of
how context-aware applications work, usersmay also not be able to effectivelycontrol them to
improve their performance for subsequent situations. Thereforejt is crucial for context-aware
applications to be intelligible, so that they can explain what they sense and how they are inferring

about the users' contexts.

3.1 RESEARCQUESTIONS FAORTELLIGIBILITY

Starting with a broad idea of intelligibility from Bellotti and Edwards R001], we defined
intelligibility for a context -aware applicationas the abilityto answer or explain questionsthat users
could ask.Giventhe implicit actions that context-aware applications take, ad-users may not know
what the application is doing, let alone assess whether it has performed appropriately. Hence, it is
important for applications to make their action state explicit and providefeedbackof what they are

doing. This is supported by providing an explanation or answer to the @stion:
1. What is the current value of the context?

Continuing with the usercentric perspective of answering intuitive questions, v draw from the
guestion-answering approach of the Whyline Ko and Myers, 2004, 200p with just why and why
not questions. Ore can easily imagine a confused, exasperated, or inquisitive user asking the

following questions:

2. Why is this context the current valuex?
3. WhyNot:xEU EOT 60 OEEO Ail OA@O OAI OA 9h ET OOAAAe

Why asks what factors caused or influenced the inference outcomand Why Not asks why an
alternative inference was not made. In a similar manner as the Whyline, we answer these questions
by providing mechanisticexplanations that specifically describe the inference over the instance the
end-user is asking about. Note tht we do not enforce a particular structure of explanations to
answer these questions. They could be answered witlule traces(line of reasoning) or some other
structures. We do not explain these in terms oflesign rationaleor purpose which relate to the

underlying assumptions, conceptsgr objectives driving how the application behaves.
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As an extension of Why and Why Not questions, engers may want to ask questions relating to
the general rules or model under which the application makes inferences. iBhcan allowthe users
to generalize their understanding of how the application works to bettempredict future behavior.

Specifically, we provide explanations for the questions:

4. How To:when would this context take value Y?

5. What if the conditions are different, what would this context be?

How To explanations are a generalization of Why explanations, btliey do not specifically target
any instance. In terms of rule traces, this explanatiotype can be expressed by listing all traces that
achieve the desiredinference. What If explanations support thefeedforward type of feedback,

where end-users can investigate what the application will do in a future or hypothetical scenario.

We began our investigation of providing intelligibility in contextaware applications with this initial
set of five explanation types.This thesis aims to show that intelligibility can improve user
understanding and trustof contextaware applications.We would especially like to show this with
the scope of intelligibility that we havedefined based on multiple question types. Specifically, our

first investigation sought to answer the research question:

RQl DOES INTELLIGIBILITYHELP USERS IMPROVEHEIR UNDERSTANDINGN® TRUST OF CONTEXT

AWARE INTELLIGENT STEMS

Even though this has ben proven true with narrower forms of intelligibility (transparency,
scrutability, etc) in related work, we explored how supporting the various question types
independently affect user understanding and trust in contexaware applications. Our work,
presented in Chapter4, shows that providing some explanation types (Why and Why Not) are more

effective than others in improving user understanding and trust.

These successful results from our first study showed thaproviding intelligibility is a promising
avenue for research. Next, we sought to carefully explore the scope of questions that users would

ask of contextaware applications. Specifically:
RQZ2 WHAT ARE THE INTELLIBILITY NEEDS OF ENDSERS IN CONTEXAWARE APPLICATION

Answering this question will helpto ensure that the intelligibility we aim to provide will be relevant

to users andcan better satisfy their informational needs. In work presented in Chapter 5, we
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conducted wser-centered, empirical research to elicit what information users wanted to know of
context-aware applications when the applications behaved under various situations. Wedentified

more explanation types, and expanded our taxonomy efkplanationtypes.

To improve end-users awareness of what the application knows, much previous work in adaptive
or context-aware applications have investigated the principle of making the application
transparent. One way to support transparency is to fully reveal the internainput state of the

application. This answers the question:
6. Inputs : what factors and valuesaffect this context?

One could distinguish between naming the inpusources and thevalue taken by each input at the
time of interest. Users are also interested ithe range and diversity of actions or responses that
context-aware applications. Considering an application model as an inpaiutput functional model,

this supports the explanation for the question:
7. Outputs : what other valuescan this context take?

Given he ambiguity and uncertainty in sensing and inference, contexaware applications are not

necessarily deterministic in their decision logic. Hence, users are also interested in asking:
8. Certainty : how confident isinference of this value?

With increased knowledge and understanding of the applications, users will also want to be able to

reconfigure or control the application to improve its behavior. This asks the question:
9. Control: how can | control the application to improve it?

Finally, we determined some drcumstancesin which users asked for information additional to
what the contextaware application may model for its function. For example, wanting to see a video
capture of the room where an elderly family member was detected to have fallen. Providing shi

extra information helps answer the question:

10. Situation : what else is happening in this situation (not about the application, but about the

circumstance)?

Similarly, users want to know if the application hataken other actions meanwhile:
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11. What Else: what else did the application do?

With the study described in Chapteis, weidentified which explanation types users aslof context-
aware applications However, it remains difficult for application developers to implement
intelligi bility in context-aware applications, especially with such a wide range of explanation types.

This brings us to the next research question:

RQ3. HOw CAN WE SUPPORT EHIMPLEMENTATION OFINTELLIGIBILITY IN ©ONTEXFAWARE

APPLICATIONS

We chose to provide tolkit support for developers to easily add intelligibility to their context-
aware applications Chapter 6). We developed the Intelligibility Toolkit that provides extensible
components to support the automatic gneration of explanations, and mechanisms to process the
explanation information into simpler forms that end-users may easily interpret. However, this
technical contribution did not provide final solutions to how the explanations should bepresented

to end-users. This leavesinaddressedthe next research question:

RQ4 HOW CAN WE DESIGN IRLLIGIBILITY FOR COREXT-AWARE APPLICATION TBE USABLE FOR END

USERS

We answer this question with a thinkaloud usability study described in Chapter7, where we
designed, A [ ©dbimplex contextaware application that uses multiple input contexts and various
rules and machine learning classifiers.This application was implemented as an interactive
prototype for participants to engage with.In this study, we explored seveal design principles for
intelligibility, and evaluated how users interpret explanations from an intelligible contextaware
application. Our findings provide insights and design recommendations for providing usable

intelligibility in context -aware applicaions.

We considered contextaware applications with inference models that infer a certainty distribution
over multiple Outcomes.Instead of a single What value, there can be a nearero Certainty of
inferring eachof the possible Output values. We suppognd later manifest this as an aggregation of
explanations Outputs + Certainties. An alternative point of view is that the What explanation is

extended to include a range of output values.

12. Outputs + Certainties : how confident isinference of all possiblevalues?
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As we investigate providing explanations with a realvorld interactive prototype, new explanation

types becane more relevant and important, mmely:

13. When: when was the context inferred as this value?
14. History : what was the inference at an earlier time T? Why did it make that inference at

time T?Etc.

Historical explanations can helpto provide users with a confirmation of what they and the
application have done in the past. Furthermore, explanations about history include not just the

inferred value atthat time, but alsoany other eventdependent explanatiors about the event

As contextaware applications begin to use esoteric sensors and features for inferencge also
include textual descriptive information to help endusers to learn the terminology used by the

application and key concepts
15. Description : what is the meaning of the context terms and values

Description explanations can also be used fastify the behavior of the application by describing the
implications of various context values, and éscribe the rationale for the application to consider

various features or inference mechanisms.

At this stage, we investigated how to provide intelligibility through gathering requirements,

providing technical support, and recommending design principles. fis allows developers and

designers to more easily and carefully implement, provide, and present intelligibility in context

aware applications. This alscenablesus to explore our hypotheseson the impact of intelligibility

with more realistic intelligible context-aware applications. Logically, we next address research

guestions relevant to evaluation in light of realistic issues. One concern is that conteavare

applications are not always certain of what they infer, and providing intelligibility may notbe

helpful when they are uncertain. This could be because users leathAT 0O OEA ADPDI EA,

weaknesses This brings up the research question:

RQS. WHEN IS INTELLIGIBILTY HELPFUL AND HARMR FOR CONTEXAWARE APPLICATIONS NWH

DIFFERENT CERTAINTS?

We onducted a large online controlled study with a betweersubjects experiment design to

investigate the interaction effect of providing intelligibility and of application certainty on user
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impression of two contextaware applications. This is described in Gipter 8. We found that above
a threshold of about 80% certainty, providing intelligibility improves user impression of the
application performance. However, below that threshold,providing intelligibility harm s user

impression because it reveas the weaknessesof the application.

This result deepens our earlierfindings in Chapter 4, and consides nuances in the impact of

intelligibility in context -aware applications. At this point, nuch of our work on evaluating

intelligibility has £ AOOAA 11 NOAOOEITT AEOA OOOAEAOG AT A 0D,
fictitious context-A x AOA ADPDBPI EAAOET T 08 7 E OE7),0E fough th [ndehse b O O1 O
realism in investigating intelligibility with an interactive prototype. However, intelligibility was

OET xT OAIl xAUO 1106 O DAOOEAEDAT 6O6h O1 Ommidgs xAOA

forward the question:

RQ6. EVEN IF INTELLIGIBITY CAN IMPROVE WEER UNDERSTANDING ANIRUST, WILL USERS WANT TO

USE IT, AND, IF SQHOW MUCH

We address this question with the study described in Chapted. Using a quasfield experiment
with four scenarios, we let particpants freely use a fully interactive intelligible contextaware
application on a mobile phone. We logedtheir usage of the intelligibility features, and interviewed
participants to evaluatetheir understanding of the application behavior. We found that paicipants
do use intelligibility without prompting, and that more extensive and deeper usage helps theno

better understand the application behavior.

3.2 TAXONOMYOFINTELLIGIBILITBXPLANATIONYPES

We have introduced several explanation types in the pregus section, and in our empirical study in
Chapter5. Here, we summarize these into a framework of explanation types for intelligible context

aware applications.



Explanation Type Question Explanation
What Top Value | What is the inferred value? Shows the \alue of the inferred output.
s/%‘lﬁzl;t Outputs What are the inferred values? Lists multiple other likely alternative values.
What Else | What else (other actions) did the application do? Informs what other actions the gplication is simultaneously
doing.
Certainty | Top What is the confidence of inferringthe current value X? | Shows theCertainty of inference.
Certainties | What is the confidence of inferring all possible values?| May include certainties of inferring othervalues.

When When was valueXinferred? Indicates the ime that the inference was made.

Why Why was valueXinferred? With the Intelligibility Toolkit, this explanation can be provided as &
Rule Trace or as Weights of Evidence.

Describes the triggered rle(s) or weights of evidence for the
inference.

Why Not Why was valueY not inferred? Sameformat asWhy.

Describes the untriggered rules or difference in weighs of
evidence for why an alternative valueY was not inferred.

Input Values What are the factor values / What is the input state? Describes the values of all input factors.
Situation What else is happening with the situation? Provides a descriptionor playback of the recordedground truth to
What is the ground truth? convey a richer pictureor experienceof the situation.

E.g, showing a video of the sensed scene, providing an audio
recording of the sound recognition source.

History* *Provides the same range of explanations, but for a historical event or inference at a specific time in the past

Table 3.1. Dynamic instance -based explanation types explaining the inference of a specific event . These explanations will differ

for every instance the application acts.

ALITIGIDITTILNJOSA S3dA INOILVYNY 1dXd | cd31dVHD 98



Explanation Type

Question

Explanatio n

What If What will be the inferred value, if the input values are | Provides a hypothetical What or What Else answer given user
W? queried input values.
Requires user input to specify / constrain some input values.
How To How can | get the application tanfer Y? Similar format as Why, but
Explains in terms of an alternative output valueY, instead ofX
How To If How can | get the application to infefY, given a subset| Similar format asHow Tq but

of input valuesW?

Requires user input to specify / onstrain some input values.

Control | Parameter

What parameters can | change to control the

Describes howto control and adjust parameters or attributes to

Values application behavior? change the application behaviofe.g, in a manner exposed ifiDey
and Newberger, 2009).
We do not cover this explanation type in this thesis

Rules / Model | What rules or settings can | change? Describes how to add/edit rules or the model.

We do not cover this explanation type in this thesis.

Table 3.2. Dynamic general explanation types explaining the inference model of the context -aware application .
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Explanation Type

Question

Explanation

Inputs Factors

What factors / sources influence this inference?

Lists all input factors / sourcesfor the application.

Outputs (Options)

What are the possible output values for this
inference?

Lists all possible values or actions that the application may
produce or perform.

Description

Terminology | What does this term mean? Provides a textualdescription of a term or concept.

Justification | What is the implication of this value? Provides a textual description of the implication of a context value.
Egh A EECE OOAOEI AO 1T £ 3EI AT AA
talking noise because speech hasore relative silence than voices.

Rationale What is the rationale for this inference? Provides a textual description of the rationale of a process, rule, of

inference mechanism.

E.g, the application considers sound activity when inferring
availability because you may be in an impromptu meeting, and it
detects your talking, even though your calendar is open (no eventg

scheduled).

Table 3.3. Static general explanation types explaining the inference model of the context -aware application . For a static (fixed)

model, these explanations will always be the same.
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In the next chapters (4 to 9), we describe in detail the pieces of work that have been compéet for

this thesis.
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4 INVESTIGATING THE
INTELLIGIBILIDFQUESTION
TYPES

This chapter is an extension of the work presented in:

Lim, B. Y., Dey, A. Kand Avrahami, D.(2009). Why and Why Not Explanations Improve the
Intelligibility of Context-Aware Intelligent Systems. InProceedings of the 27th international
Conference on Human Factors in Computing Systems (Boston, MA, USA, Ap€if02009).
CHI'09 ACM, New York, NY, 2112128.

This publication was a best paper honorable mentiorfor a CHI '09

ABSTRACT  Contextaware intelligent systems employ implicit inputs, and make decisions based

on complex rules and machine learning models that are rarely clear to users. Such lack of system
intelligibility can lead to loss of user trust, satisfaction and a@ptance of these systems. However,

AOOI I AGEAAT T U DPOT OEAET ¢ Agbi AT AGETT O AAT 6O A O0OUO
problem. In this chapter, we present results from a controlled study withover 200 participants in

which the effectiveness of dferent types of explanations was examined. Participants were shown

AgAi D1 A0 T £ A OUOOAI 60 TPAOAOEIT AIT1T ¢ xEOE OAOE
then tested on their understanding of the system. We show, for example, that explanations
describing why the systembehaveda certain way resulted in better understanding and stronger

feelings of trust. Explanations describing why the systerdid not behavea certain way, resulted in

lower understanding yet adequate performance. We discuss implidans for the use of our findings

in real-world context-aware applications.
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4.1 INTRODUCTION

This chapter describes an investigation of a number of mechanisms for improving system
intelligibility performed using several controlled online lab experiments. To inwestigate these
intelligibility factors and their effects, we defined a modebased system representing a canonical
intelligent systemunderlying a contextaware application, and an interface with which users could
learn how the application works. We recruied 211 online participants to interact with our system,
where each one received a different type of explanation of the system behavior. Our findings show
that explaining why a system behaved a certain way, and explaining why a system didt behave in

a dfferent way provided most benefit in terms of objective understanding, and feelings of trust and

understanding compared to otherexplanation types.

In this chapter, we first define a suite of intelligibility explanations derived from questions users

may ask of a contextaware systemand that can be automatically generatedWe then describe an

online lab study setup we developed to compare the effectiveness of thesgplanation types in a

quick and scalablenanner. Next we describe the experimental setup sl to expose participants to

our system with different types of intelligibility and the metrics we used to measure understanding,

AT A OOAOOGS DPAOAADPOEIT T 1 £ préserd®® bxperdierts inOihiBBAV@O OAT AET
investigated these factors, elaboraing on the results and implications. We end with a discussion of

all of our results and plans for future work.

4.2 INTELLIGIBILITY

Contextaware systems carconfuseusersin a number of ways. For example, such systems may not
have familiar interfaces, and uses may not understand or know what the system is doing or did.
Furthermore, given that such systems are often based on a complex set of rules or machine learning
models, users may not understand why the system acted the way it did. Similarly, a user may not
understand why the system did not behave in a certain way if this alternative behavior was
expected. Thus, our focus in the work presented here is on explanations that can be regarded as

reasoning traces.

While a reasoning trace typically addresses the ugstion of why and how the application did
something, there are several other questions that endsers of novel systems may ask. &/chose to

following initial set of intuitive questions (adapted from Dourish, Adler, and Smith, 1998:
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What: What did the g/stem do?

Why: Why did the system do W?

Why Not: Why did the system not do X?

What If: What would the system do if Y happens?

a pr w D kE

How To: How can | get the system to do Z, given the current context?

Throughout this chapter we will refer to these as our fiveintelligibility question types, and the

explanation addressing each of them aan explanationtype.

.1 O AT AAOGAOEAAA Oxi ¢cOI £#60 OADPAOAOET ¢ ONOA&Od CT Al
1988]. Explanations that answer questiondVhat, Why, andWwhy Na address thegulf of evaluation

i OEA OAPAOAOCEIT AAOxAAT OEA DPAOAAREOGAA EOT ACEITAII
expectations), while explanations answering questiondVhat If and How To address the gulf of
execution(the separation betweenx EAO AAT AA AT T A xEOE OEA OUOOAI ¢/
that). With a partial conception of how a system works, users may want to know what would

happen if there were some changes to the current inputs or conditiondA(hat If). Similarly, given

certain conditions or contexts, users may want to know what would have to change to achieve a

desired outcome How To).

This chapter deals with providing and comparing the value of explanations that address four of
these intelligibility questions to investigate which of these explanations benefit users more. We
label theseexplanation types: Why, Why Not, What If, and How To. Since the system we developed
to evaluate the value of explanations, already explicitly shows the inputs and output of the system
(see nex Section on Intelligibility Testing Infrastructure), we did not investigate the What

explanation.

4.2.1 HYPOTHESES
7A EUDPT OEAOEUA OEAO AEAEEAOAT O OUPAO T &£ Agpbpi AT AOD
experience:understandingof the system andperceptiors of trust and understanding of the system.

We will now present our hypotheses about each of these intelligibility questions.

Why explanations will support users in tracing the causes of system behavior and should lead to a

better understanding of this betavior. So, we expect:

H1: Whyexplanations will improve user experience over having no explanationd\one).
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Why Notexplanations should have similar benefits toWvnyA @1 AT AQET T 6N ET xAOAOh
apply Why Notexplanations may not be as straiglibrward. There may be multiple reasons why a

certain outcome did not happen; while a why explanation may be a single reasoning trace (or at

least a small number of possible traces), a why not explanation is likely to contain multiple traces.

Given this conplexity, users will require more cognitive effort to understand how to apply the

knowledge, and may do so poorly. As such, we expect:

H2: Why Notexplanations will (a) improve user experience over having no explanationsNone),

but (b) will not perform as well asWhy explanations.

Explanations for How To and What If questions would have to be interactive and dynamic, as they
depend on example scenarios that users define themselves. Receiving these explanations should be
better than receiving none at allHowever, given that novice enelsers are unlikely to be familiar
with a novel system, they may choose poor examples to learn from, and learn less effectively than

the Why explanations. So we expect:

H3: How Toor What If explanations will (a) improve user experience over having no explanations

(None), but (b) will not perform as well asWhy explanations.

Hypotheses Experiment 1 Experiment 2
H1 None < Why None < Why None < Why
H2a None < Why Not None < Why Not None < Why Not
H2b Why Not < Why I TA B 7EU . ITTA s 7EU
H3a None < (How To, What If) CTTA B (7 x
H3b (How To, What If) < Why (How To, What If) < Why

Table 4.1. Summary of hypotheses and results regarding the effect of explanation type on
user experience (understanding and trust) 8 re@rts no significant difference (p=n.s.); &3

means we hypothesize either a lower user experience or no difference .

To test these hypothesegsummarized in Table 4.1), we created a tesbed that allows simulating
different types of intelligent systems and testing different explanation types. We describe this

testing infrastructure next.
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4.3 INTELLIGIBILITY TBSFPLATFORM

We developed a generalizable web interface #t can be applied to various application domains to
study the effect of the various mechanisms for providing intelligibility. Users interact with a
schematic, functionalintelligible system that could underlie a contextaware application: it accepts

a setof inputs (e.g.Temperature, Humidity), and uses a model (for example, a decisidree), to
produce a single output €.g, Rain Likely, or Rain Unlikely). Users are shown different instances of
inputs and outputs and can be given various forms of explanatis (or no explanations) depending
on what explanation type is being studied. To users who do not receive explanations, the system

appears as a black box (only inputs and the output are visible).

This infrastructure allows us to efficiently and rapidly investigate different intelligibility factors in a

controlled fashion and closely measure their effects; further, the online nature of the infrastructure
allowed us to collect data from over two hundred participantsThe design also has the advantage of
being generalizable to a variety of different domains simply by relabeling its inputs and outputs to

represent scenarios for those domains.

4.3.1 TESTPLATFORMMPLEMENTATION

The web interface was developed using the Google Web Toolkgogler 8 7 A 1T AOAOACA 1]
Mechanical Turk infrastructure [Amazon to recruit and manage participants and manage study

payments by embedding our study interface in the Mechanical Turk task interface. Users found our

study through the listings of Human Intelligence Task¢HITs), and after accepting our HIT, they

participated in the study and interacted with the system.

The user encounters several examples of system inputs and output (sEmgure 4.1). He first sees

the input values listed and has to click th®©® %@ AAOOAS AOOOI T O OEA OUOOAI
7EAT EA EO AT A OOOAUEI ¢ OEA AgAipi Ah EA AT EAEO O
on the explanation condition the user is in, he may receive an explanation about the shown

example.
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Sensors Activity
(Inputs) Example 7 output Prediction)
t
Body Temperature [ 4 | hapr 95% accuracy
& L Not
Heart Rate = (S Exercising
Pace L —
Mext Example
Explanation
Activity predicted as Not Exercising because Body Temperature = 5.0, and Pace =
30
Notes
Feel free to make notes as you work with the system_ It will remain from instance to
instance.
I

Figure 4.1. Screenshot of the interface for our intelligibility testing infrastructure.

We modeled our testing infrastructure on typical sensotbased contextaware systems that make
decisions based orthe input values of multiple sensors. Many of these sensors produce numeric
values and the applications change their behaviors based on threshold values of the sensors. For
example, a physical activity recognition system could look at heart rate and wallgrpace. To keep
our experiments and the task reasonably simple for participants we restricted the system to three
input sensors that produce numeric values, we used inequalitjased rules to define the output
value, and constrained the output to belongingo one of two classes. In Experiment 1, for example,
we defined two inequality rules that consider two inputs at a time (sedequation (4.1)). Since we
did not want the lack of domain knowledge €.g, that the body temperature carrise from 36.8 to
opy8ocJ# xEAT xAECEO 1 EAOEI Ccq O AEEAAO QLAODOS OT A
arbitrary scale of integer values: Body Temperature from 1 to 10, and Heart Rate and Pace from 1

to 5.

HBAAOAERBE ¢ "1 MAI PAOA@OOA AAL
"E"l "H'Hi H'l i 6@ A A OA EBEE C ( A ADKO0 A& . $0AA L (4.1)
c. 1 %BAAOARE OERAOxEOA

Equation (4.1): Inequality -based rules for the physical activity domain.
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Body
Temperature

Not Not

i .. Exercising
Exercising Exercising b

Not

Exercising -
7 Exercising

Figure 4.2. Visualization of the learned decision tree model used in  Experiment 1.

As machine learning algorithms are popular in contexaware applications, our system also uses
machine learning. Among the myriad of machine learning algorithms, decision trees and Naive
Bayes lend themselves to be more explainable and transparent, while others are bldgudx
algorithms that are not readily interpretable (e.g, Support Vector Machines and Neural Networks)
[Nugent andCunningham 2005. We chose to start our investigation using decision trees because
they are easier to explain, especially to endsers who may not understand the probabilistic
conceptsthat underlie Naive Bayes algorithms. Using A E AHalDet al., 2009]J48implementation

of the C4.5 DecisiofTree algorithm [Quinlan, 1993, our system learns the inequality rules from the
complete dataset of inputs (250 instances from the permutation®f all inputs) and outputs and

models a decision tree (se&igure 4.2) that is used to determine the output value.

4.3.2 DECISIONREEEXPLANATIONS

While the decision tree is able to classify the output value given input values, we hidextend it to
expose how the model is able to derive its output. The decision tree model lends itself nicely to
providing explanations to the four intelligibility question types. Table 4.2 describes how the

explanations were inplemented.
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Why: Traverse the decision tree to trace a path of decision boundaries and values that match the instan
being looked at. Return a list of inequalities that satisfies the decision trace of the instanaagh o/ q
classified as Not Exercisich AAAAOOA "1 AU 4AI PAOAOOOASuY AT A 0A

Why Not: Traversethe whole tree initially to store in memory all the traces that can be made. Walk the tre
to find the why-trace, and find differing boundary conditions on all other traces thateturn the alternative
output. A why-not trace would contain the boundary conditions that match the why trace and boundary

conditions where it is different (e.gh O/ GDADAOOEAEAA AO %@A OA EdEHdy
A full Why Not explanationwill return the differences for each trace that produces the alternative output
However, so as not to overwhelm the user, we use a heuristic to return the differences of just one wint
trace, the one with the fewest differences fromte why trace. Note that while this technique is suitable fo
small trees, it is not scalable to large trees, and heuristics should be used to look at subsets of traces.

How To: Take user specified output value, and values of any inputs that were specifidterate through all

traces of the tree to find traces that end with the specified output value and has branches that satisfy t
specified input values. If any trace is found, it identifies the satisfying boundary conditions for th
unspecified inputs ard returns them. Note that if there is a trace, there will only be one, since an instan
can only satisfy one trace in the tree. If there are no boundary conditions for the unspecified inputs, thg
these inputs can take any value. If no trace is found, thehere are no values for the unspecified inputs
given values of the specified inputs, to produce the desired output value.

Whatlf: 4 AEA OOAOG60 ETI POOO AT A POOO EO OEOI OCE OEA
since this is a sinulation, do not take any action based on this output value.

Table 4.2. Algorithms for generating different types of intelligibility explanations from a

decision tree model.

4.4 METHOD

Given the different factorswe wanted to investigate and the flexibility of our testing infrastructure,

we were able to independently test different intelligibility elements in a series of experiments. We

ran Experiment 1 to explore providing different explanation types (Why, Why Nd, and the control

condition with no explanations). The system was presented in the context of the domain of activity

OAAT CTEOQCETT 1T &£ AQAOAEOETI ¢ AO AAOGAOEAAA AAT OGA8 (1 x
domain, our results were difficult to interpret. So,we decided to subsequently run experiments

with an abstract domain. Experiment 2 compares explanations provided to address each of the four
intelligibility question types (Why, Why Not, How To, and What If) individually to investigate which

are more effective in helping users gain an understanding of how our intelligent system works

compared to not having explanations (None).

4.4.1 STUDYPROCEDURE

Our study consists of four sections. The first section (Learning) allows participants to interact vhit
AT A 1T AAOT Ei x OEA OUOOAI xi OEO8 4xi OOAOANOAT O Of
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the system (Filkin-the-Blanks Test and Reasoning Test), and a final section (Survey) that asks users
to explain how the system works (to evaluate the degre® which participants have learned about
OEA OUOOAI 80 1T GCEAQ AT A O OADPTI OO OEAEO DPAOAADPOE

understandability, trust and usefulness.

4.4.1.1 LEARNINGECTION

In the Learning section, participants are shown 24 examplesithh inputs and output values (see
Figure 1). These examples were chosen from all possible input instances, to have an even
distributed over all branches in the decision tree, and they appear in the same order to all
participants. Examples were arranged irascending order of Body Temperature, then of Heart Rate,
then of Pace. Participants have to spend at least 8 seconds per example (controlled by disabling the
Next Example button). Explanations are provided depending on the experimental condition. If
participants receive explanations, they will receive themautomatically when executing each
example. It is important to note that explanations are only provided during the Learning section.
Participants are provided with a text box to make notes in, which perdighroughout the Learning
section. At the end of the Learning section, users are told to spend some time studying their notes

as those are not available during the rest of the study.

4.4.1.2 HLLIN-THEBLANKSIESTSECTION

This section tests users on their abilityyo accurately specify a valid set of inputs or output; they are
given a single blank in one of the inputs or the output, and are given the rest of the inputs/output.
There are 15 test cases, three with blanBody Temperaturethree with blank Heart Rate four with
blank input Pace and 5 with blank output. These test cases different from the earlier examples, and
are randomly ordered, but in the same order for all participants. On seeing each test case, users
have to fill in the missing input or output with a value that makes the test case correct. If an input is
missing, they should provide a value that causes the given output value to be producedthié
output is missing, they provide a value that would be produced with the given input values. After
providing the missing value, they are also asked to provide a reason for their response. Participants
are not given any explanations during this test and, are not given the answer or told whether they

are correct after they finish.
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4.4.1.3 REASONINGESTSECTION

This section shows users three complete examples, and, for each example, asked to give reasons
why the output was generated, and why the alternative output was not. These test case examples
are different from what users have encountered before, and are randognbrdered, but are in the
same order for all participants. To see if improved understanding can lead to improved trust, users
are also asked how much they trugtd that the output of the system is correct for each example.
Participants are not given any exfanations during the test and, are not given the answer after they

finish.

4.4.1.4 SURVEYECTION

The final Survey section is used to collect sedéport information from users. Users provide a more
detailed description of how they think the system works overall ife, an elicitation of their mental
models), and are askedl6 Likert-scale questions(see Table 4.4) to understand how users
perceived about using our system, including whether they trusted and understood the system and

explanations.The questions were randomly ordered to avoid order effects.

4.4.2 MEASURES

In order to see what types of intelligibility explanations would help users better understand the
system, and whether this improved understanding would lead to better task performarg
improved perception of the system, and improved trust in the system output, a number of measures

were collected.

Task performancenvas measured in terms of task completion time, and the Fiih-the-Blanks Test
inputs and output answer correctness. Taskampletion time was measured with two metrics: total
learning time in the Learning section, and average time to complete each Hilkthe-Blanks Test

guestion.

User understandings measured by the correctness and detail of the reasons participants provide
when they give their answers (in the Fillin-the-Blanks Test), explain examples (in the Reasoning
Test), or give an overall description of how the system works (mental model in the survey). The
reasons given for each answer in the Filh-the-Blanks Testwere coded using a rubric (se€lable

4.3) to determine how much the participant understands about how the system works. Reasons are
coded as Guess/Unintelligible if participants wrote they were guessing, did not write anything, or

wrote something not interpretable. Reasons are graded as Some Logic if participants provided
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some rules or probability statement or cited past experiencee.g, saying they saw something
similar before) that were not inequalities with fixed numeric boundaiies. This includes cases such
AO O"1T AU 4AIi DbAOAOOOAE(AAOO 2A0AR68 2AAO0TT O AOA
inequality of at least one of the inputs with a fixed numeric boundarye(g, Body Temperature>7).
Reasons are coded as Partiallyo@ect if participants provided only one rule with the correct input,
boundary value, and relation. Reasons are coded as Fully Correct if participants get only all the
sufficient rules correct, and did not list any extra ones. Each reason was coded withly®a single

grade (.e, the highest appropriate grade).

Understanding Code  Description

GUESSU NINTELLIGIBLE No reason given, guessed, or reason incoherent
SOMELoGIC Some math/logic rules, probability, or citing past experience
INEQUALITY Correct Typeof rules which are inequalities of inputs with fixed numbers
PARTIALLYCORRECT Some, but not all, of the correct rules, or extra ones
FuLLy cORREC™ All correct rules, with no extra unnecessary ones
Table 4.3. Grading rubric for coding free -form reasons given by participants. Mental Models

were coded using this same rubric.

There are two inequality rules €.9,0 A A A&, and( A A20400 &) for each test case or example, so
answer reasons for the Fillin-the-Blanks Test have two components. We measure how many of
these components participants learn using three coding metrics that count (i) the number of inputs
the participant mentions as relevant in the reasons, (ii) the number of correct rules described, and

(iii ) the number of extraneous rules mentioned (0 or 1).

The reasons for theWhy and Why Not questions that participants provided in the Reasoning Test

were coded using a rubric similar toTable 4.3. We also recorded, 0 a five-point Likert-scale the

In the survey, we asked participants to describe their overalinderstanding of how the system
works. This mental model understanding is coded in a similar manner to why reasons, but not

applied to specific examples.

We did a factor analysis on the 16 Likerscale questions of system and explanatioperceptionsin

the survey(seeTable4.4).

Al
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Factor 1 Likert -scale Opinions (Strongly Disagree 1 to Strongly Agree 5)

Understood System .917 | I understood the relationship between inputs and output
I understood how the system works

| found the system predictable

| found the system easy to understand

| believe | did well in the test section

Found System Confusing | .722 | | found the system confusing
(Negated) | found the system complicated
| found the system hard to remember

Liked System / Found it .648 | | learned something new from interacting with this system
useful | liked interacting with the system

Explanations Difficult .529 | | found the explanations insufficient

(Negated) | found the explanations confusing

| found the explanations too detailed

Explanations Useful .816 | | found the explanations approprate
| found the explanations usefu

Understood Explanations | N.A. | | understood the explanations

Table 4.4. Likert -scale questions of perception grouped into six factors with CronbacE 8 O |
reliability computed . The former three factors are regarding the system, and the latter three

factors only apply to participants who viewed Intelligible versions of the system.

4.5 EXPERIMENI

Our first experiment focused on providing answers tohypotheses H1 and H2; whether Why
explanations would lead to improved user understanding, trust, perception, and performance more
than having no explanations, and H2 regarding providing Why Not explanations being better than
no explanations, but not as good as Why explanationgle chose he domain of activity recognition

of exercise,of which users would have a reasonable understanding. Mapping to the generalized
abstract system described earlier, the system takes on the role of a wearable device that can
i AAOOOA OEA x AAOA@GHeart ' Ratd Bnd walkingrAWMng Pace, and classify
whether the wearer is exercising Equation (4.1)). The first rule can be satisfied during strength
training (e.g, weight lifting) that does not require much walking abo# but can raise body

temperature, while the second rule can be satisfied by running.
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Participants in the no explanation (None) condition did not receive any explanations, and could
only execute each example and move on. Participants in the Why conditiceceive Why
explanations automatically along with the output value when they execute each example by clicking
OEA O%ngA A PatkipantdidBeONhy Bot condition receive a Why Not explanation in place
of a Why explanation.

4.5.1 PARTICIPANTS

53 participants were recruited, aged from 18 to 57 (M=29.8). There were 18 participants ithe
None condition, 18 in the Why condition, and 17 in the Why Not condition. We removed from the
analysis any responses of participants who took fewer than 15 minutes (one péaipant in the
None condition) or longer than 50 minutes to complete the four sections. This was done to filter out
participants who just click through the steps without thinking, and to leave out participants who
may be distracted while performing the tagk and take too long. On average, participants tock4
minutes to complete the study. Participants were each give®3 for completing the study ($1 base
and a $2 bonus to motivate performancg. A further $2 was offered to a few participants who

participated in interviews conducted soon (up to a few days) after completing the task.

4.5.2 RESULTS

47 AT Al UUA DPAOOEAEDPAT OO AAEI EOU OiF ApPPIi U OEAEO
participant was summed and a Tukey HSD paivise test was performed. The nurher of correct

answers was the dependent measure. The analysis showed significant differences in accuracy
between explanationtypes (F[2,84]=8.85, p<.001seeFigure43q8 41 AT Al UUA DPAOOEAEE
formalize their understanding, their reasons were coded using theoding schemen Table 4.3 and

dummy variables were generated indicating: Inequality or better (0O or 1), Partially or Fully Correct

(0 or 1), and Fully Correct (0 or 1). The analyses werdone with the reason coding as the
dependent measure and with condition as a fixed effect. Participants were modeled as a random

effect and nested within condition. A Tukey HSD pairwise test of the occurrences of each coded

score shows that providing exphnations leads to more correct answers than not providing any
(contrast of None with Why and Why Not: F[1,50]=15.1, p<.001). However, there was no significant

difference inthe number of correct answershetween Why and Why Not explanatiorypes.
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% Correct Answers

100 -
75 - T =
50 -
25 -
0 ; : .

None Why Not Why

Figure 4.3. Participants receiving explanations (in the Learning section) answered

significantly more questions correctly in the Fill  -in-the-Blanks section.

% Responses with Correct Answer Reasons

100 -
75 O Inequality
50 - O Partially Correct
25 - B Fully Correct
0 e

None Why Not Why

Figure 4.4. Percent of reasons coded as Inequality , Partially Correct, or Fully Correct in the

Reasoning Test section.

Using the gradingcoding schemdn Table 4.3 on the Why reasons provided in the Fillin-the-Blanks
Test, we found that @rticipants in the Why and Why Not conditions were able to produce more
Partially Correct reasons compared to those in the None condition (F[1,50]=27.4, p<.00{3ee
Figure 4.4). Participants in the Why condition produced more Fuy Correct reasons compared to
None and Why Not (F[1,50]=10.8, p<.002). There were no significant differences between Why and
Why Not. A similar pattern was found in the Reasoning Test sectioRarticipants in the Why
condition had a higher level of trust han those in None F[1,49]=8.98, p<.M5), while thosein the
Why Not condition did not. The survey measures on overall mental model or perceptions of the

system and explanations did not reveal significant differences.

4.5.3 DISCUSSION ANMIPLICATIONS

The generdly poor trust in the system could be due to occasional examples that follow the system
001 Abh AOGO | AU egni OEEAE OTTAAAO OAAIBDAOAOOOA AT A
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understanding and trust of the system with less disagreement about the system outpttowever, in

their provided why reasons, several participants alluded to the domain of physical activity and

physiology to explain how the inputs (Bog Temperature, Heart Rate, and Pace) should relate to
xEAOEAO OEA AAOEAA xAJORDOKIAD DUWBROBREOET 80 pPAI PA
0011 ET ¢ O ) Obphubher@de mastkehpbd3&spediffe@ferinputs asOEECES 1 O
O1 1 ratier than specifying numeric boundaries €.g, OEAAOO OAOGA EO 11 xh OI |
ATTT1 ¢ xEOE EEGE Al AU OAI).BsGighdiOiat Maving @iar knbweiige A A OA
xI O A 1 AOOAT DPAOOEAEDAT 005 ehsm@hngOT midate hdeff@®OSMAE OA A
prior knowledge, and to support more generalizability to other domains, we decided to anonymize

the inputs and outputs with an abstract system.

4.6 BEXPERIMENZ2

Our second experiment focused on comparing the effectivenes$ different explanations types for
each of the 4 intelligibility questions. Using the explanation algorithms described in Table 1, we can

isolate these explanations for each condition.

4.6.1 METHOD

This experiment followed the procedure of Experiment 1. For #h None, Why, and Why Not
conditions, participants see the same interface as in Experiment 1, but with the inputs obfuscated

asA, B, andC and the output values relabeled taandb.

What-If Facility

Ta interactively learn how the system behaves, fill in the input blanks to find out what
output would be produced for your chosen input values.

You may leave the inputs blank if you do not wish to use this facility.

Inputs Qutput
ks
A |:| =y 96% accuracy
B[ J=p =]
Execute What-If
c[ =

Figure 4.5. What If explanation facility. Participants would get to freely enter values for the

inputs A, B, and C, and get the system to simulate what the output would be.
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How-To Facility
This facility helps you learn how the system works by telling what input values are
needed to produce a particular output. To interactively learn how the system behaves,

1. Select which input to determine its value: [~ -]
2. Select what output value to produce: [ -]
3. Fill into blanks the values of the other inputs:

Inputs Output

= Ry,
= b=y 95% accuracy
- — | =]
c —

You may leave the inputs blank if you do not wish to use this facility. |
Figure 4.6. Participants in the How To condition view this facility. By specifying two of the
input values and an output value, they can inquire the system to indicate possible values of

the remaining input.

Participants in the What If condition receive a What If interaction facility (se€igure 4.5) instead of
an explanation to let them see the output given their choice of input®articipants in the How To
condition received an interactive facility (seeFigure 4.6) to determine how to get the system to
produce a chosen output value. To control for the number of examples encountered, participants in
the What If and How To conditions only get 12 complete examples (the evanmbered examples of
other conditions), and can invoke their respective intelligibility facilities 12 times to see a total of
24 examples (similar to the other conditions). For each condition, the explanations or explanation

facilities will always appear as each example is executed.

4.6.2 PARTICIPANTS

158 participants were recruited, aged from 18to 72 (M=31.9). There were 2637 participants in
each of the 5 conditions:None (31); Why (30); Why Not (31); How To (29); What If (37).0n
average, participants took33 minutes to complete the study (similar to Experiment 1, they were
required to complete the study within 15 to 50 minutes). Compensation was identical to

Experiment 1.

4.6.3 RESULTS

We analyzed the results by using the Tukey HSD pairwise test, looking for differences between
groups for our previously described metrics. Compared to participants ithe None, What If and

How To conditions, participants in the Why and Why Not conditions hathore correctanswers in
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the Fill-in-the-Blanks tests, providedbetter reasons and reported having abetter understandingof
the system. Participants in the Why ad Why Not conditions had an accuracy d0.0% and 74.2%
respectively, compared to 61.7% for the None conditionH[1,152]=51.6, p<.001 seeFigure 4.7).
More of their answer reasons were coded as at least Inequality type rulesnéquality:
F[1,153]=198, p<.001), Partially Correct (F[1,153]=195, p<.001) and Fully Correct (F153]=108,
p<.001). Finally, the seHreports of understanding for Why and Why Not were 3.14 and 2.79,

respectively (seeFigure 4.10a).

Participants in the Why conditionfurther distinguished themselves from Why Not by giving more
Fully Correct reasons (contrast of Why with Why Not: F[1,153]=23.2, p<.001), and trusting the
system output more (contrast of Why with None: F[1,153]=8.26, p€01 vs. contrast of Why Not
with None: p=n.s.) with means of 3.26, 3.0 and 2.46 for Why, Why Not and None, respectively (see
Figure 4.10b). However, these participants also took the longest to answer each Hill-the-Blanks
test case (M=26.3 seconds, compared to M=22.0 and M=17.0 for Why Not and None, respectively)
(contrast of Why with None: F[1,145]=9.32, p<.00%s. contrast of Why Not with None: p=n.s.).

Surprisingly, participants in the Why Not condition werenot significantly better at providing Why

Not reasons than Why reasons. While participants in the What If condition were indistinguishable
from those in the None condition across all of our metrics, we did find that participants in the How
To condition were able to undersand the types of rules used in the system better than participants

in the None condition (answer reasons coded as Inequality or better: F[1,153]=15.6, p<.001).

To identify why participants in the Why Not condition understood less about the rules than Why,
we coded the guality of answer reasons on the number of inputs and rules mentioned. Participants
in the Why condition provided more correct rules (M=1.19vs.M=0.79; F[1,59]=6.16, p<.02) while
those in the Why condition provided fewer extraneous rules (M=11 vs.M=0.23; F[1,59]=8.276,
p<.006).
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% Correct Answers
100 -

H

75 A
50

111

25
None What If How To Why Not Why

Figure 4.7. Percent of correct answers in the Fill -in-the-Blanks test section, by condition.

Different colors indicate statistically significant differences.

% Responses with Correct Answer Reasons

100 -+
75 - O Inequality
O Partially Correct
50 1 ®Fully Correct
25 -
o — =

None What If How To Why Not Why

Figure 4.8. Percent of reasons coded as Inequality , Partially Correct, or Fully Correct in the

Fill -in -the -Blanks Test section for each condition.

% Participants with Correct Mental Model Score

100 -
75 - O Inequality
O Partially Correct
50 -
m Fully Correct
25 -
1]
0 T I 1 T I 1 T T 1

None What If How To  Why Not Why

Figure 4.9. Overall understanding of the system was similar to the understanding in  -situ of

individual examples, but responses were less precise (fewer correct descriptions).
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Understood System
Fully Agree

HH

Agree

Neutral @)
Disagree_] .
Fully Disagree : : :

None What If How To  Why Not Why

HH

Trust of System Output
Fully Agree

HH

Agree

Neutral - (b)
Disagree-
Fully Disagree- . . . .

None What If How To  Why Not Why

Figure 4.10. Self-reports of (a) understanding and (b) trust, by condition. Different colors

indicate significant differences.

4.6.4 DISCUSSION ANMIPLICATIONS

The results in Experiment 2 validate those in Experiment 1 with a more generalized abstract
domain, while not suffering from confound due to prior domain knowledge. The Why and Why Not
Aobpl AT AGETT1 O Ei POi OAA DPAOOEAEDPAT 006 O1 AAOOOAT AET C
task performance. Examining the user reasons, we found that automatically generated Why
explanations alloved users to more precisely understand how the system functions for individual
instances compared to Why Not explanations. This is in spite of the Why Not explanations being
logically equivalent to Why explanations since flipping thewotd O E 1 O Erideridd tiieilaked A A
Moreover, we found that the Why Not participants tended to provide fewer correct rules (more
participants could only provide one correct rule instead of two) for the answer reason, or provide
extraneous inputs and rules that the systendid not consider for the respective test cases, as
compared to the Why participants. These indicate that Why Not participants tended to learn only
part of the reasoning trace, and did not associate the two rules together, but treated them
separately. Thisfailure in rule conjunction could be due to the inclusion of negative wordingi.g.

T A N oA -
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explanation and create such a rule conjunction is certainly more than those the Why condition

had to expend, which could explain the differences we observed.

Neither the How To nor What If explanations showed much benefit over not having explanations.

Some participants expressed their difficulty in using these explanation typese.gh) OOAAIT 1 U AT 1
think | used it cause | did not understandditiThedirst few [times, | did] not even realize what the

facility was foro Participants receiving What If explanations did not optimize their selection of

examples, with some users even satéing input values out of range €.g, A=100). Given the abstract

and mathematical nature of the experimental setup, without any reasoning trace (unlike Why, Why

Not, How To), almost none of these participants proposed inequality rules as reasons, simitar

those in the None condition. However, as with the effect of domain knowledge (in Experiment 1),
participants who did not receive reasoning traces did consider the inequality rules, but just not

correctly (seeFigure 4.5).

Our results suggest that developers should provide Why explanations as the primary form of
explanation and Why Not as a secondary form, if provided. Our results may suggest the
ineffectiveness of How To and What If explanations, but thesexplanation types may be more
useful for other types of tasks, particularly those relating to figuring out how teexecutecertain

system functionality, rather than interpreting or evaluating.

4.7 GENERAIDISCUSSION

We now discuss the findings of our two experiments and their impletions for real world context-

aware systems.

4.7.1 IMPACT OPRIORKNOWLEDGE

We found in Experiment 1 that participants formed less accurate and precise mental models of the
system, compared to those in Experiment 2. This could be due to participants applyingethprior
knowledge of exercising to understanding how the system works and not paying careful attention
to the explanations, as evidenced by the reasons they provided. This persistence of mental model
was also shown in Tullio et al., 2007 where participants received explanationspver time, of how

an interruptibility system worked. As many real contextaware applications are based on common
everyday activities, users may have strong prior knowledge of the domains although weak

understanding of the appliations, and may also not diligently learn from the provided
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explanations. One way to address this could be to learn from the knowledd¢pased systems
community, and provide deeperjustification [Gregor and Benbasat, 1999explanations to help

users understand why the system behavior may be different from typical everyday understanding.

4.7.2 HROM THHAB TO THREALWORLD

Our intelligibility test infrastructure differs from real applications in that users would have
different goals when asking either of the intdlgibility question types. In reality, users would ask
Why questions when they lack an understanding of how the application works, but Why Not
guestions when they expect certain results that the application did not produce. This distinction in
user expectdions and goals was not present in our lab study. Therefore, even if Why Not
explanations are found to be less effective than Why explanations, for real systems, users may
prefer the former explanation type to bridge gaps in their understanding and improveheir trust

and acceptance of the system.

In order to investigate how our findings play in a realworld setting, we have developed an
intelligible, context-aware plugin [Lim and Dey, 2012ajfor the AOL Instant Messenger (AIM) that
uses predictions of budly responsiveness to instant messages (based oAvrahami and Hudson,
2006]). In afuture longitudinal deployment we planto investigate how explanationsaffect usability

and acceptability.

4.7.3 IMPLICATIONS FGBRONTEXTJAWAREAPPLICATIONS

While our intelligibil ity test infrastructure has some characteristics of contexaware systems, real
context-aware applications are more complex and several issues would have to be handled
regarding the provision of explanation types. Firstly, applications that use decision #e models
tend to have much larger trees learned from possibly hundreds of features, and it would not be
scalable to generate explanations from them. For example, a tree of depth 13 could lead to the Why
traces that have over 10 inequality relations. Thex@lanations returned would be too long for users

to assimilate and remember. One way to deal with the larger tree size is to just provide subsets of
reasons in the explanations. For example, the Why trace could just provide the top 5 inequality
relations ranked by how much each relation affects the prediction accuracy. Providing subsets of
explanations would provide users with only partial understanding of each application behavior

instance, and users may have to interact with the system longer before undtainding the system
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better. One way to reduce overall learning time may be to start new users with high€etail

explanations, then progress to less detail the more they interact with the system.

While our setup dealt with decision tree learners, thenaive Bayes classifier is another popular
learner used in contextaware applications. Even though they are not as intuitive as decision trees,
Naive Bayes models can be interpretable, and there are several visualizations to explain theng(
nomograms [Mozina et al., 2004). However, some learners €.g, Support Vector Machineswith
Gaussian kernels Neural Networks) are considered blaclboxes[Nugent and Cunningham, 2005]
and are not inherently interpretable. Fortunately, there have been some attempts to makkem
explainable using decision trees or rulesd.g, [Andrews, Diederich, and Tickle, 199%). We can then

use the same techniques to provide explanations for systems based on decision tree models.

Another issue with real systems is that users may not lkto receive explanationsall the time, but
on demandnstead, because the former may be too obtrusivén Chapter9, we performeda study to
compare if users can still benefit sufficiently from explanations if they get to ch@e when and how

often they can receive explanations, and this usage ofexplanations can lead to improved learning.

Our results suggest the effectiveness and importance of providing Why and Why Not explanations

over How To and What If. The formertwodda xEQOE . 1 Oi AT60 CcOI £ 1T £ AOAIT
two deal with the gulf of execution Norman, 1988. While we feel that this dichotomy should

remain true for informative context-aware systems €.g, applications to determine interruptibility

of others to inform onlookers [Avrahami and Hudson, 2006;Tullio et al., 2007), systems that are

more pro-active e.gh ADDI EAAOEI 1O OEAO OAT A 11 OEEAEAAOQETT O A
benefit more with the How To and What If explanations. With thosexplanations, users would be

better informed of how they can carry out their tasks.

4.8 CONCLUSIONSNDFURTHERVORK

We have described a large controlled study comparing the provision of explanations addressing
four explanation type questions Why, Why Not, Hw To, and What Ij. We developed a welbased
platform that provides a functional inputoutput interface of an intelligent system prototype that
provides different types of explanations. Our findings suggest that providing reasoning trace
explanations for mntext-aware applications to novice users, and in particular Why explanations,

A N o~ 2 oA z A
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Our results of the relative strengths and weaknesses of each explanation type came frolveween
subjectsstudy, but to gain an insight into which explanation type individual users may prefer, we
wish to run a within-subjectsstudy, where each participant sees multiple explanation types. In
Chapters7 and 9, we inwestigate this with an intelligible contextaware mobile application, which

provides several explanation types.

Furthermore, though our results do not show the effectiveness of How To and What If explanations,
we believethey may be more useful given bettemotivating scenarios and better interface design
Therefore, we continued to pursue our investigations into these explanation types in later work
(Chapters 5, 6, 7, and9), and specifically sought out a user friendly interface for explanations in
Chapter?.

We next sought to widen the scope of intelligibility to include more questions that users may ask of
context-aware applications. In Chaptei5, we expand on fourintelligibility question types to include

11 question types for our taxonomy of Intelligibility.
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5 ASSESSINBEMAND FOR
INTELLIGIBILITY

This chapter is an extension of the wik presented in:

Lim, B. Y. andDey, A. K.(2009). Assessing Demand for Intelligibility in ContexAware
Applications. In Proceedings of the 11th international Conference on Ubiquitous Computing
(Orlando, Florida, USA, September 3Qctober 03, 2009). Ubbmp '02 ACM, New York, NY,
195-204.

ABSTRACT.  Intelligibility can help expose the inner workings and inputs of contexaware
applications that tend to be opaque to users due to their implicit sensing and actions. However, users
may not be interested in & the information that the applications can produce. Using scenarios of four
real-world applications that span the design space of contexdware computing, we conducted two
experiments to discover what information users are interested in. In the first exgriment, we elicit
types of information demands that users have and under what moderating circumstances they have
them. In the second experiment, we verify the findings by soliciting users about which types they
would want to know and establish whether reeiving such information would satisfy them. We
discuss why users demand certain types of information, and provide design implications on how to
provide different explanation types to make contextaware applications intelligible and acceptable to

users.

5.1 INTRODUCTION

In Chapter4, we found that some types of explanation were more effective than others in improving

A N N oz oA
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information users actually want to know and will ask about and whether there are more explanation
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types than we had previously consideredIn this work, we explored and assesed a taxonomyof user
demand for intelligibility: which types of questions users want answeredand how answering them
improves user satisfaction of contexdaware applications.User satisfaction is obviously crucial for

adoption and acceptance of such technologies.

To make contextaware applications intelligible so that they can expose their innemnctions to the

end-user, much research has looked into how to generate explanations from the underlying
application models and deliver them to users €.g, [Cheverstet al,, 2007; Ko and Myers 2009;

Kuleszaet al., 2009; Lim and Dey, 2009. However, little work has been done to compardahe

impact of different types of explanations or in the domain of contexaware computing. lsers may

not be receptive to these explanations, especially when they end up using the applications in ways

for which they were nat designed [Orlikowski, 2000], and when those explanations do not adapt to
OAOUET ¢ OEOOAOEIT O i &£/ OOA8s 4EOO EO EO EIi Pi OOAT O

perspective lest effort is wasted in implementing explanations that would see little &s

Researchers have explored what users want to know in other domains. McGuinness and colleagues
[Glass, McGuinness, and Wolverton, 2008; McGuinnessal, 2007] have identified information
need factors that influence the level of trust in adaptive ageat They used interviews to identify
explanation requirements and rank question types according to their helpfulnessGregor and
Benbasaf (1999] meta-review investigates explanation types that users of knowledgéased
systems (KBS) would like to have. Wk adaptive agents and KBS are similar to contegtware
applications (which may also use agents or knowledge bases and rules), they are warented,
while context-aware applications are targeted for everyday use, for many more situations and a
wider range of users, and under more situationsAbowd, Mynatt, and Rodden, 200R Thus we need

to explore how these different requirements would lead to different intelligibility needs.

The chapter is organized as follows:we discuss how supporting intelligibility by providing
explanations that users want, has the potential to increase user satisfaction and thus acceptance of
context-aware applications. We then describeour experimental design that uses surveys and
scenariosto expose users to a range of experiencegith context-aware applications. We present
two experiments that investigate what types of information users want. In the first experiment, we
elicit the types of information users are interested in and under what moderating circumstances. In
the second &periment, we validate our findings by presenting users with 11 information types as

intelligibility features in a controlled study and measure their impact on user satisfaction. We end
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with a discussion of why users of contexaware systems demand certairtypes of information in
different situation, and provide design recommendations for providing different information types

to make contextaware systems intelligible and acceptable to users.

5.2 HYPOTHESES AMPPROACH

We hypothesize that there are differenttypes of information in which users are interested, for
different context-aware applications, and different situations.Since people ask information seeking
guestionsdue to cognitive disequilibrium [Graesserand McMahen 1993] and to correct knowledge
deficits [Van der Meik 1987], we believe that satisfying these information demands through
intelligibility can lead to better satisfaction when using these applications and improved adoption
and acceptance. In order to elicit the information demands users fia for contextaware
applications under various situations, we conducted a study of the demand for explanations and
different types of information in several scenarios users may find themselves in as they use context

aware applications.

Using described senarios instead of actual field deployments allows us to quickly and more
effectively study and understand the impact of different information on intelligibility and
satisfaction, without having to implement and deploy a variety of applications, any of wtt could
fail for reasons independent of our main focus. Next we describe four applications we use to focus
our scenarios. For each application, the scenarios intentionally span a range of incorrect,
appropriate and unexpected or anomalous, but not necessily wrong behavior, to probe directly at

the issues of intelligibility and satisfaction.

5.3 SETUP SCENARIOS GOURCONTEXFAWARE

APPLICATIONS

To investigate the demand for intelligibility in the space of contexaware applications, we selected
four prototypical contextaware applications: (i) a desktop interrugion management application
(an Instant Messenger plugin), (i) a remote person monitoring peripheral displayDigital Family
Portrait), (iii) a context-aware reminder application (CybreMinder), and (iv) a mobile context
aware tour guide (CyberGuide). All applications in this study behave according to models of learned

decision trees.
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5.3.1 INTERRUPTIOMANAGEMENT

806 John o

-

John 458

- 1
- / ﬂ
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| Message originally suppressed at 4.35pm> Hey, check
this out: http:/ /www.youtube.com /watch ?w=|d3 -eiid - m
| Uw. It's wii cool!
v

LJ’ :’j | @ yohn|

Figure 5.1: (Left) Screen capture of a fi ve-second video clip for the IM Auto -Notification
application survey , showing the user rushi ng to meet a deadline. (Right) S creenshot of a non -

work IM message which had been suppressed and delivered later.

We designed the instant messenger (IM) autaotifi cation plugin based onrecent work on a
predictive model to determine how long a buddy would take to respond to a messaggvrahami
and Hudson, 2006] Our application uses the responsiveness prediction to determine trsubjectd O
interruptibility [ Fogarty et al., 2009, and either forwards or suppresseincoming IM messages. We
developed four main scenarios for this application where thesubject is in various states of

availability:

1. Rushing to reach an imminent deadline,
2. Taking a break and surfing the Intenet,

3. Reading a workrelated book, and
4

Returning from a protracted informal meeting.
For each scenario, the user receives an IM message from

1 A colleague regarding critical work, or

1 Afriend regarding a fun video.

There are 16 scenarios (4vailability x 2 receivedmessages« 2 application actions).
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5.3.2 REMOTEMONITORING
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Figure 5.2: (Left) Screen capture of a five -second video clip for the Elderly Remote
Monitoring application survey, showing the user  casually glancing at the display.
Screenshot s of a normal event (Middle) and an anomalous event (Right) .

We used the Digital Family Portrait Mynatt et al., 200]] as an example for remote monitoring
systems. Itleverages a picture frame to present the cuent status of an elderly family member as

he or she goes through daily life living independently in her home, to remote loved ones. Our
rendition of the Digital Family Portrait is based on a decision tree model which we define as several
small subtrees, each addressing groups of scenarios. We present a subset of what the sensors on the
Al AROBO AT AU AT A ET detechingET I A AOA AAOAOEAAA AO

1. Whether the family member has fallen,
Whether there is a fire;

2. How many times the toilet has been used recently,
Whether the usage frequency is anomalous,
Whether the system thinks this could be a symptom of incontinence;

3. Whether the family member is watching TV,

Whether the family member is sleeping
4. TEAOEAO OEA EAIT EI U 1 Ai AAO

Whether there is anintruder.
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For this application, there are a total of 13 scenarios.
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5.3.3 REMINDER

Sony Ericsson

CybreMinder
Talk ta Michael
ahout including
John'srecom-
mendationsin
the report.

Figure 5.3: (Left) Screen capture of a five -second video clip for the Reminder application

survey, showing the phone trigge ring at the pantry . Screenshot s of awork -related reminder

(Middle) and personal reminder (Right)

We used CybreMinder Deyand Abowd, 2000 as an example for reminder systemsCybreMinder is

a contextaware reminder application that considers combinationsof contexts, such as location,
time, and collocation, to trigger reminders. It is based on several personal and environmental
sensors, and triggers reminders based on the satisfaction of one of several rules (modeled as a

decision tree). We developed scarios that would relate to three types of reminders (mentioned in

[Dey and Abowd, 2000):

1. Reminder to discuss an important issue when the user and a colleague serendipitously meet

(collocation triggern);

2. Reminder to take the umbrella when it is forecastedd rain and the user is approaching the

front door (location and information trigger); and,

3. Reminder to discuss party planning with a friend when the user and the friend are free, and

the user is at the office (complex trigger).

We developed 13 scenarios dsed on these three reminders.

Sony Ericsson

CybreMinder
Discuss party
plans with
Johnny.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































