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Abstract

Advances in artificial intelligence (AI) enable impressive new technical capabilities: computers can

diagnose diseases, translate between languages, and drive cars. Interestingly, today nearly 90% of AI

initiatives fail; few projects survive until deployment. I argue that a lack of effective ideation leads teams

to select suboptimal innovations to pursue. In addition, AI product teams fail to see low-hanging fruit,

situations where simple predictive models can generate value for users and stakeholders. Currently,

data science teams propose innovations customers do not want, while product teams ask for things AI

cannot do. As AI capabilities become more pervasive and commoditized, discovering the right human

problems to solve while mitigating potential harm remains a great challenge.

My research addresses this breakdown in early stage ideation and problem formulation. I studied

practitioners and observed that teams better at ideating are more effective in developing AI solutions

that generate value and minimize risk. Based on the industry best practices, I created new innovation

processes and resources for helping cross-functional product teams effectively explore the AI solu-

tion space before selecting what to implement. I developed a taxonomy of AI capabilities and exam-

ples of these in product forms. These resources sensitize stakeholders to what AI can do and search

for opportunities where these might be valuable. I developed a hybrid ideation method that blends

technology-centered development and human-centered design. I conducted a preliminary assessment

of these resources and processes through case studies with innovation teams working in critical care,

radiology, insurance, and accounting. Overall, this dissertation provides a glimpse into the future of

human-centered AI innovation, where human needs and concerns are given equal importance as tech-

nical advances in deciding what to build with artificial intelligence.
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Chapter 1

Introduction

Now that we can do anything, what will we do?
– Bill Buxton, Sketching User Experiences

1.1 Motivation

Advances in artificial intelligence (AI) enable a myriad of unprecedented technical capabilities. From

mundane spam filters to predictive medicine and autonomous transportation, AI’s technical advances

are moving from research labs into the real world with a promise to improve the human experience.

Clinical systems find anomalies in medical images to support clinicians in making life-and-death deci-

sions. Cars assist people in driving and navigating while giving a real-time estimation of arrival time.

Content platforms provide voice control, captions, and translation, making information accessible to

everyone. The prevalence of AI makes it seem to be facile to innovate AI products and services.

In reality, there is an incredibly high failure rate with AI innovation. Despite the advances and

investment, nearly 90% of AI projects fail to deploy, and only about half of the remaining projects make

it from prototype to production. Researchers attribute this to a “hammer in search of a nail” approach

to innovation, speculating that teams focus on problems that are too complex or do not address real

human needs. Many “intelligent” features go unused, often because people do not find them useful.

Scholars studying AI product development highlight that most AI failures can be traced back to

the early problem formulation phase, where teams generate and select project ideas. Data science

teams often envision innovations that customers, frontline workers, or community stakeholders do

not want. Meanwhile, product teams – product managers, designers, and domain experts – are often

insufficiently involved in problem formulation. Even when they are included, they typically lack data

and AI literacy and tend to think of innovations that cannot be built. Teams also tend to narrowly

focus on critical, high-stakes problems requiring extremely robust models; they fail to consider low-

hanging fruit: low-risk, medium-reward projects where moderate AI performance can generate value.

Step counters, voicemail transcripts, media and shopping recommenders, and language translation of

a friend’s social media post all create value for users even when the model performance is below 90%.

While it is currently quite challenging for developers to create systems with high model performance,

systems with moderate model performance are often within easy reach.
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There has been a growing interest in the human-computer interaction (HCI) community in design-

ing human-centered AI systems that amplify human abilities and improve the human experience. A

significant body of research investigated the challenges of designing human-AI interaction. Researchers

delineated the unique characteristics of AI as a design material, such as the capability uncertainty or

output complexity, that makes envisioning AI systems uniquely difficult compared to traditional soft-

ware [158]. Practitioner-facing AI design resources and guidelines (e.g., [6, 111, 7] recently became

available to address the challenges around usability, privacy, explainability, fairness, and algorithmic

bias. While these resources provide teams with an initial set of tools, they mainly address the chal-

lenges of making the thing right, where a problem/solution is already formulated, and an AI system is

already built. Resources and guidance for deliberating onwhat is the right thing to make with AI remain

scarce.

Parallel to these efforts, a growing body ofwork raised concerns about participation and stakeholder

engagement throughout the lifecycle of AI development, especially in high-stakes contexts where the

input of impacted stakeholders is crucial. Researchers raised fundamental questions: Who is involved
in the design of AI systems, and who frames the discussion? What are the new design processes and pat-
terns to make these systems successful for individuals, communities, and society?1 A relevant strand of

research proposed creating resources for improving non-technical stakeholders’ literacy in data science

and AI concepts through hands-on experimentation with ML models and datasets. However, it is not

clear what constitutes a good enough understanding to effectively engage in envisioning what AI can

uniquely solve. As AI capabilities become more pervasive and commoditized, identifying innovation

opportunities that both leverage AI’s strengths and produce value for users and stakeholders while

mitigating potential harms remains a great challenge.

Within this context, I set out to explore this breakdown in the AI innovation process. I suspect that

most of these failures and concerns stem from a lack of effective ideation – innovation teams do not

seem to ideate when selecting real world, human problems to solve with AI. Throughout my Ph.D., I

observed practitioners and teams working at the cutting edge of innovation of AI products and services.

Teams that are better at ideation and problem formulation are more effective in developing AI solutions

that provide value and minimize risk. Based on this observation, I claim :

We can improve AI innovation (reduce failure and reveal low-hanging fruit) by support-
ing cross-disciplinary teams in systematically and collectively exploring the problem-solution
space before selecting what to implement.

In this dissertation, I first provide evidence for the lack of ideation and human considerations in the

problem formulation stage – one of the least investigated phases of AI product development. Acting on

this insight, I take initial steps toward addressing this breakdown. I propose new innovation processes

and resources to (1) support more effective collaboration and stakeholder engagement at the ideation

and problem formulation stages of a project; (2) sensitize teams to AI capabilities and limitations; and

(3) help teams more fully explore the problem-solution space. Using design research approaches, I

1

From Stanford University’s 2022 Fall Conference on Human-Centered Artificial Intelligence.

https://hai.stanford.edu/2022-fall-conference-agenda.


1.2. Research Questions 3

explore whether these processes and resources help teams identify strong matches between existing AI

capabilities and actual needs, while simultaneously assessing each concept’s risks and benefits.

1.2 Research Questions

This dissertation consists of three main threads of research: investigating challenges and best practices

in the industry; developing resources for practitioners; and iteratively assessing and refining these

resources with practitioners. In this section, I detail the research questions I explored and the research

approach I followed.

I started by investigating the current challenges and best practices in the industry. Specifically, I

sought to understand (RQ1) What challenges do cross-disciplinary teams face in early phase AI product
development? How do effective innovation teams tackle these challenges? What do these practices reveal
about how to better innovate with AI? I carried out empirical studies with nearly 50 practitioners across

different disciplines (i.e., designers, data scientists, and product managers) and companies of varying

sizes (e.g., large technology companies, startups, and nonprofit organizations). This formative fieldwork

provided preliminary evidence of the lack of ideation and human considerations in the early phases as

one of the significant root causes of AI failure. This empirical approach also helped me to uncover

emergent best practices, such as design thinking and facilitation for collective ideation and problem

formulation with diverse team members and stakeholders.

In parallel to fieldwork on industry best practices, I worked to develop resources that can support

non-technical stakeholders in envisioning AI innovations. The practices of industry teams revealed

that effective designers call upon internalized abstractions of AI capabilities when they ideate, and that

they engage non-technical stakeholders in ideation using AI capability abstractions and product exam-

ples as resources. Building on these insights, I sought to explore (RQ2) Can we create resources that
document explicit AI capability abstractions? Can designers and AI innovators use these to improve their
ideation, to help them think of things that can be built? I set out to create a taxonomy of AI capabilities

by systematically analyzing a corpus of 40 real-world, commercially successful AI applications. I con-

ducted a pilot study to understand whether and how the taxonomy impacts the ideation of AI products

and services.

Following resource development, I worked to understand how to integrate these resources into

current practices. Data science teams struggle to engage product managers and domain experts in AI

product development. There is no evidence that teams ideate. Design teams are often brought on after

project selection, negating the skills they bring around ideation and broad exploration of the prob-

lem/solution space. Building on the industry best practices, I asked (RQ3) Can designers scaffold cross-
disciplinary teams in ideation? To explore this question, I joined a cross-disciplinary medical innovation

team composed of data scientists and critical care clinicians. I conducted multiple ideation workshops

that operationalized the taxonomy to collectively brainstorm AI concepts for the intensive care unit.

This hands-on Research through Design project served as a preliminary assessment of this new inno-

vation approach: our team was able to broadly and systematically explore the problem-solution space.
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Part of the challenge with ideation workshops and taxonomy piloting was assessing the quality of

ideation. One key dimension that emerged was AI model performance: I observed that the selection of

problems and applications seemingly ignore situations where model performance can be moderate and

still provide value. Additionally, ideation often focused on more complex problems rather than search-

ing for situations that would benefit from simpler predictions. Through additional case studies with

innovation teams working in radiology, insurance, and accounting, I explored (RQ4) Could priming
teams with examples of simpler solutions and examples that produce value with moderate model perfor-
mance improve the quality of ideation? Would this help teams consider this under-investigated search
space? These explorations provided preliminary evidence that this modified innovation process and

resources may improve ideation and revealed future research directions.

1.3 Thesis Overview

This dissertation progresses through chapters detailing related work (Ch. 2), formative fieldwork (Ch.

3, Ch. 4), resource development (Ch. 5), case studies (Ch. 6, Ch. 7, Ch. 8), and conclusion (Ch. 9),

organized as follows:

In Chapter 2, I draw onHCI and design literature to detail what sketching or ideatingwith AImeans,

and why it is more difficult compared to other technology materials. I then curate prior research that

laid the groundwork for understanding the challenges in designing AI products and cross-disciplinary

collaboration, especially in the early problem formulation phase. Finally, I briefly review innovation

processes and methods as they relate to AI innovation.

In Chapter 3, I describe the current practices of cross-functional teams around designing and de-

veloping AI products and services. I investigated how designers and product managers use existing

human-AI guidelines with an eye for discovering unmet needs and challenges. The findings from this

interview study provided evidence of the lack of ideation and human considerations in the problem

formulation phase. I also uncovered self-developed resources, such as AI capability frameworks, to

span this gap. Reflecting on these, I discuss the opportunities for new design processes and resources

to support the selection of the right problem to solve.

In Chapter 4, I describe how I gained insight into the best practices of innovation teams in the

early phase AI innovation. This becomes a benchmark I want to bring less experienced teams up to.

These experienced design and data science practitioners worked at an AI incubation center. I detail

how they approached AI as a design material and effectively envisioned novel AI-driven products and

services. I highlight a critical insight from this study, which later became a core idea in this dissertation:

that human-centered approaches, particularly design thinking and facilitation, can effectively engage

diverse stakeholders in collectively brainstorming, formulating, and assessing AI solutions. I conclude

this chapter by discussing the kinds of design resources needed to enable cross-functional, collective

ideation.
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In Chapter 5, I describe a set of resources I developed to support systematic and collective ideation

of AI systems. I created a taxonomy of AI capabilities and examples that sensitize non-technical stake-

holders (e.g., product managers, designers, domain experts) to what AI can do and how it can generate

value. I created communicative forms, such as web-based and print resources, to integrate these re-

sources into current practice. I conducted a pilot study to understand if and how the capabilities would

improve ideation. I discuss the learnings from the taxonomy development and assessment for advanc-

ing AI innovation.

In Chapter 6, I present a case study where I took on the challenge of facilitating AI ideation between

data scientists and domain experts working in intensive care. I describe a design process where we

broadly explored AI uses cases for supporting intensive care clinicians through a series of AI Ideation

Workshops. I created and assessed a set of ideation tools as part of this project. I created workshop

prompts using the taxonomy and examples, which sensitized domain experts to what AI can do. I

created a new ideation worksheet for describing an AI system’s behavior using non-technical terms for

model, data, and interaction form. Together, these tools and approaches enabled our cross-disciplinary

team to cover a broad range of ideas with high-impact and low-risk. I reflect on the challenges and

lessons learned in facilitating ideation with data and AI.

In Chapters 7 and 8, I present additional case studies where I collaborated with innovation teams

working in radiology, insurance, and accounting. These projects provided preliminary evidence that

the resources and processes proposed in this work can support teams in discovering high-value, low-

risk use cases. This line of work revealed open research questions around the formulation, assessment,

and prioritization of AI concepts.

In Chapter 8, I reflect on my research journey and discuss how the contributions made move us

toward a preferred future. Finally, I highlight promising future research directions and share my con-

cluding thoughts.

1.4 Summary of Contributions

This dissertation makes three contributions.

First, it characterizes the breakdown in AI innovation as a gap between technology-centered and

user-centered approaches, revealing that a lack of or ineffective ideation plays a prominent role in

AI product failures. It positions HCI and design as core practices for facilitating early phase ideation

and problem formulation. Second, it defines AI’s problem-solution space by highlighting model per-

formance and task expertise as key dimensions. It uncovers a richer, under-investigated solution

space where moderate model performance and simpler inferences generate significant value for people.

Third, it develops new resources that help non-data scientists better understand what AI can effectively

do and proposes a new innovation process for systematically exploring matches between technological

capabilities and human needs. Through case studies, it demonstrates the potential impact of these pro-

cesses and resources for improved ideation and stakeholder engagement. Overall, this dissertation seeks
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to explore preferable futures for human-centered AI innovation, where human needs and concerns are

equally important drivers as AI’s technical advances, rather than being treated as an afterthought.
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Chapter 2

Related Work

In this chapter, I briefly reviewHCI and design theory on ideation and its value for designing interactive

systems. I then detail the challenges of designing AI products along with proposed solutions. Finally, I

provide an overview of innovation processes for product development.

2.1 Ideation in Interaction Design

HCI research has characterized ideation (sketching) and prototyping as core activities for innovating

interactive technologies. Interaction designers engage in ideation to discover the right thing to design,

and in prototyping to iteratively design the right thing [21, 47]. Ideation involves reflection in action;
generating many solutions that encode new problem framings for a problematic situation. Prototyping

connects to reflection on action; stepping back to critique, assess and improve what was done [21, 123].

HCI research has shown that generating multiple ideas leads to better outcomes compared to iterative

refinement of a single idea [44].

While HCI literature has a breadth of tools and methods for prototyping (e.g., paper prototyping,

video sketches, and speculative enactments), tools for sketching and ideation remains relatively scarce

[21]. As the HCI practice is ever expanding, new technology materials call for new ideation techniques

and methods. In response, researchers have produced new methods that allow “tinkering with materi-

als” to facilitate ideation with emergent technologies, such as bluetooth [138], internet of things [91],

software [110], haptics [101], and soma experiences [139]. For technologies that are more difficult to

“tinker with”, researchers facilitated ideation through abstractions of technology capabilities and ex-

periential qualities [155]. I draw from this line of research by engaging data and AI as emergent design

materials.

2.2 Designing AI Products and Services

In this section, I detail the current challenges and emergent solutions in AI product development pro-

cesses. I describe these from the perspective of two distinct types of expertise: product teams and data

science teams. Product teams involve practitioners who are experts in product development and busi-

ness domains (e.g. product managers, business strategists, interaction and service designers, design
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researchers, software engineers, domain experts), but do not have a background in data science or AI.

Data science teams involve practitioners who are experts in AI development (e.g. data scientists, AI

engineers, research scientists), but might not be familiar with human-centered product development

processes or business objectives.

2.2.1 Ideation and Problem Formulation

Challenges. Product teams struggle to understand AI capabilities – what AI can offer for designing

new products and services [42]. They are not sensitized to think about data dependencies necessary to

drive AI capabilities [160]. Without this ingrained understanding, they find it difficult to ideate many

novel concepts, and often envision AI products that cannot be built [42]. Yang et al. [158] characterized

AI’s design space by the capability uncertainty and output complexity of an idea. They claim product

teams tend to generate ideas and concepts that have high capability uncertainty and high output com-

plexity (e.g. text generation). They think of things that cannot be built. They also overlook low hanging

fruit – places where relatively simple, well established AI capabilities with few outputs – can still bring

enough value for customers, users, and service providers.

Data science practitioners report thatmapping business problems from a client’s domain to tractable

data science problems is one of the most difficult parts of their work [88, 104, 112]. Data science teams

face challenges in eliciting user requirements from product managers and domain experts, and they

tend to overlook how the AI system will generate value for users [88, 104, 113]. Without clear feedback

from the product team, they tend to build AI products that customers and users do not want [155].

This gap between product and data science expertise creates challenges in early phase problem formu-

lation where teams search for ideas that are both implementable and valuable for customers, users, and

service providers [155, 146].

Proposed Solutions. A common practice among data science teams is to hold AI education ses-

sions with product teams to overcome the knowledge gap. However, practitioners share that there is

no effective way to teach AI concepts without getting into too much detail, resulting in frustration,

and trial and error [113]. Researchers created resources to improve the data science and AI literacy of

non-technical team members and stakeholders [62, 83, 45]. These resources describe how AI functions

and detail learning mechanisms (e.g. supervised learning, neural networks, etc). However, it is not

clear whether and how these approaches support product practitioners in early phase ideation.

The way experienced data scientists work resembles design practice; they midwife their stakehold-

ers’ desiderata by helping them articulate their real need as opposed to what they claim they need

[88].

Research investigating how designers on product teams successfully envision AI concepts revealed

that they only had a high level understanding of AI (e.g. what a model and label is) [157]. Instead, they

worked with abstractions and examples that captured specific AI capabilities and value propositions

(e.g. predicting user intent to surface relevant actions). Based on this insight, some researchers specu-

lated that AI resources for product practitioners should detail what AI can do, instead of how AI works
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[157, 154]. Currently, there is no consensus onwhat constitutes a good enough technical understanding

for practitioners and stakeholders to effectively engage AI ideation and problem formulation [158].

2.2.2 Prototyping and Evaluation

Challenges. Designing AI products brings unique challenges due to their non-deterministic nature.

Even simple AI applications (e.g. two-class classifiers) can make inference errors, leading to user expe-

rience (UX) breakdowns and harm [80]. A significant amount of research investigated the challenges

of designing human-AI interaction, such as intelligibility [1], explainability [150, 90], user control [93,

128], feedback [136], error recovery [67], and setting user expectations [77, 85]. Despite these efforts,

it remains difficult for product teams to anticipate potential errors a not-yet deployed AI system might

cause [158].

AI-enabled experiences are difficult to rapidly prototype and assess. They are data dependent and

contextual, which makes it incredibly difficult to create a functional prototype to simulate the experi-

ence. AI-enabled experiences are also dynamic; they adapt to different users and contexts over time

and make bizarre, hard to anticipate errors. Current HCI methods, such as wizard-of-oz or rule-based

simulators involve human commonsense; they do not allow product teams to experiment with the

limitations of AI systems before the data is collected and a model is built [155].

Proposed Solutions. Technology companies proposed principles, guidelines, and design patterns

for human-AI interaction to aid product practitioners in communicating the output of AI systems (e.g.,

Apple [7], Google [111], Microsoft [6], IBM [69]). These resources cover a comprehensive list of design

considerations, such as explainability (e.g. “make clear why the system did what it did” [6]), control

(e.g. “give people familiar, easy ways to make corrections” [7]), and feedback (e.g. “let users give feed-

back” [111]). In addition to general guidelines, some resources focus on specific interactions (e.g. voice

interactions [5], chatbots [97]) or considerations (e.g. ethics [70]) (see a review in [9]). However, little

is known about how practitioners use these guidelines and whether these are helpful for discovering

problems where AI might be a good solution.

Another line of research developed prototyping tools with little or no code to allow first-hand

experimentation with data and AI (e.g., Wekinator [48], Teachable Machine [27], ml5.js [99], Delft

AI Toolkit [143]]. Building on the framing of AI as a design material, these tools allow interaction

designers to work with pre-built AI models and libraries, such as image or sound classifiers, to gain a

felt sense of what AI can do. While these tools make it easier to prototype AI-enabled interactions, it

is not clear whether they help with envisioning. Additionally, due to their beginner-friendly nature,

these prototyping toolkits often provide a limited set of AI capabilities and datasets which may not be

applicable to complex, real world problems [158].

2.2.3 Anticipating Potential Harm

Challenges. Both data science and product teams face challenges in anticipating the potential harm

of AI systems prior to deployment. Open-source ML fairness toolkits became available from large
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technology companies (e.g., IBM [12], Microsoft [14]) for detecting and mitigating algorithmic biases.

However, these tools are often designed solely for the use of developers, and they typically support

monitoring and debugging post deployment [65]. AI design guidelines intended for product teams also

provide some guidance around fairness and bias, however, these tend to be high level and underde-

veloped (e.g. “mitigate social biases” [6], “consider bias in the data collection and evaluation process”

[111]).

Proposed Solutions. Recent work explored practitioners’ experience addressing fairness issues,

and their needs and desires for support [65, 37, 94]. Practitioners express challenges in engaging cross-

disciplinary team members stakeholders, such as product managers and domain experts. Researchers

note the need for tools and resources that support collectively anticipating and mitigating potential

biases and harm.

In response, several researchers shared first-person accounts of engaging impacted stakeholders in

addressing fairness issues. These include participatory approaches to elicit stakeholders’ values in high

stakes contexts (e.g., child mistreatment detection [79, 29], document review for civil litigation [35]);

and user-driven algorithm auditing for identifying and reporting problematic algorithmic behaviors

[38, 126]. While these approaches are helpful for evaluating existing AI systems, it is not clear how

practitioners can engage stakeholders in anticipating the potential harm of AI systems that are not yet

developed [120, 36].

2.2.4 Collaboration and Process

Challenges. Practitioners reported many barriers to cross-disciplinary collaboration due to a lack of

shared workflow, shared language, and shared expertise [113, 104, 55, 81]. Most product teams do

not have prior experience working with AI, and most data science teams have little experience with

product development and human-centered design. Recent research indicates that most AI failures stem

frommiscommunications and misalignment between product and data science practitioners, especially

in early phase problem formulation [46, 74, 146]. Product development and AI development life cycles

have varying timelines which may not overlap; what is early phase for product teams may be late phase

for data science teams. Some product roles, such as designers, typically join projects towards the end,

they are rarely involved in early phase problem formulation [42, 157, 137]. Nevertheless, AI products

require continued collaboration between product and data science teams due to potential changes in

system behavior after product launch.

Proposed Solutions. Research investigating the industry best practices highlighted that success-

ful teams form close, informal collaborations in early phases; and they share interim artifacts (e.g., data

visualizations) to scaffold cross-disciplinary collaboration throughout the AI product development pro-

cess [157, 137, 167, 88, 148, 113]. Close collaboration seems to sensitize practitioners to each others’

expertise; where product teams learn about AI capabilities and data science teams learn about the prob-

lem domain [157, 88, 113].
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2.3 Innovation Processes

In this section, I briefly review major innovation processes, methods and frameworks as they relate to

AI development.

2.3.1 Technology-centered Innovation

Technology-centered innovation takes the capabilities and constraints of technology as a starting place

for the development of new products and services. Notable frameworks include Lean Startup [118] and

Agile development [64]. This innovation process often focuses on the development of a prototype or a

minimum viable product (MVP) to test business hypotheses and validate product-market fit. Through

an iterative process of building and testing, innovators rapidly identify what works and what does not,

which allows them to pivot – changing direction based on the customer feedback (e.g., altering the tar-

get market, product features, or business model) [118]. A pitfall of this approach is starting with a single

technology and user pair – it may take several cycles and pivots for innovators to find a technology-

customermatch [144, 16]. Matchmaking [16] offers a complementary approach, where innovators work

from a technology towards the discovery of many technology-customer matches. However, following

a Matchmaking process has its limitations in AI product development, as specific datasets might not

translate to different users or domains.

2.3.2 User-centered Design

User-centered design (UCD) places the needs, preferences, and behaviors of users at the center of an

innovation process [32]. This approach involves iterative cycles of user research, prototyping, testing,

and refinement to ensure that the final product or service is both usable and valuable to its intended

audience. Participatory Design (PD), which emerged in the 1970s, can be considered a precursor to

UCD. PD aims to democratize the innovation process by ensuring that the voices of those impacted

by technology are heard and considered [129, 122, 17]. Methods such as co-design workshops and

focus groups are commonly used in UCD to facilitate stakeholder engagement and co-creation. UCD

has been widely adopted in the industry through UX design practice. It is one of the most commonly

used innovation processes because it effectively reduces the risk of developing technology that does

not meet user needs or wants [21]. One limitation of this process is that it does not work well when

the challenge is the discovery of a broad set of users who might benefit from a technology (such as

artificial intelligence), as it begins with the selection of a target user group [144].

2.3.3 Service Design and Systems Thinking

Service Design (SD) focuses on the complex interactions between users, service providers, and service

environments [51, 50]. While UX and SD both employ UCD, SD expands UCD’s user- and product-

centric model. By exploring the creation of value for both customers and service providers, SD results
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in new strategies. HCI research notes that Service Design and UX interact: first, Service Design de-

velops a strategy, and then UX follows and creates the interactive artifacts [121]. Service Design tools

such as service blueprints [15] and customer journey maps [61] are increasingly used in HCI [134,

51]. Systems Design builds on this approach for innovating complex systems (e.g., transportation net-

works, healthcare systems, and organizational infrastructures) where products, services, people and

relationships are taken into account holistically [117, 125].

2.3.4 Design-led Innovation

With the popularization of Design Thinking [20], user-centered innovation approaches have been

widely adopted across various industries ever the past decades. This process leverages design prac-

titioners’ expertise in ideation and diverse thinking. Using techniques such as brainstorming sessions

and design sprints [84], designers facilitate ideation and collaboration across team members and stake-

holders. A known pitfall in this process is hill climbing – user-centered design is suited for incremental

innovation and rarely results in radical innovation [108]. A framework used at Google characterizes

this continuum as Versioning (making incremental improvements to existing products and services), Vi-

sioning (envisioning new products, products features and services), and Venturing (moonshot projects

and experiments with emergent technology). While design-led innovation approaches work well for

mature technologies, it is unclear how to apply these when innovating with emerging technologies

such as artificial intelligence.
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Chapter 3

Investigating What Practitioners Need
from AI Design Resources

As I outlined in the previous chapter, several resources and human-AI guidelines became available to

aid practitioners in designing AI products. However, little is known about how these resources are

actually used in practice and whether they help with the challenges in the early product development

phase.

I collaborated with researchers at Google to investigate how practitioners working on AI product

teams use the People + AI Guidebook [111] as an instance representative of existing AI resources.

My focus was not on assessing whether guidelines are effective in improving the user experience of

products or how industry AI guidelines compare to each other. Instead, I sought to understand the felt

experience of practitioners in tackling the challenges of AI product development.

I interviewed 31 designers and product managers across 23 AI product teams from 14 organiza-

tions. I probed if and how guidelines help, as well as the remaining challenges and needs for additional

support. The study revealed several interesting findings:

1. Practitioners not only use guidelines for addressing AI’s design challenges but also for education,

developing internal resources, cross-functional alignment, and buy-in within their teams and

organizations.

2. Many practitioners had experienced AI product failures due to solving problems that do not

address real needs. While guidelines are helpful for problem solving, practitioners desire better

support for problem framing, ideation, and selecting the right problem.

3. I observed an emergent, hybrid design process reconciling user-centric and tech-centric ap-

proaches, where participants worked to match AI capabilities with human needs.

3.1 People + AI Guidebook

Building on the large body of HCI research on interaction with intelligent systems, technology com-

panies have recently proposed principles, guidelines, and design patterns for human-AI interaction to
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Figure 3.1: The People + AI Guidebook [111] contains design patterns, chapters on AI’s

design considerations, case studies, and a workshop kit.

aid product professionals in designing AI products (e.g., [7, 111, 6, 69]). Prior research focused on val-

idating the effectiveness of guidelines in improving the user experience [89], or studying guidelines

comparatively to reveal the landscape of considerations [151, 72]. A study mapping existing guidelines

and resources to current product development processes pointed out that AI design guidelines mainly

help with late phase efforts, and that resources for the early phase are scarce [158]. Few researchers

investigated how specific resources and guidelines are used by industry practitioners, such as fairness

toolkits [37] and conversational UI guidelines [82]. In the same spirit, this work investigates if and how

AI design guidelines in [111] are used, which I briefly introduce below.

Developed by Google, the People + AI Guidebook (the guidebook) is “a set of methods, best prac-

tices, and examples for designing with AI” [111]. Similar to AI design resources from Apple [7] and

Microsoft [6], the guidebook contains principles, guidelines, and design patterns for human-AI interac-

tion based on data and insights synthesized from Google products and academic research. The content

is arranged around five sections (Figure 3.1): (1) chapters outlining design considerations (i.e. User

Needs + Defining Success; Data Collection + Evaluation; Mental Models; Explainability + Trust; Feed-

back + Control; Errors + Graceful Failure), (2) design patterns with sensitizing examples demonstrating

patterns and anti-patterns (e.g. “emphasize how the app will benefit users, avoid emphasizing the un-

derlying technology”), (3) case studies of real-world AI products, (4) a workshop kit with a facilitator

guide, (5) glossary of AI related terms. The guidebook employs three hypothetical app examples for de-

sign patterns – a running app, a plant classification app, and a learning app – to illustrate how principles

might be applied in practice.
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3.2 Method

I broadly defined “practitioners” as people who work on a team developing AI-enabled products and

services. I aimed to recruit broadly across many roles (e.g., designers, product managers, data scien-

tists, engineers, domain experts, etc.), hoping the target audience would emerge through the recruit-

ment process. My inclusion criteria included having experience with the guidebook concerning AI/ML

projects.

Table 3.1: Participants’ teams and technology areas. Roles included product manager

(PM), design manager (DM), user experience designer (UXD), and user experience re-

searcher (UXR).

Team Technology Area Roles ID Size

1 Business analytics UXD P20 <100

2 Business analytics DM, PM, UXD P8, P10, P11 >10,000

3 Code completion DM, UXD, UXR P4, P9, P26 >10,000

4 Code completion PM P16 <100

5 Conversational AI UXD P21 <10,000

6 Financial forecasting UXD, DM, UXD P1, P2, P15 >10,000

7 Fraud detection UXD, DM P18, P23 >10,000

8 Image classification DM P7 >10,000

9 Medical diagnosis UXD P5 >10,000

10 Medical diagnosis UXD P30 >10,000

11 Personal healthcare DM P24 <100

12 Recommender system UXR, UXD P3, P12 >10,000

13 Recommender system UXD P14 100-1,000

14 Recommender system DM P28 <10,000

15 Recommender system UXR P31 <10,000

16 Resume screening DM P29 >10,000

17 Search & retrieval UXD P17 >10,000

18 Search & retrieval UXD P19 <10,000

19 Search & retrieval PM P22 >10,000

20 Speech recognition UXR P13 >10,000

21 Text prediction UXD P6 >10,000

22 Text prediction UXD P27 >10,000

23 Warranty processing UXD P25 <100

I paid attention to two aspects during recruitment. First, I recruited participants from a broad

range of technology areas (e.g., natural language processing, information retrieval, recommender sys-

tems, etc.). Second, I tried to include organizations differing in size and service type (i.e., consumer or

enterprise).

I conducted semi-structured interviews with 31 practitioners across 23 AI product teams from 14

companies (9 large companies, 4 startups, 1 nonprofit). While I did not limit participation to any role,

the participants mainly included designers (e.g., design managers, user experience designers, and user
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experience researchers) and product managers. Although some participants shared that their engi-

neering and data science colleagues used the guidebook, I could not recruit any participants from those

roles. Participants worked on teams developing AI products across a wide range of technology areas,

including recommender systems, medical diagnosis, text prediction, and more. Table 3.1 provides a

summary of the participants’ teams, roles, and technology areas.

The interview protocol had three main parts. First, I asked participants about their roles, practices,

and workflows on AI projects to gain background information and context. Next, I asked them about

the use of the guidebook. I asked them to walk me through a recent case where they incorporated

the guidance in their work. I probed them about how they discovered the guidebook, and whether

and how the guidebook helped with specific challenges. Finally, I asked them about the remaining

challenges that were not covered by the guidebook, their needs for support, and any other areas for

improvement. Whenever possible, I encouraged participants to share any artifacts created as part of

using the guidebook or as aids for relevant challenges. These included worksheets, design patterns and

examples, case studies, and workshop materials. All interviews were conducted remotely on a video

conference platform.

I recorded and transcribed the interviews, and documented the artifacts participants shared during

or after the interviews. Each interview lasted between 30 to 60 minutes, resulting in 18.5 hours of

audio in total. I analyzed the transcripts using affinity diagramming [78, 96], pulling out insights and

generating codes for participant utterances. Following a bottom up process, I iteratively reviewed

and synthesized these into high-level themes related to current practices, challenges, and emergent

approaches.

3.3 Findings

I present the findings around three themes: using the guidebook as a means for building a culture

around human-centered AI, practices for putting AI design guidance into practice, and emergent prac-

tices for remaining challenges. Within each high-level theme, I describe sub-themes detailing specific

challenges and the corresponding use of the guidebook for support. I share implications and design

opportunities at the end of each high-level theme. The themes are not exclusive; some aspects spread

across themes.

Related to participants’ team roles, I observed a distinction between lead roles (i.e. designmanagers,

product managers) and individual contributor roles (i.e. UX designers, UX researchers) regarding their

challenges in developing AI products. While all participants operationalized the guidebook in some

way, lead roles described it as more of a strategic resource, whereas individual contributor roles de-

scribed it as a tactical resource. Although this was not unexpected, it became a relevant aspect to

capture concerning different needs for support based on team role. In the detailed findings below, I

note where this difference was evident.
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3.3.1 Establishing a Culture Around Human-Centered AI

When I asked participants about their experiences with the guidebook, I mainly expected to hear how

they used it to address AI’s interaction design challenges. Interestingly, participants’ answers revealed

that they often used the guidebook as a means for building a culture around human-centered AI within

their teams and organizations. In this section, I detail the use cases around (1) education; (2) developing

internal resources; (3) cross-functional alignment; and (4) gaining credibility and buy-in. I discuss the

implications for the design of future human-AI guidelines at the end of the section.

Participants used the guidebook for educating themselves, their teams, and organizations.
Most participants reported that the literacy around data and AI is low among PMs and UX practitioners

within their teams and organizations. Especially, participants in lead roles expressed ongoing educa-

tional efforts to address this key concern. For example, several participants (P8, P13, P14, P21, P22, P31)

gave talks and presentations to large audiences using the guidebook content to create awareness on

AI’s design considerations: “I gave an internal talk maybe to 60-80 designers and PMs with a lot of lessons
from the people AI guidebook.” (P21) A few participants (P17, P28, P31) mentioned using the guidebook

chapters as a skeleton to create an internal course for product teams –typically for PMs and designers–

who are new to working with AI: “We have recently created an ML for designers course internally as part
of educating our peers . . . [We used] examples that we either have shipped or we just experimented with
and haven’t shipped to tell the story of how to work with AI and ML.” (P28)

I also observed that participants who did not have any prior experience working with AI (P3, P4,

P12, P14, P15, P18, P25) used the guidebook for self-education: “My first objective was: I need to get
smarter about this topic. . . . [after digesting the guidebook content] Then my next step was, how do I
communicate this to my PM, engineering and UX team?” (P3) Several participants found the guidebook

approachable as an entry point: “I went from knowing nothing to being someone who has a substantive
amount of knowledge in the UX of ML.” (P4) All participants shared that they became proponents of the

guidebook, educating their teams through sharing specific chapters or patterns or through short talks

and presentations. Similarly, a majority of participants reported learning about the guidebook through

their colleagues or broader professional connections. A few participants mentioned becoming aware

of it through industry conferences or discovering it organically when searching for resources.

The guidebook provided a benchmark for developing internal resources and guidelines.
Many participants (11 teams out of 23) revealed that they have self-created AI design resources and

guidelines for internal use, and that they referred to the guidebook as a benchmark when they were

developing their own resources. Among these, some participants noted that they benchmarked mul-

tiple resources, including industry guidelines (e.g. [7, 6, 69, 114]) and academic papers (P21, P28, P29,

P30). Few participants (P4, P23) also shared that they have plans to develop internal resources, and

are “using this as a source of truth in the meantime.” (P23) Additionally, within large technology com-

panies, I observed multiple internal resources and guidelines that were customized for a product area

(e.g. healthcare AI design guidelines).

Internal resources often took the form of playbooks, documentation hubs, and slide decks, and

included domain-specific patterns and examples [detailed in section 3.2.2]. A design lead mentioned
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using the guidebook design patterns when developing a design system and component library for AI-

based products: “We referenced several of the patterns when creating design components specification.”
(P29) For example, they created components for representing intelligent agents, such as chatbots, in a

way that sets user expectations and mental models.

When probed about the need to create domain- or organization-specific resources, participants

highlighted the importance of relevance to own organizational context and domain: “There is a strong
need to appropriate it to your own domain, to your own industry, and to your own organization as you
probably have very different needs. . . . Regardless of how good the guidebook or these kinds of tools could
be, we would have to do that appropriation step and pick and choose what is relevant for us.” (P30) Inter-
estingly, several participants noted that even with the custom developed internal resources, creating

awareness within their organizations remained a challenge.

Participants used the guidebook for easing the challenges of cross-functional collabora-
tion. Participants brought up several challenges around cross-functional collaboration in AI-based

projects, and they described how they used the guidebook to overcome such challenges. For example,

several participants mentioned establishing a shared language as a major benefit: “Establishing the vo-
cabulary around the space is one of the biggest values that I see in an artifact like this. Because sometimes
we use the same terms and don’t refer to the same thing, or use different terms for the same thing.” (P20)
Some participants noted that it empowered them in participating discussions and product decisions:

“Anytime we work from a principles based approach, it levels the playing field.” (P4)
Participants in lead roles spoke of using the guidebook to sensitize their engineering and data sci-

ence teams to AI’s design considerations, and to human-centered AI in general:

“[We did a workshop using the guidebook chapters] focusing on how do wemake these features
more human centered . . . The engineering and the data science team found it incredibly useful
because it helps them to better understand everything you may have to think about when
designing for ML. . . . That was very beneficial for building the human centered muscle within
the team, regardless of the actual outputs of the exercises.” (P8)

Participants shared that these efforts helped to facilitate a shared understanding and alignment

within their teams, and were well received by cross-functional partners.

The guidebook was used for gaining credibility and buy-in for design recommendations.
Several participants spoke of using the guidebook as an artifact for negotiation and alignment on design

recommendations (P3, P6, P10, P20, P25, P26, P31). As a PM working on business analytics put it,

“Without the principles that guide the conversation, it can be everyone’s personal preference or opinion
on how a feature should be or not . . . What’s a stronger pitch or recommendation is, we should do this,
because it’s tied to this guideline or principle.” (P10) They shared that being able to reference such a

resource brought credibility and helped to convince their teams, as the guidance showed tried and true

solutions synthesized across many products and academic studies. Interestingly, all UX researchers (P3,

P13, P26, P31) described using the guidebook as a literature review; they cited the relevant guidance

when presenting research findings: “[When we shared our interview study findings] data scientists’ first
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reaction was, you make all these claims and recommendations, how generalizable are these? It was really
nice to be able to say, we looked at the literature and the people AI guidebook, and brought these things
together.” (P26)

Implications for AI Design Resources.

• Support learning within AI design resources and guidelines. While human-AI design

guidelines are primarily designed to support practitioners in problem solving, the findings in-

dicate that practitioners also use these resources for self and organizational education. Future

AI design resources might be designed to better support bi-directional learning: human-centered

AI concepts for data science and engineering teams, and AI concepts as it relates to product de-

velopment for product teams. For example, resources can be presented in various forms, such

as short videos or interactive modules for self-learning, or as slides for delivering talks and pre-

sentations. In contrast to the abundance of educational resources for technical AI/ML concepts

(e.g. ML crash-courses [56, 106]), there is little educational content for human-centered AI ([45,

115] as rare examples). Future resources can be served in a course-like format to support both

individual and organizational learning.

• Support cross-functional communication and collaboration. A large body of HCI research

has suggested creating boundary objects to effectively scaffold collaboration between AI practi-

tioners [22, 155]. Findings from this study offer preliminary evidence highlighting the potential

of AI design resources to facilitate the collaboration between team members and stakeholders

from different disciplines. I see a great opportunity for future resources to be explicitly designed

for use by multiple teams and roles across product development. Future research should investi-

gate the specific needs of different roles to better understand how to support team members with

different knowledge and expertise.

• Support adaptation and appropriation of resources for the development of domain- and
organization-specific guidance. Prior research discussed the inherent trade-off between gen-

erality and specialization for developing AI resources and guidelines, noting that specific applica-

tions might require specialized guidelines [6]. The results of this study confirm this; I found that

teams and organizations have a strong desire to develop their own resources to better contextual-

ize the guidance for their specific application domains. To this end, resources and guidelines from

industry and academia served as a benchmark for practitioners. One clear implication is to de-

sign resources for adaptation and appropriation by providing explicit guidance and affordances.

For instance, resources might contain guiding questions to help practitioners assess which de-

sign considerations and guidelines might be most relevant to their domain, service type or AI

technology areas. Similarly, guidelines can include multiple case studies and examples demon-

strating how a particular design consideration might apply to different contexts and interaction

scenarios.
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3.3.2 Putting Human-AI Guidelines Into Practice

In this section, I present how practitioners addressed some challenges of designing AI products by

incorporating concrete guidance from the guidebook. I detail how practitioners operationalized the

guidebook, and their needs for enhanced guidance.

FramingHuman-AI Problems. Participants often commented that AI projects are heavily driven

by technical considerations, and that a human-centered approach can be missing. A major challenge

in AI-centric development was ensuring that the AI product was addressing a real user need. Several

participants brought up the chapter on defining user needs (chapter 1) and stressed the importance of

problem framing for setting up AI projects for success. A PM working on search and recommenders

(P22) systems shared:

“I use the guidebook for problem framing to make sure that machine learning is solving an
actual people problem. . . . [Before] it was being treated as a technical solution, there was no
thought into what kind of user problem is being solved. And because of that, a lot of the things
that people were shipping didn’t work.”

P22 gave an example where the data science team was assigned a “time to last result” metric to

predict when all the relevant results have been loaded to stop the search. When the team conducted

user research, they realized that it was a nonexistent problem: “[Users] didn’t even care if the results are
still loading, they only cared about the first three results. [The data science team] were optimizing for a
metric that wasn’t even relevant.” (P22)

This was a shared sentiment regardless of whether participants worked at large software companies

or startups. Several participants (P3, P13, P18, P19, P22, P27) similarly recalled projects that failed or

got canceled, and reflected that they should have spent more time framing and defining the problem:

“We did some concepts and tested [the feature] with users, no one really wanted it. . . . In retrospect, I
would have pushed back [on the idea early on].” (P19) In some cases, participants were able to reframe

the problem to iterate and pivot to a solution grounded in user needs: “Is there a different experience we
can create? Maybe it’s a useful model. Working with data science, you can often pivot and do something
else.” (P19)

Participants described using the workshop kit and worksheets in the guidebook for conducting

problem framing workshops where they collectively defined user needs and success metrics with their

cross-functional teammembers. A UX designer working on medical diagnosis shared an activity where

they asked their team to separately fill out a worksheet detailing the intended user, the intended use,

and the value for the user: “There was actually divergence . . . Then it becomes a discussion to align on
these.” (P5) Some participants shared that the guidance helped them assess whether AI was the right

fit for a problem or whether they should use heuristic or rule based approaches instead (P3, P12, P17,

P29, P31). However, some participants felt limited in questioning and reframing problems as their job

was centered around providing AI solutions: “I’m definitely not a person who believes machine learning
should be used for everything, but a lot of the projects that I work on are pre-baked with machine learning.
So I don’t often get to ask ‘should we actually use ML systems?”’ (P21)



3.3. Findings 21

Addressing AI’s specific design considerations. Participants often used the guidebook to iden-

tify and address AI’s design challenges around setting expectations and mental models, providing ex-

planations, designing feedback and control mechanisms, and mitigating errors (chapters 3-6). Some

participants noted that they had no prior knowledge around these challenges: “A huge part of it was
figuring out, what are the design considerations that we need to have when using machine learning?” (P19)
Most participants recalled cases where they used the guidance to influence product decisions: “[Based
on] the chapters in the guidebook, we provided a lot of feedback and explanations, and a lot of control
to users.” (P29) Specifically, they mentioned examining user journeys and service blueprints of their

products to identify where critical issues, such as trust issues or errors, might arise. A majority of par-

ticipants shared conducting focused workshops and design sprints to collectively envision solutions

that operationalize specific guidance (e.g. explainability).

Most participants became aware of problematic issues and UX breakdowns during testing or after

launch. Indicators of breakdown were typically lack of user adoption, lack of trust or satisfaction, and

error reports fromusers. Similar to reports inAI fairness literature [65], several participants commented

that addressing design challenges “tend to be reactive despite our best efforts” (P6), and expressed a desire
to anticipate these challenges early on: “the majority of our learnings happened in internal beta testing
when the feature is live, where it’s time expensive and resource heavy to make any changes. . . . [Designing
AI products] has been a learning curve for our team at every stage of the development cycle, from preparing
for launch to post-launch to internationalizing.” (P13)

Other participants reported that while they were aware of AI’s design considerations, it takes time

and several iterations to craft and implement thoughtful solutions: “We launched some of our initial
[image classification] features without really good feedback loops . . . We’ve had to see the real user impact
of some of the features in order to really put these principles into practice. So the guidebook was helpful
in getting from nowhere to somewhere. We’re seeing even now how much more we need to do, how we
need to build controls that are more flexible, more granular or have better clarity to help people truly avoid
harmful experiences.” (P7)

Explainability and trust was themost referred chapter; data collection and evaluationwas
the least referred chapter. While participants referred to all the aforementioned chapters, explain-

ability and trust was the challenge they spoke of the most. Interestingly, I observed that participants

used “trust” as a broad term to describe many problematic situations. Some participants spoke of intelli-

gibility, where users did not understand what the AI system could do and would not use the suggested

system actions (P1, P3, P9, P18). Others described usability and user acceptance issues, where users

understood what the system does, but would not trust it to do what it claimed it was capable of doing

(P13, P14, P24, P25). Few participants mentioned cases where the system produced biased or incorrect

outputs when describing lack of user trust (P6, P7, P29). Several participants reflected on the complex-

ity of trust as a concept: “[part of the challenge] is thinking of the different dimensions of trust, as it’s an
open-ended and complex concept. It’s almost like saying, what is love? It means different things to different
people in different situations.” (P6)
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I also noticed that only a few participants referred to the chapter around data collection and evalu-

ation (chapter 2). These participants spoke of issues around bias in machine translation (P6), automatic

speech recognition (P21), resume screening (P29). When explicitly probed, most participants shared

that they did not use the guidance around data as they worked with pretrained models. Among the

participants who were individual contributors (20 out of 31), only three were involved in the collec-

tion of initial training data. Instead, participants mostly worked on collecting user feedback data after

launch (chapter 5). Only one participant, a design lead on business intelligence applications, mentioned

using the guidance on data collection for designing systems for data labelers who annotate training data

(i.e. ‘design for labelers and labeling’) (P29).
Patterns and examples workwell, but there is a need for domain-specific examples. Nearly

all participants referenced the design patterns and examples, whether for developing internal resources

or for addressing specific design challenges as individual contributors. Several participants commented

that the patterns made the overall content and guidance actionable and practical. The major challenge

with design patterns was the relevance of examples for participants’ own domain. Participants’ crit-

icisms included the lack of breadth; narrow focus on consumer-based examples; and limited use of

real-life examples.

A majority of participants shared that they collected their own domain-specific design patterns and

examples. When I asked participants how they curated these patterns and examples, few dimensions

seemed important. First, participants wanted patterns that are hyper relevant: “... it’s not just medical,
but specifically examples around medical imaging.” (P5) Similarly, a UX designer pointed out that best

practices and patterns might differ within a specific technology area, such as language interactions:

“Confidence in voice is very different than confidence in chat. In voice, confirming what the user said
would be the best practice; for chat it’s surfacing multiple options.” (P21) Second, participants searched
horizontally and looked at adjacent domains to see a breadth of examples. For example, P13 working

on mobile communication referred to examples from email products; and P24 working on personal

healthcare devices looked at personalized home energy products for patterns around automation. Third,

relevance to own service type – consumer vs enterprise applications – stood out as a salient aspect in

collected examples.

In addition to collecting existing examples, several participants mentioned creating hypothetical

concepts and UI mocks for contextualizing how a pattern might apply to their product. They often

referred to the guidebook’s pattern representation illustrating patterns and anti-patterns as industry
standard, noting that they adopted this structure when creating their internal patterns. A UX lead

(P7) shared an internal example where they introduced even more granularity in the pattern and anti-

pattern spectrum. For example, they sketched four UI mocks for collecting user feedback: one without

any feedback mechanism, one with feedback mechanism but without any explanations, one with a

generic explanation, and one with a better use of explanations. Internal pattern collections became a

part of internal resources [detailed in section 3.2.1] and were typically documented using slide decks or

visual workspaces (e.g. Figma [49]). However, several participants desired more effective mechanisms

for sharing and reuse of this knowledge with other teams.
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Participants observed a positive impact on products, but shared many challenges around
measuring and evaluating impact. A large body of work in HCI has demonstrated the effectiveness

of the guidelines [89, 166]. Similarly, participants often observed a positive impact on products, and re-

ported overall positive perceptions around the usefulness and effectiveness of the guidebook. However,

several participants expressed challenges around measuring and evaluating the impact of guidelines on

their products (P2, P6, P11, P13, P25, P29). Participants mostly spoke of impact through metrics such as

increased adoption rate, satisfaction, engagement, task completion rate, and resolution time, measured

through qualitative or quantitative studies. However, they desired better support for measuring the

impact of incorporating AI design guidance in their products, including metrics and methods: “It would
be great to hear what others have done to understand how to measure success or understand what is ‘good
enough’ for launch.” (P13)

Related to measuring impact, several participants emphasized that it was critical to communicate

the product impact and the business case to the larger product team for the guidelines to be prioritized.

A UX researcher (P3) spoke of constraints of the product development process: “The only push back I
got from my team was, what priority is this? Should this be part of the MVP (minimum viable product)?”
They shared that the design team was able to make a case for incorporating explanations by creating a

few design concepts and validating the concepts through a user evaluation study.

Implications for AI Design Resources.

• Provide context-specific design patterns and guidance. Prior research has emphasized the

need for contextualization in AI resources and toolkits for fairness [37, 149]. The findings of this

study echo this; participants worked to contextualize the design considerations and patterns to

their products and applications. Future resources and guidelines should provide patterns and

examples that (i) are domain-specific (e.g., best practices for providing explanations in health-

care); (ii) include a breadth of service types (e.g. consumer vs enterprise applications); and (iii)

display a breadth of patterns for specific AI design considerations (e.g. different ways to collect
explicit feedback). Future work is needed to explore ways to index and organize such a pattern

library where practitioners can contribute their work. What would be a good level of abstraction

for contributing unpublished or hypothetical examples remains an open question.

• Provide both patterns and anti-patterns with varying degrees of granularity. Tradition-
ally, HCI research has followed well-defined formats for design patterns, such as Alexandrian

and Tidwell forms [140, 31, 4]. Interestingly, a majority of participants in this study seemed to

have adopted the pattern and anti-pattern structure that is commonly used in industry design re-

sources [59, 57] when developing their internal patterns. Studying how practitioners create and

appropriate AI design patterns marks a clear space for HCI and design research. Future work

can investigate these forms through artifact analysis to identify which dimensions are critical for

practitioners to effectively understand and apply AI design patterns “in the wild”.
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• Provide guidance onmeasuring and evaluating the impact ofHuman-AI guidelines. HCI
literature has provided several methods for evaluating design principles’ impact on usability and

user experience, such as comparative usability testing and heuristic evaluation [107, 26]. How-

ever, applying these methods for measuring the impact of AI design guidelines can be costly and

complex [89]. The findings confirm this challenge; many participants expressed difficulties in

measuring the impact of guidelines and principles in the context of their specific applications.

Future resources should provide explicit guidance on measuring and evaluating the impact, in-

cluding relevant metrics and methods for pre-launch (e.g. lab studies) and after launch (e.g. real-

world data). For instance, recent research suggested using factorial surveys for evaluating AI

systems that do not yet exist [89]. Guidance on evaluating the impact may help practitioners in

getting organizational buy-in and championing human-centered AI practices forward.

3.3.3 Emergent Practices for Broader Challenges

In this section, I present additional challenges that were not supported by the guidebook, and detail the

emergent practices I observed in response to these challenges.

Practitioners need more support for early phase AI ideation and problem formulation. A
major critique from participants was that while the guidelines were helpful for solving existing prob-

lems, little help was provided for finding the right problems: “The guidebook really focuses on optimizing
a design you already have . . . like diagnosing why something might not be working versus the envisioning
step.” (P13) Several participants highlighted needs for support in the early stages of the product develop-
ment for ideation and problem formulation with cross-functional partners. As a PM put it (P22), “There
is even a step before [defining user needs]: what is a problem that you could apply machine learning for? . . .
[Product managers] don’t even know how to ask a data scientist whether we could solve this through ma-
chine learning.” They emphasized the reciprocal relationship between product development and model

development, as they worked to find use cases where machine intelligence can improve products and

user experience:

“Given a current solution or an envisioned future solution, how do we ideate about what AI
could be doing or what the data requirements would be? . . . I feel like that probably happens
before you even get to such a guidebook.” (P30)

Interestingly, there were few participants who created their own resources and artifacts for scaf-

folding ideation and problem formulation with AI. Similar to reports in prior literature [157, 161], these

were AI capability abstractions that delineated a subset of relevant capabilities and value propositions.

For example, a UX designer working on business analytics (P1) shared an “AI pillars” framework they

created with their data science team prior to conducting a visioning workshop. The framework in-

volved the capabilities discovery, recommendation, prediction, and automation, where each capability

was detailed with the types of inferences and value (e.g. discover seasonality and industry trends to help
businesses understand market and customers). A UX researcher (P13) shared a similar framework out-

lining AI capabilities (e.g. identify, inform, anticipate, etc) and value propositions (e.g. save time, save
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effort, provide assistance, reduce distractions, etc). Reflecting on how this capability framework helped

with brainstorming, P13 noted:

“The framework offered [the designers and PMs] a way to think about what ML could do,
whereas beforehand, it was just the ML team who understood what it could do. There wasn’t
this shared understanding of what [ML] could offer. . . . Before, people were throwing out ideas
[sporadically]. Now [our] team has a hyper focused mindset of ‘what are all the things we
could do?’ . . . [to] brainstorm [new product] features within that capability.” (P13)

Practitioners described a hybrid design process to reconcile user-centric and AI-centric
approaches. When talking about the broader challenges of designing AI products, several participants

expressed tensions between user-centered design (UCD) and AI product development. Some partici-

pants reflected on the fact that having an already built AI model limits the solution space: “We were
already coming at it from, where can we add intelligence to add value? Not necessarily from a blank slate
like, what pain point should we solve?” (P3) Other participants recalled cases where the UCD process

alonewas not effective in identifyingAI opportunities. For example, a UX researcher tried engaging end

users in AI product development, but simply asking users where they need intelligence did not work:

“How do we develop a method that isn’t just asking people where they want machine intelligence? Instead
we can learn what’s painful about their process . . . [with an eye] out for where we can fit [intelligence] in.”
(P26)

Additionally, there were challenges in brainstorming without thinking about limitations and con-

straints of data and AI: “[In visioning workshops] teams tend to think of ideas that are too far ahead, then
you have challenges in grounding [ML ideas].” (P17) Some design leads and PMs simply recognized this

as a shortcoming of UCD: “[For] the ML or AI side, we don’t really have a process baked in at all. How do
we discover a new solution for customers or a feature or product that might be a good fit for an AI applica-
tion?” (P23) Interestingly, several participants described a hybrid process where they started both with

user needs and AI models or data, and sought to explore good matches in this problem-solution space.

As a PM put it (P16):

“[We do a lot of sketching] who are these personas, why [is this] useful? What are the range of
interactions that could happen? [Then thinking about] all the different inputs for training the
model that may have downstream value . . . [not only to ensure relevance but also] to minimize
the downstream risk.”

Implications for AI Design Resources.

• Broaden the scope of human-AI resources and guidelines to provide support for early
phase ideation and problem formulation. Recent literature on human-centered AI and fair-

ness in AI have highlighted the importance of early phase problem formulation, reframing, and

ideation for solving the right problem [112, 158, 161]. The findings confirm prior speculations

on the lack of guidance and support for early phase AI product development [158]. In response,
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some researchers explored curating AI capability abstractions and value propositions to sensitize

product teams to what AI can do [154]. The findings of this study echo this approach; several

participants expressed a need to understand what AI can do for ideating and formulating prob-

lems; and a few participants shared similar AI capability-value frameworks they had created as

aids. Future resources could include taxonomies and frameworks delineating what AI can do,

and what types of problems are best suited for AI to better support practitioners in ideation and

problem formulation.

• Support practitioners in incorporating resources into their existing processes andwork-
flows. Similar to findings from prior literature [157, 137, 42, 148], the findings point out that

practitioners start AI product development in different stages of AI model development; and that

the entry point might not be apparent for every team or product. Future resources can better sup-

port practitioners in incorporating guidelines and design considerations into their existing pro-

cesses by explicitly connecting them to different stages in AI product development. For instance,

resources around data collection can be used in upstream product development for concept gen-

eration; and in downstream product development for assessing current data collection practices.

Similarly, providing actionable forms and methods, such as design workshops and patterns, may

help practitioners in operationalizing design guidance. In particular, workshop resources that

can be adapted to collaborative work (e.g. visual workspaces such as Miro [98] and Figma [49]);

and to time constraints (e.g. one hour vs one day long workshop kits with facilitator resources)

can lower the barrier to entry for practitioners.

3.4 Discussion

3.4.1 Selecting the Right Human-AI Problem

HCI researchers have cleverly distinguished problem setting from problem solving [123, 21]. Our com-

munity has specialized methods for sketching – selecting the right thing to build; and prototyping –

building the thing right. This study revealed that while AI resources and guidelines support prototyp-

ing, they offer little support for sketching. AI products and experiences are difficult to ideate: once a

dataset is collected and a model is built, the design space becomes limited to certain problem framings

[158]. Participants in the study recognized this challenge, and expressed needs for support in early

phase problem formulation and ideation. I hope that the emergent AI capability-value frameworks

presented in this work will inspire future resources and guidance to support practitioners in selecting

the right human-AI problem.

On a higher level, these findings point to a more consequential problem: AI products fail when

human centered perspectives are lacking, especially in the early problem formulation phase. Several

participants shared hard learned lessons through project failures, highlighting how problem framing is

essential for success yet overlooked. Despite recent evidence [146], AI product failure is rarely discussed

in the HCI literature. Most HCI research around AI is focused on usability; yet our study shows that
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practitioners need more support for assessing usefulness. While the lack of methods for usefulness

is not specific to working with data and AI [58], identifying the right thing to design becomes more

critical for AI products as it can be extremely difficult and costly to make changes once an AI system is

built. I see a real opportunity for HCI practitioners to play a critical role in ensuring that AI products are

solving real problems. Future research should provide methods and resources for iteratively framing,

reframing, and pivoting to ensure a match between AI solutions and human needs.

3.4.2 Reconciling User-centric and AI-centric Approaches

Previous work surfaced the tensions between user-centered design process and the AI development

process, and speculated that AI product development may require design processes beyond UCD [50].

The findings echo this: I observed emergent processes that seemed to be a hybrid between user-centric

and AI-centric processes. Several teams shared that during problem formulation and ideation, they

limited their solution space to existing AI models and data sets. Similarly, teams spoke of their process

as customer or feature discovery, where they conducted needfinding studies with an eye for partic-

ular AI solutions. As prior research noted [157], their process resembled technology-centric product

development (e.g. lean startup [116], matchmaking [16]); yet it differed in that participants were not

considering all possible customers and users. Instead, they were looking at a small set of users related

to their products and services.

Future research should further investigate these new, hybrid design processes for reconciling user-

centric and AI-centric approaches. Similar to [112], ethnographic studies exploring different modes

of AI product development across different teams, organizations, and product settings might reveal

insights into how product ideas are selected, defined, and prioritized during early problem formulation.

New knowledge into AI product innovation processes may open up new opportunities for embedding

human-centered design approaches throughout the product development lifecycle. I encourage HCI

and design researchers to explore, speculate, and formalize the processes of practitioners by studying

these in the wild.

3.4.3 AI Design Guidance around Fairness

This study revealed parallels between AI’s design challenges and AI’s fairness challenges. Similar to

prior literature [65, 37], practitioners in this study expressed difficulties in mitigating potential bias

(P6, P7, P16, P20, P21, P29, P31). While industry AI design guidelines provide some guidance around

fairness and bias, these tend to be high level and underdeveloped [151] (e.g. “mitigate social biases” [6],

“consider bias in the data collection and evaluation process” [111]). The findings show that practitioners

currently lack a vocabulary to describe fairness issues. They need more granular guidance detailing

risks around trust and fairness. How might fairness and bias issues manifest themselves in specific

domains and AI applications? Madaio et al.’s work detailing practitioners’ fairness desiderata provides

a great starting point [94]. Future research should explore how to categorize and communicate fairness
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considerations in a way that is easy to incorporate into current practices (e.g. design patterns, case

studies).

From a broader perspective, this study highlights an overlapping scope between AI design guide-

lines and AI fairness toolkits. Currently, AI fairness toolkits are typically targeted towards engineering

and data science roles who drive the upstream AI development processes (e.g. data collection, model

building). However, this study and recent literature indicate that many other product roles (e.g. prod-

uct managers, UX designers, software engineers, domain experts) inform data collection practices and

contribute to improving fairness efforts [65, 94]. I suspect that the emergent practices around ideation

and problem formulation provide a great opportunity for identifying potential fairness risks early in the

development process collaboratively. Future research should investigate how these seemingly separate

guidelines overlap, and how to scaffold fairness efforts across multiple team roles and stakeholders.

3.5 Limitations

This study has several limitations. First, the study focused on a single resource, the People + AI Guide-

book, as an instance of AI design guidelines from large technology companies. Future research should

explore the broader landscape of AI design guidance, including resources from industry, academia, and

more. Second, by recruiting participants who already have used the guidebook, I may have sampled

practitioners who find AI design guidelines useful and are unusually motivated to use such resources.

Third, the participants mainly included designers and product managers, there are many other roles

involved in AI product development (e.g. software developers, researchers, data scientists, domain ex-

perts, policy makers) whose perspectives were not covered in this work. Future work should take a

broader recruitment approach to recruit participants from a wider range of roles, teams, and orga-

nizations, including people outside of academia or industry (e.g. government agencies, civil society

organizations). Finally, these findings are based on retrospective interviews that were conducted over

a limited period of time. Future research should include longitudinal ethnographic studies to fully

understand the uses and impact of AI design guidelines and resources.
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Chapter 4

Industry Best Practices
for AI Innovation

In this chapter, I investigate the industry best practices for cross-disciplinary AI innovation with a focus

on early stage ideation and problem formulation.

I collaborated with researchers at Accenture, a company that develops AI-powered enterprise soft-

ware for many industrial clients, to explore how their cross-functional teams navigate the challenges

of AI innovation. These were design and data analytics teams at an incubation hub, working on early

stage, first of its kind AI products and services. For example, they had recently designed and developed

a human-in-the-loop logistics platform where workers could customize the optimized route plans to

create detailed delivery schedules [2].

Partnering with these researchers and practitioners, I led a series of design workshops and discus-

sions. The workshops produced several interesting findings:

1. Designers bring more impact at early stage AI innovation through design thinking, systems

thinking, and service design, as opposed to searching for opportunities at the user interface level

of a project.

2. Designers had developed internal AI educational resources delineating AI capabilities with ex-

ample applications. These resources scaffolded cross-disciplinary, collective ideation with stake-

holders that did not have AI or data science background.

3. Close collaboration between design and data science offered a successful path for cross-disciplinary

AI innovation. Designers served as facilitators in early stage ideation and problem formulation.

4.1 Method

We formed an team composed of 22 participants, including academic and industry researchers, inter-

action and service designers, data scientists, research scientists, and AI engineers. We conducted three

design workshops with two teams, resulting in a total of six workshops. Each workshop session lasted

between 1-2 hours (10 hours in total). All participants had worked in professional practice for more
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Table 4.1: Our team comprised of researchers (R) and practitioners (P) with experience

across AI, HCI, design and data science.

ID Session Professional Role Exp. Org.

R1 All Principal Director/Fellow 10+yrs Industry

R2 1-5 Chief Technologist 10+yrs Industry

R3 All HCI Researcher/Designer 10+yrs Academia

R4 All HCI Researcher/Designer 10+yrs Academia

R5 4-6 HCI Researcher/Designer 10+yrs Academia

R6 All HCI Researcher/Designer 5-7 yrs Academia

R7 1-3 HCI Researcher/Designer 5-7 yrs Academia

P1 1-3 UX Designer 7-9 yrs Enterprise

P2 1-3 UX Designer 7-9 yrs Enterprise

P3 4-6 Design Research Lead 10+yrs Enterprise

P4 4-6 Service Design Lead 5-7 yrs Enterprise

P5 4-6 Service Design Lead 5-7 yrs Enterprise

P6 4-6 Service/UX Designer 3-5 yrs Enterprise

P7 4-6 Data Designer 3-5 yrs Enterprise

P8 4-6 Data Designer 10+yrs Enterprise

P9 4-6 Data Designer 10+yrs Enterprise

P10 4-6 Design Lead 10+yrs Enterprise

P11 4-6 Group Design Director 10+yrs Enterprise

P12 6 AI R&D Managing Director 10+yrs Enterprise

P13 6 AI Research Engineer 10+yrs Enterprise

P14 6 AI Research Principal 7-9 yrs Enterprise

P15 6 Data Architect 3-5 yrs Enterprise

than 3 years. Table 4.1 provides a summary of our research teams’ composition, relevant experience,

and the participants’ involvement in workshop sessions.

Each workshop session focused on a different stage in the innovation process, roughly to corre-

spond to the early phase (Discover, Define), mid-phase (Define, Develop), and late phase (Develop,

Deliver) [32]. We asked practitioners to complete a prework activity prior to workshop sessions, which

scaffolded the workshop activities described below:

Workshop 1. Designers created customer journey maps of their design process to detail their

current workflow, tools, and stakeholders as prework. Researchers shared a short presentation of their

projects on design-driven AI innovation, including a case study and design patterns for adaptive mobile

experiences [160, 170, 172]. Designers reflected on their recent enterprise design projects where they

improved UX with AI. Researchers probed whether, when, and how they envisioned AI-driven inter-

actions. We discussed whether interface-level AI innovations provide an opportune space for design-

driven AI innovation.

Workshop 2. Designers shared projects showcasing an AI experience they designed. We discussed

practices for ideating and prototyping AI-enabled products and services. We reflected on scenario and

wireframe generation with data and AI to understand how practitioners represented data dependency
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and user labelling of data in interfaces.

Workshop 3. Designers reflected on the tools, methods, and processes they used to capture, doc-

ument, and transfer their AI-enabled designs. Researchers introduced the concept of boundary objects

for collaboration [133, 30]. Designers and data scientists collectively discussed their innovation process

with a focus on cross-disciplinary communication and collaboration, and the role of design in facili-

tating AI innovation. Participants were asked to articulate challenges, pain points and best practices

for AI innovation. Following this session, we conducted an additional meeting with participants for

debrief.

Workshops were held over video conference, due to the Covid-19 pandemic. I recorded and tran-

scribed the workshop sessions, and documented the artifacts generated during the sessions or shared

prior or afterward. I analyzed the transcripts using thematic analysis [19], and discussed emerging

themes with our research team. I iteratively reviewed and synthesized the insights to identify thematic

patterns.

4.2 Findings

4.2.1 AI’s Design Innovation Space

In response to questions about how they envision AI-driven product and service innovations, designers

shared several examples where they recognized opportunities for AI to improve a situation. Prior

literature reported on designers innovating on the interface-level product features and interactions

[157]. Interestingly, participants shared that interface-level opportunities only partly cover how they

innovate with AI. In explaining how they worked, designers sketched a diagram to help illustrate their

view of the AI innovation space, the space where design thinking had the most impact (Figure 4.1).

UI 
Tasks

Flows 
Processes

Goals 
Systems

Interaction  
(UX) Design

Service  
Design

Systems  
Design

Figure 4.1: Three levels where designers can recognize or discover ways for AI to

improve work. The width of each level indicates the value and impact design brings.

The diagram illustrates design activities at three levels: interaction (UX) design, service design,

and systems design. At the top, AI optimized repetitive tasks that happen in an interface. At the

bottom, AI helped to improve workers’ performance, often by offering new insights or by augmenting

their capabilities. Participants reflected on the tensions between automation and augmentation, and
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referred to the bottom level as a richer space for design: “Often we hear the narrative “we’ll automate
the low value tasks for people to move to better jobs”, but no one designs what those jobs are. [Designers
can create value in cases where] you’re not going to reach a 100% automation as the data itself is changing
over time, and there is a role for the human in the loop to deal with the hard cases, but also to directly
train the algorithm ... [Design can have a positive impact] for the users as they can employ their skills; the
future of their job takes on some ownership for that model.” (P11)

Designers spoke about these three levels as a continuum, and they shared examples of recognizing

opportunities at each level:

Interaction Design (User Interface, Tasks): Designers had worked on a tool to classify financial

transactions. This application divided operational work between the AI system and the humanworkers.

The AI system automatically classified the most common and easily recognized transactions, and the

workers classified the infrequent, uncommon transactions that required their expertise and common

sense. As the interface design took shape, designers realized that the AI system could also classify

many of the uncommon transactions correctly. This switch accelerated the pace of the work. Based on

the new interaction design, workers only had to confirm if the classification was correct, or they would

repair the misclassified transaction. “The labels were there already. So we could use that as a placeholder
to say ‘is this right’ rather than asking [people] to fill it from scratch.” (P5)

Service Design (Flows, Processes): When designing an AI decision support tool for the phar-

maceutical industry, designers conducted design research to understand scientists’ mental models and

workflows. They found out that scientists search various web sites for data regarding clinical trials.

Realizing that this was crucial to their workflow, the team worked to ingest some of the data into the

AI system: “We circumvented linking off to a website that doesn’t necessarily fit with their flow and pulled
that data in and reorganized that in a way that suits them better.” (P5)

Systems Design (Goals, Systems): Designers had worked on an AI system to discover relevant

relationships between medical diagnoses and treatments [147]. They created a tool where clinical ex-

perts (typically nurses) reviewed the discovered relationships in order to validate that this might be

relevant. When a relationship was approved, it was forwarded to data scientists who used it to update

the knowledge graph. One human-AI challenge was to motivate high quality work from the clinicians.

The team reframed the role of these experts, shifting away from thinking of them as “coders” and ex-

plicitly referring to them as “AI curators”. This shift served to “upskill them, allowing them to be AI
producers without becoming data scientists” (P12). The interaction design used clinicians’ expertise to

build the AI’s knowledge graph; clinicians directly trained and maintained their AI system. The new

design simultaneously enhanced job satisfaction and improved AI learning and knowledge discovery.

Designers shared that the complexity of the AI system changed the level where design thinking

could impact innovation. P11 shared that for simpler AI systems, “...designers can focus on the UX, we
can use traditional [UX] methods and the target of analysis can be the human user.” For more complex AI

systems, “...design initially brings more value by mapping the functional system, its goals, and its causal
relationships. The methods move towards systems design, and the target of analysis is the socio-technical
system.” The challenge of envisioning how humans and AI systems collaborate and the division of work
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between these two different types of intelligence created a richer space for designers to draw on their

creative skills.

Recognizing an AI opportunity required three things. First, designers needed an internalized un-

derstanding of AI’s capabilities, and they needed to notice the availability of data required for a specific

capability. Second, they needed to conceptualize how the idea would lead to a co-creation of value

between the user and the service. Third, their ideas needed to be viable, meaning that any AI feature

requiring an additional cost would be assessed in terms of its value generation against the cost of de-

velopment: “It’s always come from this joint realization of, this is doable within the budget constraints and
access to data we have, but also this feature that we’re asking the user to do is really boring and repetitive
without it.” (P5).

When asked which actions helped them recognize AI opportunities, designers spoke about ob-

serving users, creating scenarios, holding co-design workshops, and wireframing. While conducting

research, they would notice user behavior patterns and repetitive tasks. P9 shared that they spotted

opportunities “... whenever I start looking at different user types . . . repetitive tasks, processes, and rou-
tines.” They mentioned recognizing opportunities during ideation, when they sketched and generated

scenarios. This happened both when working alone as well as in more structured group activities such

as co-design workshops. They shared that wireframing offered one of the best moments for discov-

ery: “...when you put the input area on an interface. . . you could say there’s an autocomplete here, or a
suggestion box. That’s the exact moment for me.” (P4) Below I detail the practices and approaches of

participants. While some of these are specific to working with AI, some are applicable to more general

design and data work (e.g. data-driven design).

AI Capability, Data, and the Data Pipeline

When starting a new project, designers invested significant time to understand the AI system described

in the design brief. They worked closely with data scientists, software engineers, and AI engineers to

understand how the proposed AI systemwould work and the data it would require. P5 described this as,

“trying to understand the technicalness of what’s going on with an AI solution ... what data is there that we
can use as a material. Almost like treating data as you would a dropdown or other design material. What
does the system know that we can then leverage for the UX?” (P5) They established a shared understanding
of the AI system.

Through a process of gaining an understanding of the intended AI system across several projects,

designers developed a deeper understanding of AI’s overall capabilities. This helped them learn to

recognize new opportunities: “The guise of us [designers] coming up to speed on what’s going on in the
project – as a consequence of that, we start to see those opportunities, saying, we know this already, so we
can use that to drive some other feature.” (P5) Designers used several techniques to engage their tech-

nical collaborators in understanding a system including diagramming, mapping logic flows, and data

visualizations. These functioned as boundary objects between the design and data science expertise.
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A lot of our job as a design team on this project was sitting with data scientists and making
them draw on a white board how it worked over and over again. ... I need to draw out a flow
box diagram, or logic flows, and sit down and explain it with people until we get a shared
understanding or mental model of what [the AI system] does. (P5)

We generated loads and loads of R plots to see what the outputs might look like, how you might
classify those outputs. And then we could go back to the data scientists with these plots on the
wall, and start asking them to annotate, label, and explain to us. (P8)

Designers largely worked on the first versions of a new system, making access to user logs impos-

sible. Data was frequently unavailable or difficult to access. As a workaround, they sometimes worked

with a scheme describing the structure of data that might be available or they worked with training

data being used to prototype the AI system. Even without ready access to data, designers invested

great effort in exploring data and worker benefit as part of the system concept. “When I’m doing data
exploration, I look for hooks and what those hooks can mean in terms of functionality or interactions that
you have in your user interface (UI). . . . for example if there’s longitude or latitude, it suggests a map or
some mapping functionality.” (P8) They frequently asked, “What is the action you want to take from that
dataset or what is the insight it’s telling us?” They frequently pushed clients and other stakeholders to

gain access to data resources. They noted that the design and analytics teams often worked together to

figure out if more data is needed: “Say, there are six things we need to stitch together to find an answer.
We know the three of those. We’re still trying to get the other three attributes of the data.” (P4)

In addition to the data and its structure, designers stressed the importance of understanding the

data pipeline: “It’s not just understanding what data we have available, but it’s understanding which
systems the data sits on, and whether data can be transferred across systems to be used together. So really
the piping, can we pipe this data out of this system into this other system in order to achieve a particular
goal?” (P10) They oftenmade systemmaps to learn the overall data flow between the front end and back

end. Diagramming and mapping helped reveal design opportunities beyond the interface (P5, P9, P10).

While designers shared that combining datasets across sources may reveal new design possibilities,

they raised several concerns around privacy and ethics (P1, P3, P9, P10, P11, P12). Participants were

skeptical of the use of data and AI for adaptation or personalization in enterprise applications. They

noted that features requiring user models may enable employers to infer worker’s productivity, and

could be instead designed through customization without the use of data or AI. While our focus was

on envisionment, our discussions surfaced tensions around system boundaries – how much a system

knows about its users versus how much it actually needs to know.

Tools, Methods, and Resources

Designers talked about their use of design tools and methods: “Going from UX to service, it’s a lot of the
same [design] tools but you’re expanding your reach.” (P10)” They used a combination of UX methods

(e.g. interaction flows, personas, scenarios, user journeys), and service and systems design methods

(e.g., service blueprints, systems mapping, causal loop diagrams). To address the challenges of working
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Figure 4.2: Augmented tools, such as (a) service blueprints with a data swim lane, and

(b) annotated wireframes supported designers in understanding and communicating the

role of data within their design.

with AI and AI’s need for data, they augmented service blueprints, adding data as a distinct swim lane

(Figure 4.2a). They spoke about this as a way of visualizing the data pipeline. They annotated the data

swim lane to describe the role data played, and they annotated wireframes to indicate the data source

for specific UI features (Figure 4.2b).

In addition to augmenting service blueprints, they also tweaked the service model canvas, creating

what they referred to as a “data-driven service design canvas” (Figure 4.3a). They frequently used this

tool to support ideation and team alignment around data needs. Based on the canvas, they created a

set of logic statements using the structure, “if this, then that.” These statements aided ideation, explo-

ration, and scenario construction: “We give people post-its where they put [if, and, then] clauses together
with actions, so ‘if nothing was rejected on the last delivery, then repeat shopping list’.” (P9) The can-

vas explicitly prompted designers to think about the AI’s value proposition and the data requirements

through questions such as “how will this service help to make people’s lives better?”, “when is the service
triggered?” and “what data is needed at each point?”. This exercise helped them build sophisticated

data-driven services.

Drawing from data science’s use of the terms insight, action, and outcome, designers created an

exercise meant to capture the connections between these elements [92]. Data science team members

were asked to complete cards that displayed the prompts: “I want to know [Insight] so that I can [Ac-
tion] to enable [Outcome]” (Figure 4.3c). This exercise enabled the team to identify useful features and

functions of the AI system: “There were many different features that [the technical team] could begin
to engineer but we were trying to figure out what was important to see, what was important to interact
with. ... [This exercise] allowed us to spill out bite sized, finite pieces of ideas to then together formulate
something coherent.” (P8)

To help improve their collective understanding of AI capabilities, designers created new resources

[41, 40], such as an AI Capability Matrix (Figure 4.3b). This was meant to translate well known AI

mechanisms such as natural language processing and computer vision into AI capabilities designers
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Figure 4.3: (a) Data-driven service design and systems design methods scaffolded de-

signers’ thinking around the AI system and its dependency on labelled data, (b) the AI

CreativityMatrix was used to learn about and ideate AI capabilities, (c) Insights-Actions-

Outcomes cards helped breaking down AI features into pieces for formulating ideas.

could envision from. The matrix used action verbs such as see, read, and hear, which made the capabili-

ties explicit and put them in approachable terms. They explained that the capabilities within the matrix

also needed AI exemplars to become actionable to designers: “One of the key things around our design
and AI educational materials was examples. For a lot of people you actually have to show, you need to give
them those inspirational examples.” (P11) For instance, when talking about “seeing” as a capability, they
described a system that used computer vision and natural language processing. This system could “see”
text on packaging. It then “read” the text it found, extracting the ingredients in order to monitor for a

conflict with a known set of food allergies. They thought of these capabilities as functions that could

be combined, such as “seeing” text and then “reading” any found text. Using action verbs instead of

technical AI terms and mechanisms made ideation workshops more accessible for designers, product

managers, clients, and other stakeholders that did not have AI or data science training.
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4.2.2 Barriers to AI’s Design Innovation

Designers spoke frequently about value delivered by AI innovations using service design language.

For example, they talked about the co-creation of value between the company (service provider) and

workers (users). The terms “accelerators” and “enhancers” were used to talk about two major types of

value propositions: accelerators speed up the pace or reduce the effort for current work, often fully

automating input tasks; enhancers improve the quality of output and the experience of work.

Proposals for a novel use for AI or a new form of human-AI interaction had to be proven as a

business case to justify the investment. The value co-creation embodied in designers’ concepts needed

to easily outweigh the development and operational costs for building and deployment. Value for

an accelerator was easier to quantify, estimate, and justify. Enhancers seemed more challenging to

justify. Some value propositions designers used included increasing job satisfaction, enhancing decision

making, improving the quality of data collection, and capturing organizational knowledge that might

have potential future use. Designers shared that experiential value was often impossible to estimate

without building experience prototypes: “It’s not just user acceptance testing. If you’re actuallymeasuring
the [AI system’s] impact, you have to simulate the thing that you want to measure.” (P11). They gave an

example of an interactive decision support system where they had to build a simulator with a new set

of metrics and key performance indicators (KPIs) to assess the value that the AI system might generate

[142].

Innovations at the interface level most frequently took the form of accelerators that speeded work.

Interestingly, while the value in terms of saved worker time was easier to estimate, designers described

these innovations as much harder to pitch as a convincing business case. “If you start [innovating] from
the UI, you need to convince the next levels as the business case provides the constraints.” (P11) Business
constraints, including project timelines and budget, played a critical role in determining what would

and would not be included in a design. In most cases, the easily estimated value for an interface-level

innovation was considered too low compared to possible development costs or risk to tight project

timelines.

Designers used a simple heuristic to think about the cost of an AI feature: (1) The idea is doable with
the existing AI model and the dataset, (2) It requires collecting new data, (3) It requires building a new AI
model and collecting new data. Consequently, the AI opportunities that designers searched for would

often repurpose existing data or include only small extensions to the currently collected data. If an idea

required AI development with additional cost, such as building a new learning model, it would likely

move out of the current plan and get added to the future product roadmap. In some cases, the value

for an innovation was not considered large enough, while in other cases, the value proved difficult to

estimate. When deciding whether to pitch an idea, designers faced a challenge in that they did not have

a good sense of the development effort for their idea in terms of cost or time.

Designers all agreed that estimating software costs was not their job. The opacity of this estimate

seemed to discourage them from suggesting AI proposals. They tended to refer to any AI applications

that required additional investment as “costly” or “expensive”. We discussed several AI applications in
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existing products and services to delineate what is cheaper, and what is more expensive. For exam-

ple, building a single model for a system would be cheaper than building a separate model for each

user. Similarly, building static models or models that are updated infrequently would be cheaper than

building models that required constant data collection and frequent model building. Our conversations

surfaced these cost-related properties as key aspects for designers to get a rough estimate of “how

expensive” a proposed AI innovation might be. However, little confidence was expressed in design-

ers’ ability to make an accurate estimate, with the exception of design leads. The “expensiveness” of

different AI capabilities and data collection remained more elusive.

In discussing an innovation’s value and the challenge of making a business case, designers fre-

quently described their work as defining an MVP – the minimum viable product. They described the

culture of their work as very fast paced with strong budget and time constraints. This demanded a

focus on articulating and refining a core set of features that co-created value. They used tools such as

the impact-effort matrix [60] to rapidly qualify and assess ideas: “If we recognize that the feature has
a very high value for the user and requires a very low [design and implementation] effort from the team,
that’s a quick win. If it is something that has some uncertain value to offer the user and it costs a lot,
usually you tend to park that under the ‘nice to have’ or ‘let’s consider this in phase 2’.” (P1) Only high

impact-low effort AI innovation ideas moved to the development phase.

4.2.3 Cross-functional AI Innovation

We asked participants about the best practices to overcome the gaps in collaboration between design

and data science. Teams emphasized co-located, informal collaboration in successfully spanning the

cross-disciplinary gap. Below, I describe the role of designers in AI innovation teams, and then discuss

artifacts and boundary objects that facilitated collaboration.

Role of Designers in AI Innovation

Design practitioners supported AI teams in three ways: 1) designing the human-AI interaction, 2)

facilitating alignment, and 3) facilitating collective ideation. The first two activities were part of all

projects, while the third seemed to happen less frequently on select projects.

Designing human-AI interaction. A principal task for designers was to design human-AI inter-

action. Designers typically joined ongoing projects, after the data science team performed analytics

and developed a proof of concept algorithm for a particular use case. Joining a team meant that at this

stage, designers worked on an AI solution predefined by the clients and shaped by the team: “There
may be a very defined business area where the client already has data and they know what the value is.”
(P11)

The design process for designing human-AI interaction did not differ radically from traditional

design processes. However, designers spent more time in the early stages of product development to

be able to “frame what it is [the technical teams and the client] want to do.” (P9) Designing human-

AI interaction required special attention to usability issues and user acceptance. An essential part of
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designers’ work was situating AI in users’ workflow: “If we’re designing an AI solution that’s going to
take away part of [users’] work or responsibility, we really need to understand how they think about that so
that they can trust the outcome, but also it fits better to their workflow.” (P5). Participants highlighted the
importance of design research to understand user needs around trust, explainability, interpretability,

transparency and acceptance of AI systems.

Designers spoke of “design as communication”: “We usually work with the outputs [of the model].
We innovate by improving flows, interaction concepts or improving the adoption of UI components.” (P1)
This often involved presenting the complex output of AI systems to end users in ways that supported

their mental models. For example, when designing a contract risk analysis tool, designers worked on

representing the level of risk for a given contract. Design, data science, and business teams worked

to define confidence score thresholds to rank and surface riskier contracts for users to immediately

act on. Designers often thought about error recovery and potential errors users can introduce when

generating labels. They frequently asked data scientists “What would happen if the user did this, is that
going to ruin the algorithm?” Some projects required making speed and accuracy trade-offs, and an

understanding of users’ willingness to wait and tolerate delays. In such cases, interaction design had a

direct impact on algorithm selection (P1, P11).

Facilitating alignment. Similar to research describing designers’ role as facilitators [95], par-

ticipants often spoke of themselves as facilitators on AI teams. They played a key role in alignment

between disciplines: “The designer is someone who has to go between data scientists and software engi-
neering because design speaks visual language and everyone can look at it and point at things.” (P5) In
initial phases, designers worked to facilitate stakeholder alignment in terms of setting project goals,

requirements, and success metrics. They used knowledge elicitation exercises and boundary objects

[detailed in next section] to help technical teams and clients articulate their objectives around target

inferences. In later development stages, they held workshops with stakeholders to discuss and prior-

itize features through scenarios and wireframes: “That’s where we get together all ideas and make the
plan for what the product or prototype should be and set those functional requirements.” (P4)

Facilitating collective ideation. Depending on the project, designers occasionally engaged in

problem formulation – envisioning and reframing to align on the right design. As described in early

stage AI strategy projects: “We have clients who come in for an open innovation session where they have
some key strategic areas they want to go. Part of the goal is helping them ideate about potential applications
of AI using design thinking methods. If you get [clients] at that stage, you don’t know if they have the data
[for an AI application].” (P11) In these cases, designers facilitated early phase collective ideation and

problem formulation. They held co-creation workshops with cross-functional teams and stakeholders,

and engaged their clients in idea generation using self-developed AI ideation tools, such as the AI

Capability Matrix. Together, the team, the client, and stakeholders mapped out the problem space

using concept mapping, and worked to identify models and data types that can drive particular design

goals. This approach to envisioning AI strategy seemed like an approach in between matchmaking [16]

and traditional user-centered design.
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There were also cases where designers were able to broaden the project framing using design think-

ing and design research to get to the root causes of problems. One example was a project in the public

safety domain: “The primary objectives given by the client would only solve a subset of issues. So how do
you then also solve the periphery issues that are associated with making this more effective?” (P3) They
used systems design methods including systems mapping and causal loop diagramming to explore the

relationships between technical, cultural and organizational challenges, leading to discovery of emer-

gent user and business value (P3, P4, P11).

Collaboration and Boundary Objects

Co-located work was an intentional organizational decision that made design and data science collab-

oration easier. Data scientists stated that by working with designers, they became more conscious of

their assumptions about end users’ understanding of AI system outputs: “As a data scientist, I bring a
lot of assumptions, ‘of course [the users] are going to understand this’ ... [I realized] that we need to take
more time thinking about the outputs with the designers.” (P12, P13). It was noted that collaborating with
designers early in the process leads to “a happier marriage” (P13). One data scientist shared that in ad-

dition to increasing business value, they became aware of the “experiential value” – value of improved

user experience: “[The design] allowed [users] to share their expertise. This was an experience that they re-
ally value now in their new role. ... I wouldn’t have been sensitized to the potential value on that experience
side if it weren’t for the designers on the team.” (P14). The data science team also benefited from working

with designers in eliciting requirements from domain experts, as design practice has well-established

methods and tools for knowledge elicitation from end users (P10, P11, P12).

Designers shared that working with data scientists made them more data aware. They also seemed

to be running their ideas by data scientists, using their expertise as a proxy [157] for understanding

AI’s design possibility space:

As a designer, I’m not often sure of what’s required to run a particular idea I have. That’s sort
of the nature of the conversation, which is I draw something. I’ll go to someone on the team
and say, can I talk to you about this? I’m thinking it’s going to be useful, I think it’s possible,
but I actually don’t know. So I need your input. Hopefully they come with a constructive
attitude to build on the idea. (P5)

Designers stated that working with data scientists helped them to identify the root cause of pain

points, especially in the research phase. They shared including all team members in design research

as a best practice, especially with data scientists: “A data scientist will want to know something very
particular, like ‘do [users] use this kind of data?’ They get an opportunity to reprobe certain areas that we
might not have probed as we don’t have the experience or knowledge.” (P10) They noted that this collective
approach to design research yields more value (P2, P5, P8, P10).

Close collaboration was not without challenges. Confirming prior literature [113], teams expressed

that the lack of shared language was a challenge: “Even though [the data scientists] are speaking English,
it’s like they have a different language. What does it mean to have outputs from a knowledge graph in
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practical terms?” (P9) We discussed artifacts that facilitated communication and collaboration across

roles throughout the AI development process. Participants readily identified several boundary objects,

including whiteboard sketches and visualizations, annotated wireframes, and service blueprints with

data annotations:

When that data layer was added [to service blueprints], it made a huge difference in terms of
the data scientists being able to talk through the process with the designers. Because it’s really
important for us where the data feeds in, so we know when we can use it for our analytics and
AI. (P12)

[Annotated wireframes] was designed to make our conversations with the development team
a lot easier, because you’re drawing this box, but where does this box pull its data from? (P5)

These responses provided evidence of the use of boundary objects for scaffolding conversations

between design and data science. Boundary objects were used in sketching to facilitate a shared un-

derstanding, and in prototyping to detail data dependencies.

4.3 Discussion

Prior research detailed AI’s design innovation with existing AI products and services [157]. This work

revealed that design expertise can play a more critical role in early phase AI product development by

facilitating ideation and problem formulation across a broad set of stakeholders from different disci-

plines. Below, I reflect on these emergent best practices and discuss how these inform future research

directions.

4.3.1 Design Facilitation for Cross-functional AI Innovation

Prior work reports a gap in AI innovation: data science teams envision AI applications that users

do not want; designers and domain experts propose AI applications that cannot be built [155]. The

design and data science teams in this study were able to span this gap through co-located, informal

collaboration. Data scientists helped designers assess the technical feasibility of their ideas. Designers

supported data scientists in working with domain experts for knowledge elicitation. Although in select

projects, design teams do engage in problem setting and reframing the right AI thing to design, activities
that are considered designers’ forte [169, 47]. Role of designers expanded beyond designing human-AI

interactions to ideate on the value AI could and should bring.

This finding about design facilitation in early phase ideation and problem formulation marks a

clear space for further research. What roles can and should design expertise play in cross-functional AI

innovation? What types of value and impact could designers bring when they are involved in ideating

and selecting the right AI thing to build? Recent research has highlighted the need for broadening

stakeholder participation in AI through design to account for inclusiveness or fairness goals [36, 131].

This study showed that design thinking and facilitation may provide a path forward.
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4.3.2 Resources for Facilitating Ideation and Problem Formulation

Previous research investigating AI as a design material has shown that designers who worked with a

large set of AI capability abstractions and examples were more successful and comfortable at working

with AI [157]. Practices of design teams in this study confirmed this observation. Participants had an

implicit understanding of AI’s capabilities and they frequently envisioned and recognized opportunities

where AI could add value. In addition to a general understanding of AI capabilities, designers worked to

gain an in-situ understanding of the AI system – what the AI system knows and what it is doing in that

particular context with that particular data. Teams who wish to innovate with AI will need to prepare

themselves for noticing the availability of a dataset and exploring it; envisioning the data pipeline; and

effectively communicating how value co-creation is likely to generate sufficient, measurable impact.

This study provided details on the types of tools, methods, and exercises that helped to envision

novel forms and functions of AI. Innovation teams thought of AI capabilities as action verbs (e.g. read,
see, listen) as opposed to thinking about the technical mechanism (e.g., neural networks, collaborative
filtering). I suspect that the identified AI capabilities would generalize to many contexts and applica-

tions beyond the enterprise. The self-made tools participants developed for internal use, such as the AI

Capability Matrix (Figure 4.3b), suggest a need for new tools to help with envisioning. Taxonomies and

resources can be created that explicitly document AI capabilities with exemplars to help innovation

teams operationalize AI concepts. Notably, the study showed that stakeholders without data science

expertise benefit from these resources in participating collective AI ideation.

Innovation teams would also benefit from new knowledge elicitation tools and exercises that sup-

port team alignment on AI projects. Participants used diagrams, data visualizations, and service and

systems design tools to elicit knowledge from data scientists and domain experts (e.g., subject matter

experts, clients) about the AI system, the dataset, and the data pipeline. These tools served as bound-

ary objects between different types of expertise; they helped in discussing the data dependencies, in

identifying root causes, and in formulating novel and coherent AI system behaviors.
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Chapter 5

Developing A Taxonomy
of AI Capabilities

The previous chapter detailed the best practices of cross-functional teams around AI innovation. I

highlighted the role design thinking can play in facilitating collective ideation and problem formulation.

I also presented practitioner-created resources to help teams identify AI opportunities.

This chapter describes the development process of a taxonomy of AI capabilities, a resource to

scaffold early phase ideation.

I took a Research through Design approach, engaging in an expansive design process that spanned

four years. I conducted two design experiments where the outcome of each experiment reframed the

research goals and questions:

Design Experiment 1 focused on creating a resource that captures AI capabilities and examples.

I curated a collection of 40 AI examples used in many commercial products and services across a wide

range of domains (e.g., spam filter, language translation, product review analytics). Using a bottom-up

process, I iteratively analyzed each example and delineated what AI can do from how AI works. This
experiment resulted in a taxonomy of 8 high-level AI capabilities (detect, identify, estimate, forecast,
compare, discover, generate, and act), a collection of 40 AI examples with granular capabilities, and a

grammar for describing and extending the taxonomy with new capabilities and examples. The experi-

ment led me to further probe the usefulness and the impact of this resource on ideation.

Design Experiment 2 focused on understanding the usefulness of this resource. Do capability ab-
stractions and examples improve the ideation of AI concepts? How and when should these be considered in
the design process? What should more successful ideation and related outcomes look like? To explore these

questions, I created a set of slides documenting high-level AI capabilities and examples. I asked design-

ers to ideate AI-enabled product features before and after reviewing the slides. The resource helped

them to consider more AI capabilities, but designers still generated ideas that would be difficult to build.

They mostly focused on situations that require near-perfect model performance. This experiment re-

vealed AI model performance as a key consideration, and resulted in a Task Expertise-AI Performance

matrix. The mapping of AI examples on the matrix suggested that innovators should search for places

where moderate model performance creates value. I also observed that a user-centered approach (iden-

tifying pain points prior to consideringwhat AI can do) unintentionally limited the ideation of buildable



44 Chapter 5. Developing A Taxonomy of AI Capabilities

concepts and the exploration of the problem-opportunity space.

Below, I unpack each experiment, detailing the research goals, the design process, and my reflec-

tions on the insights gained.

5.1 Design Experiment 1: Collecting AI Examples

I had three requirements for the AI capability taxonomy:

1. Capabilities over mechanisms. I wanted to capture capabilities; what AI can do. This is in

contrast to most AI literature that focuses on describing mechanisms; how AI makes an inference

(e.g., deep neural networks, etc).

2. Useful. I wanted a useful collection that could guide designers and non-data scientists away from
envisioning things that cannot be built. I cared less about capturing everything AI might possibly

do. I wanted this resource to capture what designers could reasonably ask AI to do.

3. Extensible. I wanted the resource to be extensible. AI keeps growing and changing, and I wanted
to make it easy to add new examples and capabilities to keep up with the advances in technology.

5.1.1 Design Process

This iterative process involved three main activities: collecting examples, drawing out and abstracting

capabilities, and critiquing this emerging resource. This process took four years and involved several

complete restarts. I kept working on this until achieving what felt like a stable collection of AI ex-

amples, detailed low-level capabilities, and links showing how these lead to eight high-level capability

abstractions. As part of the process, I met with AI experts to discuss and critique the collection in order

to discover gaps and missing capabilities.

One continuous challenge was defining what counts as AI, a point the experts repeatedly raised.

Prior research noted an absence of discussion on “what AI means as it relates to HCI or UX design” [158].
Unfortunately, there is no agreed upon definition of AI, even within the AI research community. While

the term is broadly used, it is also disputed and its meaning remains in flux [135]. In my search for AI

examples and capabilities, I chose not to employ any specific definition of AI. Instead, I used “artificial

intelligence” as a search term and accepted the search results I got back. I view this as an operational
definition of AI [158] that collectively comes from people writing about and discussing AI.

Collecting AI Examples

I first generated a small set of AI examples by drawing on my personal experience designing and study-

ing human-AI interaction. The initial set included 15 products and product features across various tech

companies (e.g. Amazon Alexa, Google Translate, etc). The critique of this initial set raised several cri-

teria that I used for the remainder of the project to improve the selection of examples: granularity,

generality, and breadth.
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Table 5.1: The collection of 40 AI Examples across 14 domains.

Domain AI Example

Education Automated Essay Scoring

Personalized Lesson Plans

Energy & Infrastructure Home Energy Optimization

Predictive Maintenance

Finance Robotic Invoice Processing

Stock Trading Recommendations

Governance & Policy Child Welfare Risk Assessment

Infectious Disease Forecasting

Healthcare Drug Discovery

Medical Imaging Analysis

Synthetic Health Data Generation

Smartwatch Workout Detection

Hospitality Review Analytics

Smart Pricing

Human Resources Resume Screening

HR Chatbot

Workforce Scheduling

Leisure, Content & Media Smart Speaker Question Answering

Media Feed

Game Player

Image Style Transfer

Mobile App Face Filter

Deepfakes

Manufacturing Crop Monitoring

& Agriculture Defect Detection

Robotic Pick and Place

Marketing & Sales AR Item Viewer

Personalized Advertisements

Web Usage Analytics

Office Productivity Text Generation

& Business Workflow Spam Filter

Language Translation

Meeting Summarization

Risk Mitigation & Security Biometric Security

Fraudulent Transaction Detection

Science Aerial Wildlife Monitoring

Weather Prediction

Transportation Lane Departure Prediction

Navigation Route Planner

Autonomous Parking

Granularity. The initial set of examples mixed whole products, like Amazon’s Alexa, and product

features, like a spamfilter found inmost email clients. Products proved to beway too complicated. They
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often involved many unrelated AI capabilities as well as lots of non-AI technology. I refocused on AI-

enabled features within products and services (e.g. email spam filter, smart speaker question answering,
fraudulent transaction detection). For the remainder of the project, when we critiqued the examples,

we focused on if the feature felt self-contained and if it matched the level of granularity of the other

examples.

Generality. The initial set of examples included AI products specific to a single company and AI

features found across companies. For example, Alexa was specific to Amazon while spam filters could

be found in many email applications. Given my focus on supporting ideation, I decided to focus on AI

features that were not bound to any specific company. The fact that a feature repeatedly showed up

across companies and products offered a soft guarantee that it could be financially viable and technically

achievable. I felt this quality could increase the ideation of buildable AI concepts.

Breadth. I noticed our initial set of examples almost exclusively contained consumer-facing prod-

ucts and services. The examples were mostly from mobile apps and online services. The collection did

not have things like Defect Detection used in manufacturing nor any business-to-business services. I

realized I needed to broaden the search beyond my personal AI experience to better capture more of

the ways AI could co-create value for different stakeholders.

I shifted my search strategy, first focusing on identifying a set of industrial domains. I conducted

online searches for industries most impacted by AI and synthesized various lists. These lists came from

industry-focused news and media, research articles, and white papers. The synthesis resulted in a list

of 14 domains (Table 5.1). Next, I searched for the most common AI applications and features for each

domain. From these, I selected two to four examples for each domain. I then searched across all of

the examples and eliminated ones that had a large overlap. This process was impacted by critiques

to examine granularity and generality, and by the meetings with AI experts to find gaps. The final

list included 40 examples related to the 14 domains. For each example, I created a short definition,

described how value was co-created between the service and the customer, and I classified the example

as being either business-to-business or business-to-consumer.

Extracting Capabilities from AI examples

I conducted a bottom up analysis of the examples, identifying the specific capabilities each required.

I searched for explanations, triangulating across various sources including research papers, business

and news articles, marketing product descriptions, and API documentation. In deciding what should

count as a capability, I made distinctions between the inference, and the reaction an application has

following the inference. For example, email applications classify emails as spam or not spam and then

sort them into the inbox and spam folder. I considered the classification of the email as an AI capability.

I did not include automatically sorting classified documents, viewing this as disconnected from the AI

capability. Similarly, I worked to separate the user interface presentation of AI output (its form) from

the capability. For example, I captured that a retail service’s recommender compares and ranks all items

for sale as an AI capability. However, I viewed the choice to present these in the form of a ranked list

of recommendations as a design choice and not as an AI capability.



5.1. Design Experiment 1: Collecting AI Examples 47

AI Example Capability Level 1 Level 2 Level 3 Level 4
Action + Inference + Data Action + Inference

(abstracted)
Action + Inference
(further abstracted)

Action

Biometric Security

Detect face in image

Identify face in image

Detect face in depth map

Identify face in depth map

Detect fingerprint in image

Identify fingerprint in image

Detect voice in audio

Identify voice in audio

Detect face

Identify face

Detect fingerprint

Identify fingerprint

Detect voice

Identify voice

Detect person

Identify person

Detect

Identify

Figure 5.1: AI example Biometric Security has eight unique capabilities converging into

high-level capabilities Detect and Identify.

I searched for an appropriate form to capture capabilities by writing terse descriptions. As I worked

across examples, a simple grammar emerged: Action + Inference + Data/Entity/Metric. Each example had

several capabilities captured in this terse structure. For example, Biometric Security lets users unlock

things with their face. The example has the capability to Detect (action) + a face (inference) + in an

image (data). Detecting things (e.g., is there a person or an object in this image?) is different from

Identifying things (e.g., is this Jane’s face?). Each individual capability captured a distinct inference or

data type (e.g. face in image, face in depth map, voice in audio) (Figure 5.1).
I worked on two additional tasks in parallel to the effort to capture a precise set of capabilities: 1)

I developed consistent terms for everything labeled as an Action, Inference, or Data/Entity/Metric; 2) I
worked to move up to higher levels of abstraction from the terse, detailed description of the capabilities.

I tried many different verbs to describe the actions, many different terms to describe the inference, and

many terms to describe the data, entity (the subject of an inference), and the metric. For example,

the capability Estimate size of tumor has an entity (tumor) that is the subject of the inference (size).

Through an iterative process, I consolidated these into a non-overlapping set. This resulted in 8 high-

level Actions (Level 4) and 17 inference clusters (Level 3).

Inspired by scientific work on taxonomies, I wanted to capture a similar hierarchy for the AI ca-

pabilities hoping that this would make them more understandable and useful. I tried various ways of

visualizing the connections between the AI examples, the first level of the AI capabilities, and the higher

level capabilities, eventually settling on a Sankey diagram. This made it easy to see clusters forming at

different levels. For instance, Identifying a face (Level 2) is ultimately about identifying a person (Level

3). A person can be identified by their face in an image, or by their name in text, or by their voice in
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audio. All these low-level inferences would abstract to “person” (Figure 5.1).

Stock Trading Recommendations

AI Example
Action + Inference + Data / Entity / Metric Action + Inference Action + Inference Action
Capability Level 1 Level 2 Level 3 Level 4

Medical Imaging Analysis

Autonomous Parking

Text Generation

Discover relationships between news & stock prices

Forecast peak price of stock

Forecast price of stocks

Detect medical anomaly in image

Identify anomaly as tumor in image

Identify malignant tumor in image

Estimate size of tumor

Identify tumor type in image

Discover medical anomaly in image

Identify driver’s intent to park in vehicle telemetry

Detect objects in sensor stream

Detect parking space in image

Identify objects in sensor stream

Estimate size of parking space

Generate motion path to parking space

Act motion path to park by minimum moves

Compare phrases by partial sentence fit

Generate next word of sentence

Generate ending of sentence

Discover correlations

Forecast peak point

Forecast financial attribute

Detect visual anomaly

Identify visual anomaly

Identify class

Estimate entity size

Discover visual anomaly

Identify user intent

Detect object

Detect space

Identify object

Estimate spatial size

Generate motion plan

Act motion plan

Compare phrases

Generate word

Generate sentence

Discover relationship

Forecast time

Forecast attribute

Detect anomaly

Identify anomaly

Identify attribute

Estimate world

Discover anomaly

Identify activity

Detect world

Identify world

Generate plan

Act plan

Compare entities

Generate text

Discover

Forecast

Detect

Identify

Estimate

Generate

Act

Compare

Figure 5.2: An excerpt of the examples and four capability levels rendered as a Sankey

diagram.

Figure 5.2 provides an excerpt of the AI example-capability relationships rendered as a Sankey

diagram. A complete Sankey diagram can be found at aidesignkit.github.io along with definitions for

all of the Actions, Inferences, and Data/Entity/Metrics. A description of the eight high-level capabilities

can be found in Table 5.2.

5.1.2 Reflection

This design experiment produced several artifacts that collectively provide a resource of AI capabilities

and examples. These are captured in the following documents:

1. A detailed list of all AI examples documenting the example description, service type (B2B or

B2C), how they co-create value for customers and services,
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Capability and Synonyms Definition

Estimate
Rate, Grade, Measure, Assess

Infer a value (e.g., position, size, duration, cost, impact) 
related to the current situation. This is about making an 
inference about now.

Forecast
Predict, Guess, Speculate

Compare
Rank, Order, Find Best, Find 
Cheapest, Recommend

Detect
Monitor, Sense, Notice,
Classify, Discriminate

Infer a value that will be true or some attribute or impact of a 
future situation that may or may not happen (e.g., stock price, 
sales, weather, chance of something being true).

Compare a collection of like items based on a metric (e.g., a set 
of social media ads based on the likelihood a user might click). 
Allows services to select, rank, or curate a collection of things.

Notice if a specific kind of a thing is in a data set or if it shows 
up in a sensor stream.

Notice if a specific item or class of items shows up in a set of 
like items.

Identify
Recognize, Discern, Find,
Classify, Perceive

Discover
Extract, Notice, Organize, Cluster,
Group, Connect, Reveal

Generate
Make, Compose, Construct, 
Create, Author

Act
Do, Execute, Play, Go, 
Learn, Operate

Generate something new (message, image, sound) based on 
knowledge of similar things.

Execute a strategy to achieve a specific goal and continue to 
update the strategy based on advance towards the goal.

Discover how people use this site (usage mining)
Discover unusual bank transactions (fraud detection)
Discover person’s routine (energy optimization)

Compare items by likelihood of purchase (online store)
Compare posts by likely engagement (social media)
Compare movies by likelihood of watching (media)

Examples

Forecast best time to buy stock (financial planner)
Forecast tomorrow's weather (weather app)
Forecast max price for my house (real estate app)

Estimate driving time (navigation planner)
Estimate chances this is spam (email)
Estimate direction sound came from (smart speaker)

Detect human voice in audio (smart speaker)
Detect face in image (camera)
Detect step in motion sensor stream (smartwatch)

Identify if message is spam (email)
Identify if Steve's face (security)
Identify the type of cancer (medical imaging)

Generate chat response (chat agent)
Generate detail in image (photo retouching)
Generate synthetic medical records (medical data)

Act: Park the car (autonomous parking)
Act: Play poker (gambling agent)
Act: Fly drone to location (drone pilot) 

Analyze a dataset and notice a pattern that allows clustering 
of similar things or identification of outlying entitites.

Table 5.2: Eight high-level AI capabilities with synonyms, definitions, and examples.

2. Detailed definitions of all the Actions, Inferences, Data types, Entities, and Metrics. These defini-
tions make it easier to add new AI examples and to recognize when new examples will require

the creation of new AI capabilities,

3. A Sankey diagram that visualizes how the examples connect to specific AI capabilities and how

the capabilities abstract across four levels.

4. A Github repository hosting the resource files along with a dedicated project website
1
.

I viewed this resource of examples and capabilities as a stable initial version that offered good enough
coverage of what AI can reasonably be expected to do. I felt the collective content could aid non-data

scientists in understanding AI capabilities, in ideating new product/service concepts that leverage AI

capabilities, and in collaborating with data scientists. Developing this resource surfaced many new

research questions. What communicative forms might make these examples and capabilities useful and
actionable in support of ideation? How could we integrate this resource in a design process? How does
access to this resource impact ideation? How can we assess the impact on ideation? These reflections led

me to a new design experiment to explore these challenges.

1

aidesignkit.github.io.
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Figure 5.3: Slides meant to communicate AI capabilities and examples to help designers

ideate.

5.2 Design Experiment 2: Making the Taxonomy Useful

I wanted to explore if this collection of AI examples and capabilities might help designers envision

concepts that are buildable and valuable. The design experiment included three main activities:

1. New Forms. I developed new forms to make the resource useful for ideation.

2. Assessing Impact. I conducted an informal assessment to gain insight on how access to the re-

source transformed ideation. This forced me to consider how to assess the quality of the concepts

created during ideation.

3. Reflection. I reflected on why ideation with the support of this resource did not change ideation
in the way I expected: it did not produce more buildable ideas. This reframed the problem, and

it offered insights on what makes some concepts easier or more difficult to build.

5.2.1 Exploring communicative forms

The taxonomy of AI capabilities and examples provided a hierarchical, extensible structure. However,

the collection of artifacts making up this resource seemed too abstract and overwhelming to effectively

sensitize designers to AI capabilities. To jump start the process of exploring different forms, I first

created a one-page table (Table 5.2). This functioned as a sort of cheat sheet for thinking about new

forms. The table lists the eight high-level capabilities along with synonyms commonly used. They

are organized in subgroups, using color to visually group similar capabilities. For example, Detect and
Identify both address how AI can classify things. Next, the table holds a brief, high-level definition

that describes the types of inferences a capability might make. Finally, it holds a small set of examples,

illustrating common forms this capability takes in current products and services.

Next, I sketched various communicative forms. I explored making a deck of capability cards, an

interactive website where visitors could explore the connections between capabilities and examples,

mood boards, high-level capability posters, and slides. Based on recent research that documented
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practitioner-created AI design resources in the form of playbooks and slide decks [163], I decided to fo-

cus on slides. The set of slides included capability definitions (Table 5.2) and each high-level capability

as a slide within a 10-page slide deck (see Figure 5.3).

5.2.2 Assessing the Impact on Ideation

With my research team, I discussed what it meant to improve ideation, and different ways of measuring

the impact of the AI capability slides. I focused on the general idea of envisioning “better” AI concepts.

As the discussions progressed, three specific criteria emerged:

• Breadth. Researchers noted that designers learning to work with AI often had a very limited

range of ideas. Many seemed to consider only familiar applications, such as chatbots or recom-

menders [157]. More effective ideation produces a diverse range of alternatives and solutions

[21, 44]. I wanted to assess if access to the slides helped designers envision concepts that drew

upon more of the capabilities.

• Effort. Designers tend to envision AI concepts that cannot be built, and they fail to notice situa-

tions where simple, low-risk inferences co-create value for customers and service providers [42,

158]. I wanted to assess how much effort would be needed to create the envisioned AI concepts.

While the AI capability taxonomy did not capture any information about development effort, I

felt that the choice to limit examples to things that had been commercially viable could guide

designers towards more buildable ideas.

• Impact. One of the main reasons AI initiatives fail is that they do not generate enough value for

the service provider; they do not generate more revenue than it costs to develop and deploy [146,

74, 46]. Similarly, AI initiatives also fail when they do not generate enough value for users, and

users do not accept and use the technology as intended [146, 163]. I wanted to assess the impact

of an envisioned concept. How much value might it co-create?

I designed a within-subjects study to assess the impact of the slides on ideation. I asked designers to

first ideate solutions to a design challenge without the slides. Next, they ideated solutions to a different

design challenge with the slides. I chose within-subjects over between-subjects for two reasons. First,

prior literature evaluating design resources with between-subjects studies noted that it is challenging

to control the variance between experiment and control groups [43]. Second, I wanted designers to

compare and reflect on their experiences after brainstorming. One limitation of the within-subjects

approach is the session order: I could not switch the order of the conditions. Once designers had seen

the slides with the capabilities, they would not be able to forget this when ideating without the slides.

I created two similar design briefs: designing AI-enabled interactions for a ride hailing service and

for a vacation rental service. I chose to focus on designing for predefined services – as opposed to

imagining new service concepts from scratch – as it more closely resembled the majority of day-to-day

design practice. I selected the services based on people’s familiarity with them as users. I did not want
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to select a service that would require additional domain expertise, such as healthcare. I created a single

slide for each brief that detailed the available data that could drive the potential AI-enabled features. It

also listed a set of pain points, something that typically drives a human-centered design process.

I conducted a literature review to gain insights into the needs and pain points. I looked at the

needs of drivers and riders (ride sharing) as well as the needs of hosts and travelers (vacation rental).

I prepared personas and user journey maps for each design brief, detailing current experience (e.g.,

before, during, and after a ride). I created a Figma workspace, displaying the design brief, persona, and

the user journey as well as sticky notes for ideation.

Before running a full study with professional designers, I first conducted a pilot with 10 HCI stu-

dents. With my research team, I conducted 2-hour ideation sessions consisting of a brief study in-

troduction, two consecutive ideation sessions, and a post study interview. Participants were asked to

generate as many ideas as they could for each phase of the user journey (20 min), and select and re-

fine five concepts (10 min). Next, a member of the research team introduced the slides and the next

brief for participants to ideate using slides. After this session, we interviewed participants about their

experience, probing on whether they felt the slides impacted their ideation.

I analyzed the interviews, observation notes, and the AI concepts pilot participants generated using

affinity diagramming. I specifically looked at breadth and quality (impact and effort). To assess breadth,

I compared the capabilities in the concepts during the first and second sessions. To assess quality, I

created impact-effort matrices [60], a standard prioritization tool commonly used in innovation [161].

I looked at the five concepts delivered at the end of each session, and rated how difficult they would be

to make (effort) and how much value they might co-create (impact). I paid attention to the availability

and reliability of data, and how easy it would be to produce good enough inferences. I considered the

relevance and usefulness of the AI for the user, then worked to map the concepts on the matrix.

5.2.3 Pilot Findings

Access to the slides seemed to increase the breadth of AI capabilities incorporated into the concepts

participants generated. Their interviews echoed this finding. Almost all shared that the slides helped

them come up with a larger variety of ideas. Several participants shared that the structure (i.e. action +
inference) helped them to both generate and communicate concepts. Most found the detailed capabilities

(Level 1) the most useful.

Surprisingly, I saw no real difference in the quality of concepts between the two sessions. Almost

none of the concepts were easily buildable. The impact-effort matrices showed mostly high effort-low

impact ideas: things that are difficult or impossible to build with unclear value co-creation. Interest-

ingly, participants who had the most experience with AI were more able to ideate low effort-medium

impact concepts for both sessions.

I noticed that most concepts were created without an awareness of whether the data needed was

available. Concepts also generally focused on difficult problems, situations where AI would not likely

perform well, and near-perfect performance was needed for an AI system to be valuable. Interestingly,

two participants shared that the examples in the slides sensitized them to consider situations where AI
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would still be useful with moderate model performance. They noted that AI could make things faster

with moderate performance and still create value. I found this observation interesting.

I observed that a human-centered design approach — the inclusion of the design brief, persona,

and journey map — seemed to conflict with effective AI ideation. Most participants gave their greatest

attention to user needs and spent less time considering what AI can do and do well. For example,

several participants came up with the idea of predicting rider or traveler reliability (i.e., whether they

will cancel) based on historical data. This pain point captured in the user journey would not be easily

addressed with an AI prediction. It has too much uncertainty. The human-centered materials seemed to

push participants to think of AI as magic and to ignore the value it might generate for users that was not

specifically documented in the materials. Similar to recent literature that reported tensions between

user-centered design (UCD) and AI development process [163, 167], some participants reflected that

the ideation process felt different compared to UCD as they had to consider both AI capabilities and

human needs.

5.2.4 Reflection

This design experiment exemplifies Krogh et al.’s claim that RtD is often about drifting with intention,
the idea that experiments often challenge and change research questions more than they answer them

[87]. On the surface, the pilot study failed. I did not get designers to generate more buildable AI

concepts. However, it revealed the importance of AI model performance and the tensions between UCD

and AI ideation as two unarticulated challenges that we need to overcome. Prior work investigating

the challenge of engaging with AI as a design material noted that designers struggle to understand AI

capabilities [42], and that they seem to focus on situations where there is both great uncertainty around

a capability and great complexity in the output of an AI system [158]. This design experiment managed

to get a bit more below the surface of this problematic situation.

AI Model Performance

The discussions within my research team about the pilot study led us to an interesting metaphor used

by Google for training product teams on how to search for AI use cases [86]. Their internal course asks

teams to think of “AI as an island of drunk people”. AI can do things quickly and handle an inhuman

quantity of information, because there are a lot of people. But drunk people canmakemistakes, so teams

should not expect a lot of intelligence. This motivated me to go back and re-examine the examples in

the taxonomy.

I noticed that many AI examples did not have excellent model performance, but they were still

valuable to users and service providers. For instance, Smart Speaker Question Answering captured that

AI can detect human speech and convert the speech intowords. But it did not capture that the generated

transcript has errors. Automatic speech recognition has typically about 90-95% accuracy [10], so around

one word per sentence will be incorrect. However, this was good enough to find an answer the user

wanted from a corpus of pre-written answers [102]. Applications such as voicemail transcripts or
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Figure 5.4: The Task Expertise-AI Performance matrix analysis of 40 AI examples.

video captions provided other examples where moderate model performance is good enough. These

are situations where there is currently no person performing the task, so a moderate quality transcript

is better than no transcript. I realized that our resource did not capture how well the AI system needs

to perform for co-creation of value.

I revisited each AI example. I decided that in addition to capturing the model performance, the hu-

man expertise required for the task also needs to be captured. Through discussion, my team and I broke

each of these dimensions into three bins. For model performance, we chose to categorize examples as

excellent (e.g., above 99% accuracy), good (e.g., 90-99% accuracy), or moderate (e.g., below 90% accu-

racy). In creating these bins, my focus was not on capturing the maximum quality an AI system might

produce, nor on the technical assessment of performance using certain metrics (e.g., precision, recall,

F1 scores, etc). Instead, I captured performance from a UX perspective to understand “the minimum

quality needed for users to experience AI as useful” [102]: What is the minimum amount of accuracy
or performance needed for this to be acceptable? Similarly, I captured how much expertise each task

would require for people to perform. Based on the drunk island metaphor, I ignored issues of speed and
scale. I assessed whether the task required more expertise than a typical adult (e.g., diagnosing cancer);
expertise of a typical adult (e.g., parking a car); or less expertise than a typical adult, meaning a child

could complete the task (e.g., recognizing the exercise someone was doing). I added task expertise and

model performance to the description of each example.

To gain new insight on the taxonomy, I developed the Task Expertise-AI Performance matrix (Fig-

ure 5.4), viewing this as AI’s opportunity space. When ideating, do designers come up with ideas that
cover the entire space, or do they largely focus on envisioning things that are difficult tasks and need near-
perfect model performance? The vertical axis represents the level of expertise, not counting issues of

speed and scale. The horizontal axis represents how well the AI system must perform in order to co-

create value. The upper left region holds AI applications such as Language Translation. These are tasks
that require people to have high expertise, and moderate quality output has proven useful (while highly
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context dependent, often better than nothing). The upper right holds examples such as detecting cancer

in a medical image. This requires a highly trained professional, and the performance must be excellent

for AI systems to be useful. The lower right holds examples such as Biometric Security. This is fairly

easy for people (match a person’s face to their driver’s license photo), and the model performance must

be high for things like unlocking someone’s phone. The lower left holds examples like smartwatch step

counters. A child could count someone’s steps (if they could maintain their attention). The quality only

needs to be good enough to compare days. It does not need to be accurate to the individual step.

When I mapped all forty AI examples as a heat map, it revealed that only a few examples were in

the upper right corner (Expertise-High/Performance-Excellent). Most examples (25 out of 40) appeared

on the left side (Performance-Moderate). This suggested we needed a new approach to brainstorming,

one that encourages people to envision situations where moderate model performance creates value.

Tension between AI Ideation and User-Centered Design

Reflecting on the struggles participants had in ideating AI concepts, I realized that user-centered design

brainstorming does not work well when the solution must utilize AI. Needs uncovered in user research

most often point to issues where AI will not help. In addition, this approach does not privilege what AI

can do orwhat it doeswell. I consideredmatchmaking [16], a technology-centered innovation approach

that starts with a technical capability and systematically searches for the best customer across many

domains. However, work on AI innovation almost always focuses on a single domain, as the dataset

that is available points to a specific set of users and contextual issues. This pre-selection of users and

contexts seemed to conflict with matchmaking.

I realized that a new innovation approach was needed, one that blends user-centered design and

matchmaking. My prior research revealed that this hybrid process blending user-centric and tech-

centric innovation is already emergent in industry best practices [163, 161]. I began to rethink the role

of design in this innovation process. I drew insight from research showing communication breakdowns

between data scientists, domain experts and product managers [113, 104]. Instead of asking designers

to envision AI concepts in isolation, I considered designers as experts in ideation who could “facilitate

ideation between data scientists and domain experts” [161]. I wondered if priming teams with examples

of AI capabilities where moderate performance creates value would lead to better concepts, low-risk

yet high-value opportunities.

5.3 Discussion

The AI capability taxonomy provided a resource that captured what AI can do in non-technical terms

and made it explicit through example use cases. To make this resource readily available, I put together

these artifacts (i.e., eight high-level capabilities with definitions and examples, slides detailing each ex-

ample, and assessmentmatrices) as theAI BrainstormingKit2 – aworkshop kit that can be integrated
into early phase AI development.

2

aidesignkit.github.io.
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Following the development, I wanted to put this resource into practice to explore its impact on the

process of ideation, problem formulation, and assessment of AI concepts. I had three research questions:

1. Innovation process: How can ideation blend user-centered design and matchmaking?

2. Role of HCI: Can HCI experts effectively scaffold data scientists and domain experts in brain-

storming and identifying use cases that broadly cover the problem-opportunity space?

3. Finding AI use cases: Does priming ideation with examples of moderate model performance

help to generate concepts that are lower-risk in terms of technical feasibility yet still high-value?

Next three chapters present case studies where I joined innovation teams across industry and

academia to operationalize this innovation approach and investigate the above questions.
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Chapter 6

Case Study 1: Exploring AI Use Cases in
Intensive Care

This chapter presents a case study of early phase AI innovation in intensive care. My team and I

collaborated with a research team composed of critical care clinicians and data scientists. The team had

access to a rich dataset collected across 39 intensive care units (ICUs) from 18 hospitals. We wanted to

broadly explore AI’s problem-opportunity space in intensive care, especially to identify low-risk, high-

value use cases where moderate AI performance can create value for critical care practice. We engaged

in an iterative design process, moving from ideation to problem formulation, concept assessment and

prioritization.

Below, I first describe the design process and methods. I then detail each phase, capturing the

challenges and lessons learned on facilitating cross-disciplinary AI concept ideation. Finally, I share

my reflections on new practices and processes for effective AI innovation.

6.1 Overview of Design Process

The project team (n=22) included 6 HCI, 6 data science, and 10 healthcare experts. The HCI researchers

had backgrounds in interaction design, service design, and data visualization; they brought expertise

in human-AI interaction and ideation. The data science members had backgrounds in data analytics,

healthcare analytics, and AI research; they brought expertise in AI capabilities and what could be built

with the dataset. The healthcare members all had experience in critical care medicine and included 4

attending physicians, 2 fellows, 2 nurses, and 2 non-clinical healthcare experts. They brought expertise

in clinician needs.

We engaged in an iterative, reflective design process [21, 169, 116] to explore AI opportunities for

the ICU, particularly to search for use cases that leveraged our ICU dataset. We conducted a two-phase

study. The first phase focused on brainstorming; we conducted two ideation workshops within our

team to generate AI concepts. The second phase focused on problem formulation; we conducted a

design workshop to detail a subset of 12 concepts. Each workshop had 15-17 participants involving

at least one participant from each role. Below, I provide a brief overview of the ICU dataset our team
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had access to. I then present each phase in subsequent sections, unpacking the research goals, design

activities, and insights gained.

6.1.1 The ICU Dataset

The dataset consisted of two parts: electronic healthcare records (EHR) and staffingmetadata. Similar to

the publicly available MIMIC dataset [73], the EHR data included patient level variables, such as hospi-

talization (e.g., age, gender, race, discharge disposition, admission and discharge dates, etc.); diagnosis

and procedure codes, comorbidities; medications; clinical events, mechanical ventilation; and others

with a total of 15 variables. The staffing metadata included the transformation of patient level vari-

ables to anonymously identify the unique care providers across different roles (i.e., physicians, nurses,

respiratory therapists) who provided primary care for each patient at a shift-level. The creation of this

additional dataset was motivated by prior literature that indicated whether and how long individual

care providers had worked together in the same team impacts the quality of care in the ICU [39]. The

dataset was collected across 39 ICUs from 18 hospitals on the East Coast of the United States between

2018 and 2020.

6.2 Phase 1: Brainstorming AI Concepts

In the first phase, our goal was to rapidly and broadly explore the problem-solution space to identify

clinically relevant and buildable AI concepts that can improve intensive care medicine.

6.2.1 Method

Workshop 1: User-centered approach

The first workshop followed a traditional user-centered approach. We used “how might we” prompts

to drive ideation (e.g., How might we help clinicians in orchestrating a sequence of tasks? How might we
support the adoption of evidence-based practice? How might we reduce clinicians’ burden with documen-
tation tasks?). Inspired by design thinking methods [71], we set our objectives as ‘thinking outside the

box’ and ‘deferring judgment’ to let go of thinking about the limits of technology.

We conducted a 2-hour in-person workshop. The workshop agenda included the introduction of

goals (10 min), two consecutive ideation sessions with a short break in between (30 min), impact-effort

assessment of concepts (30 min), and a short debriefing and reflection (10 min). During the ideation

sessions, each team member reviewed the how-might-we prompts to first ideate individually. They

next shared concepts within the group to brainstorm collectively. We used large papers, sticky notes,

andmarkers to note down concepts. At the end of the session, we selected a subset of concepts based on

the team’s interest, and placed these on a large impact-effort matrix [60] by getting group consensus on

whether the concept was relevant and useful to critical care (impact) and if it would be easy or difficult

to implement (effort). After the workshop, I mapped the concepts to the task expertise-AI performance

matrix to assess the coverage of design space.
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Figure 6.1: An AI capability abstraction and example (left), poster printouts to prompt

ideation across each capability (right).

Workshop 2: User-centered and tech-centered approach

Following the first workshop, I had concerns that our concepts mostly focused on places where near-

perfect AI performance was needed for the use cases to be valuable – a pitfall we experienced in the

AI Capability taxonomy pilot study. In the second workshop, I decided to bring elements from the

matchmaking method [16] to blend user-centered and tech centered innovation approaches. Prior to

the workshop, we selected a subset of AI capabilities and examples from the AI Brainstorming Kit [162].

Hoping to move away from envisioning use cases that required high AI accuracy, we mostly selected

examples where moderate performance and imperfect AI capabilities produced value.

The capabilities and examples included observe and surface information (contextual web search);

classify things (spam filter); listen and type (real-time meeting transcription); read text (text message

entity recognition); predict text (email sentence completion); cluster similarities (online shopping rec-

ommender system); discover patterns (smartwatch activity trends) [see Figure 6.1]. Selection and cura-

tion of capabilities were not meant to be exhaustive; similar to industry best practice, our goal was to

have a good enough subset to inspire ideation.

We conducted a 2-hour in-person workshop following the same structure as in the first workshop.

This time, we started by reviewing the AI capabilities and examples we had prepared in the form of

slides during the introduction session (10 min). I used the slides as poster printouts to prompt ideation

across each specific capability. For instance, talking about “email spam filter” as an example of binary

classification (spam or not spam), I probed if we could envision use cases where classifying things as

important or not important, or as urgent or not urgent could be useful. Ideation sessions were followed

by impact-effort assessment and debriefing, as in the initial workshop.

Data Collection and Analysis

Workshops were audio and video recorded, and transcribed. The analysis included reviewing (1) the

transcripts using interpretation sessions, and (2) workshop outcomes using affinity diagramming [78,
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Figure 6.2: Our first workshop resulted in concepts that were technically difficult, some

of which were clinically relevant.

96], and the task expertise-model performance matrix. The analysis focused on identifying key themes

for the concepts, challenges in collaboration, and the impact of design activities on workshop outputs.

6.2.2 Findings

In this section, I present workshop results by describing (1) outcomes detailing the quality of concepts,

and (2) our reflections on what worked, what did not work, and what was unexpected.

Workshop 1 Outcome

The first workshop was effective at getting all members of the team to ideate. However, the outcomes

seemed to cover a narrow space. The impact-effort assessment showed that themajority of our concepts

were difficult to build, while only about half seemed relevant and useful for critical care medicine

(Figure 6.2a). The analysis of high-level brainstorming themes also indicated a lack of breadth: more

than a third of concepts focused on clinical decision making, and another third described systems that

automated documentation. A few of the concepts described new AI-enabled interactions. One concept

described a system that forecasts expert disagreement. For example, it might predict that a nurse would

not perform a specific assessment because they viewed the patient as not qualifying while the physician

would want the assessment to have been performed. Another described an AI assistant that listens and

transcribes conversations between clinicians.

Overall, our team collectively felt that the concepts were not very novel. Most of the concepts

addressed existing interactions instead of proposing new ways of working. Concepts often described

latent desires around trust, feedback, and explainability (e.g. AI can take feedback on why it is wrong);
human-AI interaction forms (e.g. checklist, chatbot, recommendation system, conversational assistant);
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Figure 6.3: In the second workshop, concepts moved towards (a) low-effort and high-

impact; (b) from high expertise-excellent performance to medium expertise-moderate

performance.

desired system behaviors (e.g. recommendation is not intrusive, recommendation comes when ICU team
is together); and pain points (e.g. placing orders is a burden; I want to eliminate and delegate tasks).

Similar to the impact-effort assessment results, the task expertise-AI performance analysis showed

that most of the concepts mapped to the upper right region (high expertise-excellent performance),

missing the larger design space (Figure 6.2b). Concepts often required near-perfect AI performance to

be useful. For instance, anticipating clinician disagreement or predicting if a nurse will not perform

an assessment can be useful only if the AI system can correctly capture 9 cases out of 10. The system

would not be useful if it incorrectly flags situations or can only catch cases correctly once in a while.

Concepts also seemed too focused on situations with high uncertainty where the task is difficult even

for highly trained experts (e.g., clinical decision making, anticipating potential disagreements).

Post-workshop reflection. The first brainstorming workshop was successful in that our team

generated many concepts for AI use cases. Data science and healthcare team members found the

brainstorming exercise novel, as they had not previously engaged in formal, structured brainstorm-

ing or human-centered design perspectives. However, the concepts were not of the quality we wanted.

Our process was not generating any concepts that were easy to develop; low hanging fruit where mod-

erate AI performance could generate value in the ICU. Some concepts did not require AI, and several

called for data that does not exist. Reflecting on the outcomes, we set a new goal to move ideation

towards situations where moderate AI performance could still generate value.
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Workshop 2 Outcome

The second workshop led to concepts that mapped to a broader set of themes. Examples included AI

systems that would improve coordination between clinicians (e.g. generate a schedule for nurses and
respiratory therapists for extubation); systems that improved logistics and resource allocation (e.g. pre-
dict which medications would be needed based on current patients and pre-order from pharmacy); systems

that inferred workload and effort, possibly in support of dynamic staffing (e.g. classify patients as sick
or busy); systems that better support attention management (e.g. classify alerts as urgent or not urgent);
systems that improve efficiency, particularly around data entry and documentation (e.g. predict and
recommend orders typical for diagnosis); systems that anticipate needed information (e.g. learn relevant
information based on patient conditions).

In addition to these new themes, we generated concepts that built on the themes from the previous

workshop, including decision support (e.g. predict if the patient is eligible for extubation); documentation

(e.g. generate a draft patient note based on available information), and automation of menial tasks (e.g.

recommend best billing code based on the patient note). Table 6.1 lists the high level themes and example

concepts from each round of workshops.

Using AI capabilities and examples served as a springboard for our team to recognize situations

where a capability could be useful to then effectively transfer that capability to a use case. For example,

a nurse practitioner envisioned classifying patients into two groups, sick patients and busy patients.

This mirrored the classify things capability. Sick patients typically requiremore attention. Busy patients

included patients who needed many time-consuming procedures: “Is this a busy patient? Or is this a
sick patient? It would be useful for managing nursing tasks to tell the difference between a patient who’s
incredibly sick, but doesn’t have a lot of tasks. . . . [versus] if they have a lot of weeping wounds or something
like that, that can make for a very busy patient.” (Nurse 2, H8) This concept hinted at the potential for

more dynamic staffing or could be used to balance work difficulty and staff expertise across an ICU.

Another capability, observing and surfacing information, spurred the concept of learning what EHR

screens and information clinicians looked at based on patient condition in order to prefetch or highlight

relevant patient history information on a dashboard.

In impact-effort assessment, our concepts moved towards the upper left quadrant: we were able to

identify concepts that required low implementation effort with potentially high-impact (Figure 6.3a).

The task expertise-model performance assessment also revealed that the concepts moved from high

expertise-excellent performance to medium expertise-moderate performance (Figure 6.3b). For exam-

ple, generating an ordered list of patients for rounds based on the uncertainty of what to do seemed

relatively low-risk. A moderate quality, draft triage list is still better than no prioritization; the clini-

cal team will still attend to all the patients in the ICU. Interestingly, in expanding the solution space

towards situations where moderate AI performance could be useful, we moved beyond high-stakes

situations with great uncertainty (e.g., clinical decision making) and produced concepts for relatively

underexplored places (e.g., coordination, managing workload, anticipatory information retrieval).
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Phase Theme Idea

W1 Decision support Show outcomes from recent past patients
Documentation AI assistant that listens to clinician conversations
Information retrieval Summary of patient current state
Patient-centric care Insights on family care to enable ICU at home
Personal informatics Fitbit for clinicians: how am I doing?
Team dynamics AI recommendation system foresees areas of tension
Workload management Recommend how to better adjust workload

W2

Decision support Classify potential discharges based on vitals and most recent progress note
Documentation Recognize discrepancy in notes, i.e. doc A says X, doc B says not X

Coordination Generate a schedule for nurses and respiratory therapists for extubation
Automation AI suggests best billing code based on the patient note

Eligibility for EBP Predict if patient is eligible for extubation
Information retrieval Learn what clinicians look at based on condition, prefetch to dashboard
Patient-centric care Predict when family would come, allow to prepare for family meeting
Personal informatics Listen to rounds, offer feedback on quality of leadership to team leader
Reducing errors Find orders in notes that are actually not ordered
Resource planning Predict what meds would be needed, pre-order from pharmacy
Task acceleration Predict and recommend orders typical for diagnosis
Workload management Classify patient as a busy patient or a sick patient

Table 6.1: High level themes and example concepts from first and second ideation work-

shops.

Post-study Reflection

Discussing specific AI capabilities and examples prior to the workshop seemed to have a significant

impact on the outcomes of ideation, yielding a broader design space where a mediocre, imperfect AI

model would still provide enough value for clinicians. Explicitly talking about AI capabilities also pro-

vided our team with a shared language. Unlike the first round, most sticky notes described interaction

concepts starting with capability verbs (e.g. detect, recognize, classify, notice, predict, generate...). Using
this language, clinicians probed data scientists about technical possibilities. “Can AI notice the sequence
of orders? ... Can AI cluster tasks?” Ideation became a collective conversation to discuss what would be

doable, how that would produce value for users, and whether any relevant data was captured.

Although the quality of the concepts improved, we still encountered challenges. First, while the

concepts were grounded in what’s technically possible, only a few of them were implementable using

our specific ICU dataset. Most concepts required additional data collection or instrumentation (e.g.

tracking clinician clicks in UI to learn and pre-fetch information to dashboards). In some cases, the

data existed but it was not in our dataset (e.g. unstructured text from clinical notes), rendering our

concepts infeasible unless we sought out more and different data. Overall, the ideation exercise was

valuable for informing data collection for future implementations, but we were ignoring the value of

our ICU dataset in our ideation.

Our team had a tendency to attribute familiar interaction forms, such as alerts, to specific capabil-

ities and concepts based on past experiences. For instance, while we liked the concept of classifying

patients, we always seemed to imagine this as an alert or a reminder. Given the well-known research on

alert fatigue and clinician burnout [28], this seemed problematic. Our fixation on existing forms bound

to a capability posed a threat to ideation, as the teamwould dismiss concepts based on known problems
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with the familiar forms. As prior research reported [155], we found ourselves trying to separate the

inference (e.g., predicting that a patient would need a scan) from the interaction (e.g., recommending

the action to a clinician or proactively ordering a scan).

Relatedly, rapid ideation resulted in surface level concepts that require further exploration. For

instance, clinicians liked the concept of having a ranked list of patients to visit during rounding. How-

ever, the criteria needed to prioritize patients was not clearly defined: should it be based on sickness

level (see sickest patients first) or patient uncertainty (patients where it was least obvious what to do)?

In order to more effectively assess the concepts and select candidates for development, we needed more

detail on what the concept was and how it might work in terms of data requirements and the form of

the AI output clinicians would encounter.

6.3 Phase 2: Problem Formulation

As we moved from ideation to problem formulation, we set three goals. First, we wanted to leverage

the unique properties of our dataset, and ground our concepts in what we could realistically build.

Second, we wanted to separate interaction form and AI inference when discussing concepts. Third, we

wanted to deeply explore some of the concepts to have more mature conversations on their feasibility,

desirability, and potential implications.

6.3.1 Method

We conducted a 2-hour in-person workshop for detailing a subset of 12 concepts. Concepts were se-

lected based on data availability, breadth, and match with our team’s research interests and expertise.

These included: anticipatory pre-ordering of medications; predicting medication time-to-delivery; gen-

erating a prioritized list of nurse assignments; identifying sick or busy patients; forecasting unit acuity;

generating an ordered list of patients to see for rounds; predicting the eligibility of patients for ex-

tubation from mechanical ventilators; generating a coordinated schedule for extubation; identifying

clinician workload patterns; identifying bias in clinical orders; predicting typical orders for diagnoses;

and discovering the sequence of tasks.

In preparation for theworkshop, I created a new abstract representation: the Do-Reason-Knowwork-
sheet (Figure 6.4). Each section respectively captures the interaction (do), model reasoning and infer-

ence (reason), and data requirements (know). I pre-populated the worksheets for each concept based

on what was discussed in prior workshops.

The workshop kicked off with a short review of the worksheet and the 12 concepts we pre-selected

(15 min). Then, we divided into two groups, where each group collectively discussed and detailed

6 concepts (90 min). We used worksheet printouts as a starting point and detailed each section by

adding sticky notes. For instance, when deliberating on predicting whether a patient might need a certain
procedure (e.g. surgery, intubation), we discussed if the time of a procedure is documented and whether

there were relevant actions or events we could use as proxies (e.g. bleeding prior to surgery). We

concluded with a brief reflection and discussion on the next steps (10 min).
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Figure 6.4: The Do-Reason-Know worksheet enabled us to detail each concept in terms

of model reasoning, data, and interaction form.

Data Collection and Analysis

I audio and video recorded and transcribed the workshop. I documented the worksheet printouts, and

analyzed the transcripts and artifacts using the same methods as in Phase 1 (see section 6.2.1).

6.3.2 Findings

Workshop Outcome

One of our goals was to focus on low-risk, medium-value concepts. Throughout the workshop, we

reworked our concepts in a way that reduced the required model performance to help us identify rel-

atively simple, low-risk AI concepts. We repeatedly asked “Is there a simpler, dumber version of this
concept that is still ‘good enough’ to produce value?” Below, I share two concepts to illustrate how this

approach helped us effectively formulate concepts.

Predicting if a mechanically ventilated patient is eligible to receive a breathing trial, in-
stead of predicting if the patient should be extubated. Liberation from mechanical ventilation is

a complex process that requires coordinated actions of nurses, respiratory therapists, and physicians.

It involves two integrated actions. Typically, the nurse assigned to a specific patient will perform a

Spontaneous Awakening Trial (SAT); they will cut off a patient’s sedation and observe if they can tol-

erate being awake. Next, the respiratory therapist, who is typically in charge of making changes to

the ventilator settings, will perform a Spontaneous Breathing Trial (SBT). They will suspend breathing

support and observe how well patients take over their own breathing. These assessments allow the

team to decide if a patient can be extubated (liberated from a ventilator).

Remaining on a ventilator is associated with several adverse outcomes including delirium, pneu-

monia, and heart damage; however, extubating the patient and taking them off the ventilator too soon

leads to another host of problems [75, 100, 63]. When one of the steps gets missed (SAT and SBT),

then the clinical team lacks the information to make a decision about extubation, meaning the patient

remains on the ventilator for another day.
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Our initial concept around patient extubation focused on predicting if a patient will successfully extu-
bate and discovering the right amount of sedation for a patient on a ventilator. These are hard problems

that need excellent model performance and very high quality healthcare data, which may not exist.

During our discussions, clinician team members shared that physicians can become risk averse when

extubations fail. They speculated that this might result in patients remaining on a ventilator longer

than needed.

With this in mind, we turned our attention to the execution of SAT/SBT procedures instead of

the clinical decision making for patient extubation. This led the concept towards predicting a patient’s
eligibility to receive SAT/SBT. This is a comparatively low-risk, moderate-performance, and medium-

value concept, as it focuses on an intermediate, safe-to-perform action rather than a critical decision.

Predictingmedication availability and anticipatory ordering. One of the promising concepts

that emerged from our ideation was predicting what medications would be needed based on the patient

conditions in the unit. The concept was inspired by Amazon’s anticipatory shipping [132] –an AI

capability and example that came up during capability-based ideation workshop– where the AI system

would keep track of the inventory and pre-order medications to reduce time and uncertainty.

During problem formulation, clinician team members shared that this would be really useful for

custom mixed antibiotics: “Sometimes you say ‘Antibiotics. Now!’ and two hours later it still hasn’t
arrived.” (Physician 1, H1) They noted that delays are more likely to happen in busier wards, which

can be deadly [54]. However, clinicians were also cautious as the incorrect predictions might lead to

unused medications, and therefore waste.

We broke down this concept into several lower-risk concepts. First, instead of preordering, the

predictions could be used only to inform the pharmacists so that they have a sense of what to expect.

Second, we could instead predict time-to-medication to provide feedforward to the clinical team when

placing orders. Third, a simpler approach could check for antibiotic dosing errors to prevent delays:

Physician 2: “I want this antibiotic for my patient. When the pharmacist finally gets to it,
they say, you ordered the wrong dose. Because this patient is this size, this weight and has this
renal function. Something smart would be able to figure that out, like smart dosing.” (H2)

Data Scientist 1: “That’s a lot easier to do. We have that history of conditions, and what was
given to [patients], so maybe these kinds of predictions.” (DS1)

Use of the Do-Reason-KnowWorksheet

The worksheet helped to scaffold conversations around data dependency, model behavior, and interac-

tion behavior. It allowed us to express concepts in a more refined way as we moved from sticky note

concepts to more fleshed out problem formulations. It prompted us to further probe each concept in

terms of how it would generate value for clinicians, and which features in our dataset could drive it, if

at all possible. For instance, when discussing what patient priority means:

Physician 4: It’s a two by two table. There are sick people that if you do the things you need
to do, they’re going to be just fine. And then there’s the sick people who are uncertain. I need
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to pay attention to this patient in the next four hours because if I don’t, six hours from now,
they might be dead. . . . [It would be great if] it was clear who those patients were, and you
didn’t have to take 15 minutes to figure that out. (H4)

HCI Researcher 1: What information helps you determine which category that patient falls
into? (HCD5)

Physician 4: I look at what drips they’re on, what’s their vent settings. You’d be looking at the
amount of drip titration, certain kinds of orders, certain kinds of labs, maybe some radiology
findings. I think you can observe some of that in the data. (H4)

HCI Researcher 1: How accurate do you feel like your rankings are after you spend fifteen
minutes? (HCD1)

Physician 2: There can be surprises, but I’m relying on my team to give me a better idea.
(H4)

HCI Researcher 4: Do you think it would be useful? At which point this would be most
useful? (HCD4)

Physician 2: The idea is to reduce the cognitive load on the physician. That’s probably most
useful at the beginning of the day, maybe at the end of the day when we switch shifts, handing
off to the other person. If there was a tool there, I might check it once or twice throughout the
day like, has anything changed? (H2)

Data Scientist 1: Presumably in the algorithm, we could do it every four hours. (DS1)

Describing the concept with this level of detail made it clear this would function as two separate

two-class classifiers. Each patient would be classified as not-sick or sick, and they would be classified

as certain of what to do or uncertain of what to do. Interestingly, as the model capability and reasoning

became clear, our discussions moved towards:

1. Model performance: How accurate or robust do the predictions need to be?

2. Point of interaction: When, where, and how the inference should be delivered to produce

value? (e.g. are predictions available 15 minutes before or the night before?)

3. Risk: What are the consequences of errors? (i.e. false positives and false negatives)

4. Data quality: Is the training data trustworthy? Is it likely to introduce bias?

Specifically, the worksheet helped with the three challenges we previously encountered. First, it

allowed us to collectively define and formulate AI experiences in a way that is grounded in our dataset.

Second, it allowed us to free up our concepts from existing forms by separating the interaction, AI

capability, and data. Third, it informed our design deliberation and supported a deeper discussion of

the concepts before startingmodel building and prototyping. For example, when discussing the concept

predicting typical orders for diagnoses, one physician likened this to a personalized contacts list in email
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clients, where typing upon a contact name would present the most frequent contact at the top. The

personalization aspect raised some concerns: would the medication orders be based on an individual

clinician’s previous orders or based on a group of clinicians’ orders? Physicians seemed to prefer a

personalized system, which seemed more complex and costly (both in terms of model building and

continuous learning). These deliberations helped us weigh cost-value tradeoffs throughout problem

formulation.

The problem framing workshop had an additional, unexpected benefit: our discussions helped us

reveal existing or potential problems in our dataset. For instance, one of the concepts was around

predicting patient eligibility for extubation from a mechanical ventilator to help clinicians plan for

extubation. While exploring potential features in our data, we discussed whether we could use Riker

scores, a numeric score for documenting the level of a patient’s sedation level and consciousness. When

discussing this concept, healthcare members shared that Riker score data were not trustworthy. The

scores nurses entered into the EHR did not always reflect the actual level of sedation. This problematic

data did not impact the quality of care as clinicians looked at the patient before making a decision.

They did not make sedation decisions based on what was captured in the EHR. Thus, they never fixed

this data entry problem. Interestingly, this issue is neither reported nor speculated in medical literature.

Uncovering this insight early on in the process helped our team avoid using data features that clinicians

did not trust.

Post-study Reflection

The problem formulation workshop with the focused worksheet activity helped us detail our concepts

for further development. The clinical team lead found the workshop series valuable from a portfolio

building and de-risking point of view: ‘In [healthcare ML research] there is a lot of inertia towards low-
risk, low-reward areas that doesn’t move the needle in a meaningful way. This exercise is really valuable
because people can replicate these methods to identify lower-risk yet high-reward ideas that are worth
doing. Every research portfolio should have a mix of those.’ (H1) Reflecting on how the exercise can be

improved, some clinicians shared that involving a broader set of stakeholders would be more helpful: ‘It
might be useful to have in the room like somebody from hospital management, somebody from pharmacy . . .
to help fill in some of the gaps, [as we have] been making some assumptions.’ (H2) Finally, all data science
team members expressed that they found the problem formulation workshop the most beneficial. It

seemed to help them to gain a deeper understanding of clinical domain knowledge in relation with the

data: “It’s great to hear how and where the data is coming from.” (Data Scientist, DS2).
Following this workshop, we further worked on the concept around predicting the eligibility of

mechanically ventilated patients to help nurses and respiratory therapists coordinate SAT and SBT.

Our process involved concurrent model development and interaction design, starting with a field study

at three hospitals to understand the clinical context [165] and designing a new SAT/SBT dashboard to

elicit initial feedback from clinicians [164].
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6.4 Discussion

This case study provided preliminary evidence that sensitizing data scientists and domain experts to

AI capabilities and example applications can scaffold effective early phase ideation. It also surfaced

tensions between user-centeric andAI-centric innovation processes. Below, I discuss the implications of

this study on developing new, hybrid innovation processes, and resources that support these processes.

6.4.1 Towards a New Innovation Process for Early Phase Ideation

We started our ideation process following a traditional user-centered design approach. However, the

team felt tensions between user-first and technology-first thinking. Our team was not able to pro-

duce high quality concepts. I suspect that my initial approach – asking clinicians what would be most

valuable – has unintentionally led the team to produce technically challenging, high-risk ideas. Addi-

tionally, traditional rules of brainstorming, such as letting go of technical limitations, seemed to result

in a breakdown in AI innovation, leading us to high uncertainty situations where AI technologies might

not be best suited to the problem at hand.

A complementary approach, sensitizing clinicians to AI capabilities, led to a more concrete perspec-

tive and enhanced ideation. It enabled clinicians to understandwhat AI can do, and recognize situations

where AI can improve their workflows. Consequently, ideation became a conversation between domain

experts, data scientists, and HCI/design experts, probing what is useful and what is doable. Moreover,

having clinicians share many situations and possible points of interaction sensitized data scientists and

HCI/designers to the lived experience of clinicians and the data. In terms of ideation outputs, this ap-

proach moved the team towards more technically achievable, low-risk concepts and towards a broader

exploration of the solution space.

I suspect that this unexpected shift towards lower-risk concepts stemmed from the selection of the

capabilities and examples: commercially successful human-AI interactions often bring users closer to

their goals by accelerating their tasks or enhancing their performance of work, instead accomplish-

ing their goals for them [161]. More research is needed to understand the impact of the selection of

examples and capabilities on ideation.

In addition to ideation, assessing our concepts as a group was beneficial in establishing a shared

set of values, which are otherwise assumed implicitly. The assessment discussions worked like a design
crit [21]. It enabled our team to reflect on action [123], to tease out what was and was not working

with an idea. Throughout these discussions, we gained new information that informed our next steps

for each workshop.

Upon reflection, this case study revealed an emergent design process that blends user-centered and

technology-centered innovation processes. I suspect that explicitly talking about AI capabilities, ex-

amples, and data source will scaffold ideation between data science and domain experts. I anticipate

that generating multiple concepts and assessing them collectively could help AI innovation teams in

identifying the right human-AI problem to solve. I suggest that HCI and design innovators on interdis-

ciplinary teams take this hybrid approach and start with a review of AI capabilities in order to surface
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user needs that best fit what AI can actually and effectively do. Do the challenges we encountered

generalize to different contexts within healthcare or other domains? Would these emergent processes

and approaches apply to other contexts? Our community would benefit from well-documented case

studies and design experiments.

6.4.2 Resources for Scaffolding Ideation

Throughout the ideation process, I used several resources and artifacts: a set of AI capability abstrac-

tions and examples; a worksheet capturing the interaction, model reasoning, and data; and the task

expertise-AI performance matrix. These resources and artifacts ended up playing a twofold role: they

helped our team members who did not have a background in AI (i.e. designers, domain experts) in

understanding and engaging with AI; and they exposed our healthcare and data science team to the

human-centered thinking and to the challenges faced in critical care medicine.

Moving forward, I see a great opportunity for researchers to develop resources, artifacts, and bound-

ary objects that can scaffold design, HCI, data science, and domain expertise collaboration. Which AI

capabilities and examples might effectively scaffold ideation? How should these be curated and pre-

sented? What details and dimensions should be captured in artifacts for ideation and assessment? I

suspect that AI innovation teams can benefit from a modified prioritization matrix that captures the AI

task difficulty, acceptable AI performance, and risk of errors and bias, in addition to typical assessment

metrics, such as feasibility, viability, and desirability. Future research should investigate the specific

needs of key stakeholders from such artifacts, especially in the early stages of AI development.
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Chapter 7

Case Study 2: Exploring
Vision-Language Model Use Cases in
Radiology

This chapter presents a case study of AI innovation in the context of radiology. I collaborated with a

group of AI researchers, radiologists, and clinicians to better understand the design space of Vision-

LanguageModels (VLMs) – multimodal foundation models that combine large language models (LLMs)

with vision capabilities. While recent advances showcase impressive new capabilities, such as gener-

ating a radiology report from a medical image (e.g., [11, 18, 153, 68, 141]), the clinical utility of these

advances remain unclear. What might be some clinically relevant use cases for VLMs to enhance radiology
workflows for radiologists and clinicians?

Withmy research team, I set out to explore these questions through an iterative design process. The

first phase involved in-depth discussions and brainstorming sessions within our team. We discussed

how radiologists interpret images and write reports, and how clinicians review these to make patient

care decisions. Using VLM capabilities and examples, we brainstormed and sketched scenarios and

wireflows to identify use cases that would be useful and acceptable. In the second phase, we selected

four use cases to further design: Draft Report Generation, Augmented Report Review, Visual Search and
Querying, and Patient Imaging History Highlights. In the third phase, we sought feedback from 13

radiologists and clinicians outside of our team to investigate if and how these concepts might be useful

in clinical practice.

In the following sections, I present a reflective account of our design process. I describe how we

identified high-value use cases that required high-expertise, near-perfect performance (e.g., report gen-

eration) as well as medium-expertise, moderate-performance (e.g., patient history highlights). I reflect

on how the search for moderate AI performance expanded our search space. Finally, I discuss the

implications of our modified innovation approach blending user-centered and technology-centered in-

novation.
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Figure 7.1: Overview of the radiology workflow.

7.1 Overview of Radiology Workflows

Radiology workflows unfold across many clinician roles (Figure 7.1). First, referring clinicians request
an imaging study for a patient (e.g., a chest X-ray). Next, radiographers perform patient scans, and radi-
ology coordinators may prioritize and assign patient images to radiologists. Next, radiologists examine

patient images, and document their findings – descriptions of normal or abnormal observations, such

as lesions or nodules – and their clinical impression – a summary that synthesizes the findings and

suggest possible causes or further tests. Referring clinicians then review the radiology report, and may

consult radiologists for further questions or clarifications before making care decisions.

A radiology report typically consists of a Background section that describes the patient information

and the clinical question that referring clinicians seek to answer, and Findings and Impression sections

that communicates radiologists’ interpretation [76]. Different imaging modalities have different work-

flows. For instance, plain (2D) imaging, such as X-rays, are high volume and fast-paced, taking minutes

to review [33]. Complex (3D) imaging on the other hand, such as CTs and MRIs, take more time (10-20

minutes) and cognitive effort [33]. Reports are often in the form of prose (sometimes called narrative
report), while there is also research that calls for structured reporting approaches (e.g., short, bullet-

point style sentences) for improved clarity [52]. Reports are usually written using voice dictation, often

utilizing templates or draft reports produced by radiology trainees (interns or residents in the US con-

text) in hospital settings. A major challenge within the radiology workflow is the sheer volume of

scans, leading to a backlog of unreported images [119]. Wait times might be a few days to a week for

radiology reports [105].

The majority of human-centered AI research on radiology imaging has focused on mechanisms to

explain AI outputs to domain experts [8, 25, 24, 109], such as explaining the diagnostic outputs for

specific chest X-ray findings (e.g., cardiomegaly) by highlighting what feature changes in the medical

image would lead the AI system to give a different diagnosis [8]. Other work explored AI acceptance

or the impact of using AI systems on radiologist diagnostic performance [13, 24, 23]. Relatively little

work investigated current radiology workflows or asked radiologists where they needed support [145,

152, 109]. Xie et al.’s work presents a rare example of an early phase needfinding and design study,

where they conducted a three-phase design process to explore opportunities for AI-assisted radiology

in the context of X-rays [152]. This work builds on this existing body of research by investigating

radiologists’ and clinicians’ current needs and desired futures for VLM-assisted radiology workflows.
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Table 7.1: Participants in user feedback sessions. ‘Consultant’ denotes a senior doctor

with specialist training (the equivalent title in the US is ‘physician’.) (*) denotes clinical

trainees (interns or residents in the US context).

ID Professional Role Exp. AI Familiarity

R1 Emergency Care Radiologist 12yr Very familiar

R2 Pediatric Radiologist 15yr Very familiar

R3 Uroradiologist 10yr Somewhat fam.

R4* Gastrointestinal Radiologist 4yr Somewhat fam.

R5 Cardiothoracic Radiologist 10yr Very familiar

C1 Intensive Care Consultant 10yr Very familiar

C2* Intensive Care Fellow 1.5yr Somewhat fam.

C3 Intensive Care Consultant 8yr Very familiar

C4 Public Health Physician 11yr Somewhat fam.

C5 Internal Medicine Consultant 7yr Somewhat fam.

C6 Cardiothoracic Consultant 20+yr Not familiar

C7 Consultant Oncologist 20+yr Very familiar

C8 Pediatrician 19yr Somewhat fam.

7.2 Method

We had two high-level research questions: (RQ1) What might be the clinically relevant use cases for
vision-language model capabilities in radiology? (RQ2) Whether, how, and in what situations these use
cases might provide value for radiologists and/or clinicians? Our study unfolded in three-phases:

1. Phase 1: Brainstorming VLMUse CasesWe conducted seven 30-minute in-depth discussions

with our clinical team members (four sessions with a cardiothoracic radiologist (R1F); three ses-

sions with a general practitioner clinician (C1F)) to probe pain points in current radiology work-

flows (e.g., How do radiologists read a medical image?) We also conducted four 1-hour brain-

storming sessions involving team members with clinical expertise, AI expertise, and HCI exper-

tise. The sessions also involved reviews of VLM capabilities from recent literature (e.g., [130,

18]). We created sketches, scenarios, and wireflows and ranked concepts based on their clinical

relevance, feasibility, and data requirements.

2. Phase 2: Sketching VLM Concepts We narrowed our focus to four specific use cases: Draft
Report Generation, Augmented Report Review, Visual Search and Querying, and Patient Imaging
History Highlights and translated each use case into design concepts by sketching click-through

Figma [49] prototypes. We then populated the prototypes with relevant images and reports from

the open source MIMIC-CXR X-ray dataset [73], and validated the plausibility of each design

concept with a radiologist team member.

3. Phase 3: User Feedback Sessions We recruited 13 clinical stakeholders across eight hospitals

in the UK and the US (5 radiologists, 8 clinicians, 12 male, 1 female) who had not been involved

in our design process. Participants represented a range of clinical specialties including: intensive
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care, emergency care, pediatrics, family medicine, and other domains. Table 7.1 provides an

overview of our participants’ clinical roles and experience. Following the capture of demographic

information, we probed the perceived usefulness of either radiologist- or clinician-facing use

cases based on the participant’s role.

7.2.1 Data Collection and Analysis

We audio and video recorded and transcribed all brainstorming sessions using video conferencing soft-

ware. We analyzed the data using a combination of affinity diagramming [96], interpretation sessions

[66], and service blueprinting [15]. The feedback sessions lasted 1 hour and was conducted remotely

via video conferencing software. We audio and video recorded the sessions. The data was analyzed

using affinity diagramming [34] to iteratively generate codes for participant utterances, which were

then synthesized into high-level themes related to specific use cases; including concerns and desires

for additional support.

7.3 Phase 1: Brainstorming VLM Use Cases

Our discussions and brainstorming sessions surfaced many challenges, ranging from requesting a pa-

tient scan to prioritization, reporting, and assessment. Our team generated many ideas for improve-

ment (some of which are discussed in prior literature [124]), such as detecting redundant scan orders;

detecting poor quality images at the time of scan to reduce re-scans; and optimizing image triage and

assignment based on patient urgency and provider subspeciality. I provide a broad overview of these

challenges and opportunities using a customer journey map of the radiology workflow.

In this section, I detail our insights into VLM-specific use cases, mainly around radiology reporting

and report review due to our team’s research focus. Where relevant, I provide direct quotes from

our clinical team members that were involved in in-depth discussions (R1F, C1F) and brainstorming

sessions (R2F, C2F) – denoted with F (formative study) to distinguish clinical team members from the

user feedback study participants.

7.3.1 Use Cases for Draft Report Generation

In considering how VLM capabilities can support radiology image review and reporting, we discussed

whether an AI-generated draft report might provide any value. Interestingly, our radiology teammem-

bers likened these to reports they receive from their trainees: “I would treat it as a draft report coming
from my trainee.” (R2F) As to how much effort was involved in reviewing and editing these reports, R2F

shared: “Junior trainees’ reports will require more work. Depending on how good it is, I might dictate from
scratch . . . Senior trainees, I usually look at [their reports] and sign. I’ll just say ‘I agree’. I’m not going to
correct a typo. I might do small edits to say ‘there is also this’ . . . If I disagree, I will say “My interpretation
is this. . . ” I will dictate if it’s a few sentences or type a few words here and there.”
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Elaborating on what makes a radiology report ‘good’, we teased out three aspects: the report is (1)

accurate (i.e. findings are correct); (2) complete (i.e., there are no missing findings); and (3) error-free

(i.e. report does not have typos). This led us to further probe the value proposition AI might bring into

radiology in the form of improved report quality and reduced reporting time. Radiology teammembers

pointed out that they often prioritize speed over quality; they had to work really quickly due to the large

number of images waiting to be reported. A team member asked whether AI-generated findings in the

form of bullet points would provide any value if radiologists still had to dictate the report by themselves

(to reduce the risk of errors). Radiology team members pushed back, noting that the system would not

save them time in reporting, thus it would provide little value. They recalled instances where the

voice recognition system introduced transcription errors, and stressed that they do not want to spend

additional time correcting an AI system’s errors: ‘[recounting an incorrect transcription of ‘abdominal
viscera’ as ‘animal viscera’] It was embarrassing. It should be able to correct these, so that I can sign
without having to read what I dictated.” (R2F) These discussions hinted at time savings as a key design

requirement for clinician acceptance.

Finally, our conversations brought up the question: Should a draft report be shown to clinicians?

R2F reflected that this may lead to tensions in terms of responsibility and radiologist acceptance: “There
is an issue of responsibility. Radiologists might think they’re out of the loop” (R2F). Both clinicians and

radiologists proposed that AI-generated findings could be used for triage and early flagging of critical

findings without presenting too much detail. This became one of the central themes of exploration in

our later study.

7.3.2 Use Cases for Visual Search and Querying

When reviewing visual question-answering capabilities, both clinicians and radiologists brought up

that they regularly perform web searches to look for similar images or clinical information relevant

to the patient case. These included medical databases and clinical guidelines (e.g., nice.org.uk – The

National Institute for Health and Care Excellence guidelines), as well as websites that provide peer-

reviewed patient cases (e.g., gpnotebook.com, radiopaedia.org, radiologyassistant.nl, uptodate.com).

R2F described two scenarios where searching similar images was helpful. The first case included situ-

ations where she would suspect that there is a pattern in the patient image, but cannot be sure what

anomaly it might be: “I know there is a pattern but I don’t know what it is.” She would use search queries

that described the pattern (e.g., glass opacities CT lung) to find similar images to help with diagnostic

assessment. The second case was having diagnostic uncertainty about the suspected pattern: “I think
this is crazy paving, but I haven’t seen crazy paving in a while.” She would search for a certain pattern

in trusted websites (e.g., “crazy paving chest ct radiopaedia” ) to see examples of that particular pattern

to help disambiguate possible interpretations.

Both radiologist and clinician teammembers indicated forming search queries with the abnormality

and imaging modality to find similar cases with an overview of pathologies listing common causes:

“I’ll look at the differential diagnoses [listed] . . . [which makes me think] I haven’t considered that, but
knowing what I know about the patient, yeah that makes sense.” (R2F) We discussed how radiologists
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might perform visual searches if they had the ability to query a region in a patient image, for instance,

drawing a bounding box and typing ‘is this normal or abnormal’ (image query, text query, or image and

text query). R1F shared that text query might be preferable: “I would prefer text, because if I’m selecting
a lump, anything might look like a lump.” R2F however preferred the following search query type: “If
I could snip a region ... so that I don’t have to translate that to a text query.” ; suggesting variations in

search preferences.

Our discussions also touched on clinician-radiologist interactions, and the types of questions asked.

Clinicians shared that theymight ask clarifying questions for less visible findings: “You said in the image
[there is this] ... Where is it? Is this normal?” (C2F) Both radiologists and clinicians noted that image

annotation tools were part of the reporting software, yet were rarely used. Clinicians also sought

information on next steps: “Do you think we need to act on this? What [additional] imaging should we
order? Who should we call about this?” (C2F) Radiologist team members shared that such clarification

interactions can be overwhelming: “Sometimes clinicians want to hear from their favorite radiologists
that they’ve built a trust relationship over the years, which can be overwhelming for the radiologist.” (R2F)
We discussed that visual annotations and image search capabilities might reduce some of the back and

forth.

7.3.3 Use Cases for Longitudinal Imaging

VLM capabilities enable the comparison of a patient’s prior images for longitudinal assessment, a core

practice in radiology reporting [3, 127]. Reflecting on situations where this capability could be useful,

R2F spoke of the challenge of tracking the size of nodules over time: “It might look like the size hasn’t
changed much [compared to the most recent image], but actually it’s grown 5 millimeters compared to
two years ago.” We envisioned that a system could summarize past images and reports to provide key

highlights, such as chronic events, operations, and the trajectory of abnormalities.

7.4 Phase 2: Sketching VLM Concepts

We identified four VLMuse cases to further design and investigate: Draft Report Generation (radiologist
only), Augmented Report Review (clinician only), Visual Search and Querying (clinician & radiologist),
and Patient Imaging History Highlights (clinician & radiologist). In selecting these, we sought to cover

use cases where moderate AI performance may still provide utility (e.g., visual search, summarizing

prior patient reports) in addition to concepts that are higher-risk and require near-perfect AI perfor-

mance (e.g., report generation). This section details our design goals and strategies in selecting each

VLM use case, and elaborates on their design.
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Figure 7.2: The Draft Report Generation (radiologist only) concept displayed (a) a chest

X-ray image with patient information and clinical indication, (b) an AI-generated report

in bullet point form, and (c) a narrative report created using the bullet points.

7.4.1 Design Concepts

Draft Report Generation

Motivated by the insight that radiologists are accustomed to working with draft reports from their

trainees, the first concept explored the idea of an AI-generated radiology report as a ‘draft’. The Draft

Report Generation concept (Figure 7.2) displayed (a) a chest X-ray image with patient information and

clinical information, (b) anAI-generated report in short sentence form, and (c) a narrative report created

using the short form report. It demonstrated a scenario where the radiologist could review the findings

to see annotations in the image, and edit the draft in short form (e.g., crossing out, editing, or adding

bullet-point style sentences). The short form text – illustrated as bullet-points – was sought to assist

in spotting mistakes and enables linking the outputs to source materials (e.g., referencing to previous

scans or reports, localizing text findings in the image). Our goal was to explore the balance between

introducing friction and slowing down radiologists by having them verify the report, and yet still have

them achieve time savings overall.

The concept aimed to explore the following questions: (1) When and how would radiologists want

to interact with an AI-generated draft report, if at all? (2) Could there be utility to having a short form

report (e.g., bullet points)? (3) Should the draft report be available to clinicians? If so, in what level of

detail? (4) What is considered as ‘good enough’ AI performance for draft reports to be useful?
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Figure 7.3: The Augmented Report Review (clinician only) concept displayed (a) a re-

port overview feature above the full report, and (b) an AI assistant feature.

Augmented Report Review

The Augmented Report Review concept (Figure 7.3) had two main features: (a) a report overview fea-

ture shown above the full report, and (b) an AI assistant feature. The report overview displayed a

list of abnormal findings extracted from the report that can be visually highlighted in the patient im-

age to facilitate its localization (e.g., large right pleural effusion). The AI assistant showcased numer-

ous prompts inspired by clinician questions (e.g., Given the image-based findings, what are the clinical
guidelines for pleural effusion?). For this concept, a critical design consideration was around latency:

vision-languagemodels are currently slow and costly. We speculatedwhether contextual queries can be

pre-run prompts, where answers could be displayed immediately. As an alternative, we also sketched

the AI assistant feature as a chatbot with a text input field to provide contrasting options. The proto-

type displayed example prompts (e.g., guidelines, suggested investigations) as conversation starters to

help clinicians envision what might be useful.

The concept aimed to explore: (1) Would clinicians want to review AI-generated annotations? If so,

which findings are helpful to highlight for different image modalities (e.g., CT)? (2) Could there be any

utility to having contextual information when reviewing images? (3) What would clinicians query?

What would they never query? (4) Would there be a need for follow up queries (e.g., a chatbot style

interaction that can maintain context)?
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Figure 7.4: The Visual Search and Querying concept displayed (a) a visual selection tool

that enabled image search or image and text queries, (b) an AI assistant that returned

query results without providing an interpretative answer.

Visual Search and Querying

Building on the insight that radiologists and clinicians perform image searches online, the Visual Search

and Querying concept (Figure 7.4) explored potential utility by displaying: (a) a visual selection tool

that enabled image search (e.g., Find similar images that look like this region) or image and text queries

(e.g., “Is this lump or anatomical variant?” ). In line with recent literature showing clinicians look for

evidence rather than explanations [156], we envisioned this concept to return groups of similar images

instead of providing an interpretative answer (e.g., “Below are two groups of examples showing anatomic
variants and lumps that look similar to the selected region.” ) (Figure 7.4b).

The concept aimed to explore: (1) What would clinicians and radiologists visually query? (2) Could

there be utility in performing image and text queries? (3) Would clinicians prefer to have an answer

along with image examples (e.g., “Region likely normal” )? (4) What might be the data requirements for

finding similar images (e.g., past images and reports from a hospital database)?

Patient Imaging History Highlights

Given that clinicians and radiologists commonly review patients’ prior images, the Patient Imaging

History Highlights concept explored extracting and highlighting key insights across a patient’s im-

age history. The prototype (Figure 7.5) displayed: (a) a new X-ray scan, (b) prior images, and (c) an

AI-generated summary of prior images and/or reports. Example highlights included changes in abnor-

malities (e.g., Left lung nodule increased in size from 5 to 8 millimeters); chronic conditions (e.g., Chronic
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Figure 7.5: The Patient Imaging History Highlights concept displayed (a) a new X-ray

scan, (b) prior patient images, and (c) an AI-generated summary of prior images and/or

reports.

nodule in right lung benign, see image reference); and operations (e.g., Patient had chest drain on this
date).

The concept aimed to explore: (1) What is relevant to highlight in a prior imaging summary? (2)

Would a summary based only on reports be still useful; what is the least AI can do? (3) Would clinicians

query prior images? If so, how (e.g., “Show me only abdomen CTs” )? (4) How would clinicians envision

prior imaging summary to best be presented?

7.5 Phase 3: Eliciting User Feedback

This section reports participants’ feedback on each design concept, capturing perceived benefits and

suggestions for improvement.

7.5.1 Draft Report Generation

Expectation of near-perfectAI performance: All radiologists expressed that having anAI-generated
draft report would be valuable as long as the model performed really well; with high sensitivity and

specificity. Describing howAI reporting errors could add burden, one radiologist explained: “If it misses
something, I’ve got to say that. If it’s false positive, I either have to click to remove it from the report entirely,
or I have to change something.” (R2) To better understand what would be considered as good enough AI

performance for this use case, we asked “Out of 10 reports, howmany are you willing to correct?”. Almost



7.5. Phase 3: Eliciting User Feedback 81

all replied “1 out of 10” (R1, R2, R3) or “5 to 10 out of 100” (R5); suggesting the need for near-perfect

performance for AI-generated draft reports to provide real utility. Only one radiologist, a trainee, re-

sponded “3 out of 10”, noting that the system could make them more confident even if it did not reduce

their workload: “It [would be] getting stuff right enough for me to feel comfortable just to edit the 30% of
cases where it’s going to be wrong.” (R4); suggesting potentially added benefits for trainee learning.

Accounting for fast-paced practice & high workload: Echoing our initial findings, radiologists
noted that their practice is fast-paced and high volume: “It is literally going as fast as humanly possible.
Scrolling through things, looking at image, saying whatever I can, go over the spellchecks. Make sure I
didn’t say anything really wrong and then sign and get on the next one. ... I just need to get my job done
fast. I don’t get paid more for quality.” (R2). Consequently, participants mainly spoke of value as time

savings, especially when readingmulti-slice images such as those captured by CT that take significantly

longer to review and report than i.e. X-rays, and images that are outside of their subspecialty (R1, R2,

R3, R5): “I might be a seasoned reporter for lung or cardiac, but as every week it happens, we’ll get a
neck CT ... when you’re not doing it day in day out, it’s extremely difficult. You would love an AI which
is at least giving you the salient findings.” (R5) This suggests a draft report may reduce risks of key

clinical observations being missed and could assist with image interpretation confidence. Apart from

time savings, participants also mentioned potential benefits in reduced cognitive burden. For simpler

X-ray images, R2 for example mentioned: “I can do [X-rays] in 10 seconds... [but] there’s the cognitive
burden. Having to say the words and go through it all is painful.” R4, who was a trainee, reflected that

the main benefit of the system would be reducing reporting time rather than the time spent for image

interpretation: “Regardless of what the system says, I’m still going to go through my same search patterns
for the findings and interpreting those ... the only area where it’s going to be saving time is in creating that
draft [prose] report because then I don’t have to worry about the wording and if I’ve missed something”.

Preference for short, standardized reporting: Interestingly, when probed whether short form

sentences could be useful, all radiologists shared that they prefer to workwith bullet point style findings

instead of prose text. Several participants highlighted the literature on structured reporting, which is

proposed as a solution for improving report quality and consistency [52]:

“The idea of a narrative report happened in 1898 and we’ve not moved on from it. It’s full of
hedging, it’s full of weird language that only radiologists use: ‘likely to be’, ‘cannot exclude’.
[This is] what we should be moving away from rather than using the technology to reverse
engineer the future into what we got.” (R3)

Commenting on how the bullet list findings in the prototype were presented, R1 reflected “My
reporting style is much more telegraphic. So I’ll say ‘large right pleural effusion’, that’s exactly how I’d
phrase. I wouldn’t say ‘there is’ or ‘is seen’ or all those kinds of phrases. I don’t think [they] are helpful,
especially for findings.” Similarly, R3 advocated for structured findings for consistency and objectivity:

“Rather than saying ‘suspected mild cardiomegaly’, you say ‘heart is enlarged’ or ‘heart enlarged’, which
is a statement. It may be right or wrong, but it’s objective.” All these suggest a preference for concise,
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accurate and consistent reporting over the historic use of more ambiguous prose text, something that

AI reporting could assist in standardizing.

Favoring prioritized findings & confidence indications to assist image interpretation: Ad-
ditionally, radiologists described the benefits of having findings structured by their clinical relevance

and the systems’ confidence in the generated outputs. For example, a systems capability to compare

a current study to a patient’s prior image enables ordering report findings by: what is new, what has

changed or is unchanged, which gives important context to aid image interpretation and subsequent

clinical action. For example, the sudden ‘new’ appearance of a pneumothorax would require urgent

clinical attention whilst a reduction in consolidation in the patients chest upon pneumonia diagnosis

may suggest that antibiotic treatment is working. Furthermore, all participants (R1, R2, R3, R5) sug-

gested having confidence intervals to communicate AI uncertainty: “Rather than using ‘likely to be’,
‘unlikely to be’, ‘possibly’ ... ‘Likely prostate cancer 4 out of 5’, [which is] more robust and easier to in-
terpret.” (R3) One radiologist suggested displaying the model confidence and ranking findings on this

basis: “[Say for a finding] I don’t totally agree, I don’t disagree. But if it’s confidence is only like 56%, I’m
just going to knock that out.” (R2)

Impressions present key interpretative work: While short form, structured reporting was pre-

ferred for findings, some radiologists (R1, R3) shared that having unstructured, prose text is more ap-

propriate for the impression section which is the “non-objective, doctor bit” (R3): “The main focus of
communication between us and the team taking care of the patient is that impression part of the report. So
it’s really important to me to have that correctly crafted.” (R1) R5 reflected that findings could be useful,

yet the impression will be more difficult to get right: “We get a lot of [outsourced] reports from telera-
diology, which just tell you what the findings are. A clinician will want to know the clinical impression.
... Is a report better than no report? I think it is fine if it gets the findings right, even if it doesn’t do all
the synthesis clinically.” Given the importance of the impression section and its broader interpretative

work that may include additional contextual information, the feedback from our participants suggests

that clinicians may want to remain in charge of this task; positioning AI’s role closer to the extraction

of relevant findings from an image rather than its overall clinical interpretation.

Broading uses of (prose) draft reports: When asked how an AI-generated draft report should

be presented, all radiologists suggested having both bullet points and prose report presented together

whereby bullet points serve to assist the review, and prose for clinical communication: “I could just get
rid of [a bullet point] and it takes it out of the report, that’s great. Because editing at that level is so much
easier than editing on the report.” (R2) A few radiologists noted that a patient-facing report could also

be generated based on the list of findings (R1, R3); suggesting additional use cases and user groups.

In response to making an AI-generated draft report available to clinicians, all radiologists thought

the AI-generated report could be useful for triage purposes, especially in situations where clinicians

could escalate cases – as long as it did not look too final: “The subtlety there is that a draft report
sounds too final in the health culture. But a ‘prelim’ or a ‘wet read’, that’s a very rough, not final thing.
The clinicians would take that information and use their judgement to call the radiologist or wait for the
report.” (R2) Alongside legal, regulatory and other organizational requirements to approve any such AI
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use, this requires a system design that appropriately communicates and clearly discloses the nature of

preliminary AI-generated contents.

7.5.2 Augmented Report Review

Locating image findings & their prioritization by clinical relevance: Exploring how VLM capa-

bilities could be utilized to augment the experiences of clinicians when reviewing the radiology report,

all described finding image annotations helpful, especially for complex images like CTs. Most clinicians

shared that they do not receive training to read CTs: “I look at CT scans, but I’m not trained to look at
CT scans. I’m trained to look at X-rays.” (C5) Some (C3, C6, C7) noted that they are comfortable reading

CTs mainly within their subspeciality: “[In a brain scan] I would 100% be able to localize where things
are. But if it was a report of a liver I would struggle.” (C7) They pointed out that for such multi-slice

images, current systems require them to manually navigate to the image slice indicated in the report

to view abnormalities. Having “clickable” findings, either on the report itself or in an overview section,

that would direct them to the image location of relevance, was perceived valuable to save time and

make it easier to differentiate what is in the image: “[Looking at a CT scan that had multiple areas of
edema infarction] As a clinician, you’re like, well, this must be the bit that’s bleeding, but this must be the
inflamed bit. But they look similar to me.” (C1) Clinicians additionally described several abnormalities

that can be difficult to interpret: “Lymph nodes are the thing that people often miss on chest X-rays. Small
pneumothoraces are difficult to see. The difference between a pneumothorax and a bullae [is] a common
problem with the misreading of chest X-rays.” (C6) As such, they ascribed value to AI image annotations

in aiding their understanding of the reported findings. Furthermore, similar to radiologists’ feedback,

clinicians reflected that an overview section could highlight the most important and actionable find-

ings: “Report overview would work best if you constrain it to show the top 6 salient features. We can get a
lot of information overload if there are 25 of them.” (C7)

Building an appropriate mental model of the AI: When discussing more broadly how AI as-

sistance could feature within workflows, one clinician differentiated for example a radiology assis-

tant from a clinical assistant, whereby the former is embedded within the image viewer for radiology-

specific tasks, whereas the latter –which is conceived as answering broader clinical questions– would

be expected to sit within the EHR system: “If I’ve got a radiologist at my fingertips, I’d restrict to asking
it the kind of questions I might be asking the radiologist. Therefore it belongs in [the radiology] screen,
whereas some of the other things like, how should I treat this patient? I think that belongs in the main
body of EHR rather than in this radiology reporting system.” (C4) This commentary highlights the im-

portance of workflow integration for building an appropriate mental model of the AI’s likely purpose

and capabilities.

Cautioning about chat format& too complex queries: In response to the AI assistant embodied

as chatbot, several clinicians (C1, C3, C5, C7) commented that they were unlikely to use an assistant in

chat form due to time-demands and lack of trust in generated, potentially high-risk responses: “I don’t
need a chatbot function where I’m talking and stuff. I haven’t got the time for it.” (C5) Some clinicians

raised concerns about responsibility in clinical decision making: “I’m not all of a sudden going to ask
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ChatGPT ‘What am I going to do with the brain tumor?’ I’m going to askmy friend who’s a specialist of this.
There’s a question of responsibility. ” (C1) Similarly, in answers to questions what clinicians would not

want to use anAI assistant for (whether in chat or any other form), C7 – an oncologist – emphasized that

he would not use it as a prognostic tool: “The radiology assistant shouldn’t be used to make predictions.
It’s not a radiomic analysis in that sense.” Similarly, a cardiothoracic physician indicated that she would

not ask what’s unknowable: “You wouldn’t ask things that are impossible to know. Things that are too
complicated, like [the patient is] on six other drugs, how are they going to interact in combination? I
wouldn’t bother asking, I wouldn’t trust the answer cause it’s too individualized.” (C6) Another concern
was around the reinforcement of radiology observations that present negative findings. Here, clinicians

stressed that theyweigh positive findingsmore than negatives: “[If someone asks] ‘Can you confirm there
really isn’t a small pneumothorax on this?’ Then the answer from the assistant should be ‘No, you can’t’.”
(C7) In other words, clinicians cautioned the uses of AI for more ambitious, high-risk VLM use cases

involving prognosis, more complex patient cases, or a definite negation of abnormalities – given more

likely chances of errors and their negative implications on patient care.

Focusing on task- and patient-specific, functional queries: However, clinicians described an

array of rather functional, task-specific queries where they could imagine AI to assist by either con-

necting them to, or extracting information on their behalf. For example, clinicians envisioned the AI

assistant to perform image-based quantifications such as calculations of the cardiothoracic ratio (calcu-

lated by measuring the maximum diameter of the heart and thoracic cavity); Mirels’ score (indicating

the risk of bone fracture); sarcopenia index (muscle-fat ratio to track weight loss in cancer patients);

and waist-to-hip ratio in CT scans. All of these are currently calculated manually, often using phone

apps: “It would be perceived added value if it could be quickly extracted from [an image] read, as you
wouldn’t calculate it unless you needed.” (C7) In keeping with these more functional tasks, participants

often envisioned AI interactions in familiar forms, such as tool buttons, alerts or reminders for specific

conditions and workflows; thereby describing expectations of the AI being designed as a workflow tool.

One clinician expressed: “I almost would want the prompt ‘Have you thought about this?”’ (C5) whilst
simultaneously cautioning that such prompts could easily become annoying: “[For guidelines] I want
to be able to click [on a finding], guidance, then it searches and brings it up for me. I don’t want pop-up
fatigue.” (C5)

Furthermore, clinicians described how such practical, patient-specific AI functionality could be

achieved even more effectively if VLM capabilities were combined with patient EHR data: “You want
it to give you, here’s their allergies, here’s their weight, here’s their renal function, here’s their swallow
plan. Do they have a cannula in place? And here’s their other medications that could interact with that
medication. If it can pull from the system that type of information, excellent, you’re saving me a huge
amount of time.” (C5)

Criticizingmany of themore generic information that were probed in our concept sketch (e.g., clini-

cal features, differential diagnoses), clinicians emphasized the benefits of including additional EHR data

to provide patient-context relevant information: “I don’t need [it to remind me] the 10 common causes
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of pleural effusion. What will be really helpful is for it to know that actually in this context, hypothy-
roidism becomes not the 29th thing, but actually upping [that to] your top five you should be considering
... because this patient’s got some other clues or signs.” (C3) Similarly, surfacing a patient’s eligibility for

clinical trials or surfacing specific hospital or NHS level guidelines were described useful (C1, C2, C5,

C6, C7); re-emphasizing the need for information retrieval specific to each patient’s context.

7.5.3 Visual Search and Querying

Aiding interpretation via comparison with relevant patient cases: All clinicians and radiologists
shared that they perform web searches to find similar images, though not too frequently (e.g., 1/week).

For this concept, being able to visually search radiology images and reports within the context of their

hospital and patient population was valued the most: “Often you look at a CT scan on [internet] and
you go ‘my CT scans don’t look anything like that’ [because it was a different generation CT scanner]. So
it’s very important to visualize the abnormality in the context of the type of imaging you would see in
your center.” (C7) Most clinicians and radiologists wanted to query what is normal, or queries with age

and sex: “Recently we had a big debate: What does a 16 year old thymus look like normally?” (C6) An
intensive care unit (ICU) clinician also described the difficulty of assessing rare conditions where they

overlap with other abnormalities, because such cases are too infrequent and unfamiliar: “Nasogastric
(NG) tubes in the wrong place on a chest X-ray on someone in ICU with pneumonia is even less common
[than misplaced NG tubes alone]. So people have to simulate abnormalities in their head and compare the
X-ray with their simulation. Showing [cases] similar to your patient would be useful.” (C1)

All this suggests potential benefits of VLM use in retrieving or simulating other patient cases that

enable comparative image assessments for either rare and complex (e.g., querying ‘NG tube’ + ‘pneu-

monia’), or normal cases to assist interpretation. For such uses, participants positioned the AI system

as a tool for extracting, searching or filtering information rather than as a conversational interface: “I’d
have it as a tool that I can work with, and not conversation.” (R1) Describing how they would use queries

to refine image search, one clinician added: “To then be able to type in pneumonia for example, and then
the other [search results] go away. ‘Just female patients’ or ‘I’m only interested in people over 75’.” (C7)

AI insights to provide reassurance to ‘human’ interpretation: Reflecting on when in their

workflow visual search and query capabilities could be useful, some clinicians suggested their use for

follow-up questions about the radiology report: “Radiologist might have looked at it, but just not com-
mented on it. I just want the reassurance, is that normal or not? Is it a nodule? Is it a mass? Is it a piece
of consolidation? Same goes with head scans. Does this look like quite a full brain? Does the patient have
hydrocephalus or not?” (C5). Yet, other clinicians reflected that even with AI functionality to retrieve

i.e., similar images, they might still want to ask a radiologist to be assured: “Would I be reassured if it
flashed up a whole load of other people’s chest X-rays and said, this was reported as normal and this was
reported as normal, for yours is probably normal. I’m not sure that I would, but maybe.” (C6) Interestingly,
none of the participants expected the system to provide an answer, and preferred example patient cases

to inform their decisions: “Here’s a bunch of pictures, you decide. And that’s reasonable, right? I’m not
asking some kind of segmentation to then take responsibility for the decisions.” (C1).
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7.5.4 Patient Imaging History Highlights

Reducing laborious information gathering: All radiologists and clinicians highly valued having

a summary of a patient’s prior images highlighting key events and chronic conditions. Recognizing

the potential for time savings: “Half of my life is kind of spent chasing notes and pre-existing conditions.
A sentence or two, just about the radiology, would save me a lot of time.” (C1) Some clinicians (C3, C7)

spoke of a time-reward trade-off: “The problem with image interpretation is, how far back do you look
when interpreting for change?” (C7) They expressed feelings of guilt as they mostly look through recent

reports, but not images, due to lack of time. Radiologists, on the other hand, shared they take a thorough

look at past images, yet expressed desires for an automated summary: “That is a pretty standard practice
already for radiologists, but certainly being able to more easily get at that imaging history is going to be a
help.” (R1)

Facilitating relevant patient information access: Probing what would be useful to highlight,

participants mainly described the historical status of the patient, such as the baseline lung architec-

ture before a patient had pneumonia. Examples included past operations (e.g., Do they have a collapsed
lung?), key events (e.g.,When their pacemaker first appeared or their sternotomy wires first went in?) and
changes in abnormalities (e.g., Newmasses, fluid consolidation, rib fractures, are they old or new?). When

asked whether a text summary would be still useful in comparison to more multimodal, VML capabil-

ities (e.g., text summary of key events along with image annotations), most participants commented

that linked reports and visual highlights could aid verification: “If you clicked on it [for it to show you
annotated images], then you can corroborate.” (C6) Finally, a few clinicians (C3, C6) pointed out that un-

like radiologists, the interface they use to review prior reports only presents a list view without images.

They thought AI would still be useful if it could point them, at least, to important reports to guide their

navigation to the relevant image: “I have to click on each one individually, wait for it to load. ... Even if I
had a little red flag next to it saying ‘open this one, this has got money in it’.” (C3). This suggests that the
utility may be achieved with simpler AI capabilities.

7.6 Discussion

Similar to the previous chapter, this case study explored the use of AI capabilities and examples for

ideating, prioritizing, and sketching VLM concepts with clinician and AI collaborators. Due to the

project’s focus on interaction level research questions, my team and I were able to take some of the

concepts forward to gain insights into what predictions clinicians would find valuable. In this sense,

this case study demonstrates how HCI research can inform data collection and model building efforts

in the early stages of AI development.

Going back to the high-level research questions I seek to answer in my dissertation, below I re-

flect on how considering moderate AI performance impacted our solution space. I also expand on key

learnings on our modified innovation approach blending user-centered design and matchmaking.
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7.6.1 Finding Moderate Performance AI Use Cases

In this project, our focus was largely on multimodal VLM capabilities to gain insights into how these

research advances might translate into clinical practice. Our case study showed that while applications

of these capabilities in high-risk scenarios can provide value, clinicians invariably expect a near-perfect

performance in high-expertise tasks (e.g., draft report generation). Taking a complementary approach,

we asked ‘Can there be simpler, dumber versions of these concepts?’ This helped us expand our search

space to identify medium-expertise, moderate-performance use cases that were perceived as high value.

For example, summarizing prior patient reports requires relatively lower expertise –a medical student

level task– where having a ‘good enough’ summary could be still more useful than no summary.

This finding suggests that AI designers and developers should evaluate whether VLM (or other mul-

timodal AI) capabilities are truly needed and appropriate for a task and explore alternatives. The Patient

Imaging History Highlights concept demonstrates this approach well: while a multimodal model can

summarize rich patient image-report data; text-only models may already create value by summarizing

previous report texts or pointing to important reports without text extraction and summarization.

7.6.2 AI Innovation Driven by Technology and Users

Similar to my prior explorations, this case study provided evidence that using AI capabilities and sensi-

tizing domain stakeholders to moderate AI performance yields a broad set of problem-solutionmatches.

Usingmultiple sketches as instantiations of capabilities rather than concrete design proposals, and prob-
ing clinicians and radiologists (e.g., Knowing that AI can do this, can you think of situations where this
capability would be useful?) seemed to work well. Participants envisioned many use cases that can

provide clinical utility, such as calculating medical ratios and scores; assessing organ sizes, volumes or

density; and retrieving EHR patient data. Future research should expand this emergent approach that

blend human-centered and tech-centered innovation processes.

While sketching [21] with VLM capabilities scaffolded ideation, separating the underlying capability

from the form was a challenge. For example, the AI literature often uses the term ‘Visual Question-

Answering’ to refer to AI tasks around image-to-text or text-to-image capabilities, yet these capabilities

do not necessarily require a conversational form. Similarly, we struggled to envision novel VLM inter-

actions that go beyond chatbots, alerts, and recommenders, a well-known challenge in AI design liter-

ature [158]. We approached this challenge by framing VLM capabilities as queries that can be formed

in different ways (e.g., conversational questions, pre-run prompts, alerts, visual annotations, etc). In-

terestingly, the way participants described VLM interactions resembled robotic process automation: AI
that fetches data in the background and presents it in an unremarkable manner [159] that can either

be included or easily ignored. These findings point to a need for new design patterns beyond current

paradigms of LLM or VLM uses as chat or conversational queries – especially in workflow-oriented

contexts.

Finally, I see opportunities for design research to investigate how to effectively sketch and prototype

VLM interactions. In this project, we utilized click-through sketches to scaffold clinicians’ thinking
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around what AI can do and how the system might behave in specific use cases. One limitation of

this approach is evaluation; without functional prototypes, the feedback given on the concepts remain

speculative as initial indications into clinician expectations and acceptance. Further research is needed

to substantiate, test, and challenge the insights and assumptions that are presented in this work.
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Chapter 8

Case Studies with Industry Partners

In the previous two chapters, I explored the use of AI capabilities and examples to scaffold the ideation of

AI products and services within two different interdisciplinary teams in healthcare. This work showed

considerable promise; it shifted the teams’ focus toward high-value, low-risk AI concepts. It also indi-

cated a breakdown in current innovation approaches: neither user-centered nor technology-centered

approaches seemed to work well for AI. Instead, integrating aspects of both –starting with capabilities

and asking domain experts to think of problems where moderate performance creates value– seemed

to be more effective.

This chapter further explores this hybrid innovation approach by branching into other domains. I

present two additional case studies with industry partners. Does brainstorming with AI capabilities and
examples result in more effective ideation for identifying AI use cases? How does this innovation approach
impact the way teams brainstorm and develop AI products? To investigate these questions, I collaborated

with teams working in (1) insurance and (2) accounting to conduct a series of ideation workshops using

the AI Brainstorming Kit.

Below, I first describe the process of establishing these collaborations and provide an overview of

the study procedure. I then detail the iterative design process that involved a series of ideation work-

shops with each industry partner. This process provided valuable insights into how teams currently

brainstorm and identify AI use cases and the impact of this approach on their practices. It also revealed

several challenges that still need to be addressed.

8.1 Design Process

8.1.1 Establishing Collaborations

I had two criteria for selecting industry teams to partner with. First, I looked for cross-functional

teams (e.g., product managers, data scientists, AI engineers, UX designers, etc) that can carry out the AI

development work. Second, I considered whether the teams had access to data that could be leveraged

for AI projects. I did not filter teams based on their prior experience with AI.

The process for finding partnering teams involved two activities. First, my team and I reached out

to our network, emailing direct contacts across over 25 industry and public organizations. Second, we

gave research talks at various organizations and practitioner-facing conferences, where we presented
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our innovation approach and the AI Brainstorming Kit. Through these connections, we initiated rela-

tionships with 12 potential partners. We shared a one-page project description detailing the proposed

AI ideation workshop activities. Our point of contact circulated this within their organization to iden-

tify product teams who might be interested in collaborating. In parallel, we developed non-disclosure

agreements (NDAs) with each partner and obtained IRB approval within our institution. This process

lasted over a year and led to partnerships with an insurance company and an accounting company.

Overall, the selection of companies was based on their availability.

8.1.2 Procedure

The study procedure had three main parts: pre-workshop meeting, brainstorming workshops, and

post-workshop interview.

Pre-workshop Meeting

Once we identified a product team, we set up an introductory meeting (30-45 minutes) with team leads

to discuss workshop details and logistics. Each team lead described their team’s product, the customers

of these products, how their team is structured, and current AI-based product features (if applicable).

The academic team shared the research goals, proposed activities, and expected outputs. Collectively,

we discussed potential starting places to explore AI opportunities during the workshops. Based on the

team’s focus and availability, we defined the workshop scope, number of sessions, duration, and team

composition.

Brainstorming Workshops

We conducted two consecutive workshops with each industry partner. Each workshop included par-

ticipants from a product team (e.g., data scientist, product manager, machine learning engineer, etc)

and research team (e.g., HCI researcher, data scientist) with a total number of participants between

6-14 people. Workshop sessions lasted between 1-4 hours. Sessions were conducted remotely and were

facilitated by the academic team. We used Miro [98] and Mural [103] to create a digital whiteboard for

collaborative brainstorming and mapping of concepts.

Post-workshop Meeting

Following the workshops, we set up a post-workshop meeting (45-60 minutes) with team leads for

debriefing. We probed what worked well, what could have been better, and whether the teams might

use this approach in the future.
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8.1.3 Data Collection and Analysis

Data collected included (1) workshop andmeeting transcripts and (2) workshop outcomes. We analyzed

the collected data using affinity diagramming [61], the impact-effort matrix [60], and the task expertise-

AI performance matrix [162].

8.2 Study 1: Insurance

8.2.1 Background

The insurance provider we worked with develops both business-to-business (B2B) and business-to-

consumer (B2C) services. On a B2C basis, customers can get quotes and purchase insurance policies

(e.g., auto or home insurance) directlywithout any intermediaries, such as agents. On a B2B basis, insur-

ance companies partner with independent insurance agents to serve customers who may have complex

insurance needs (e.g., small businesses looking for specialty insurance). Independent agents represent

multiple insurance carriers. They create value for customers by providing personalized guidance when

choosing insurance policies as well as ongoing support (e.g., assisting customers with claims).

The product team we partnered with was responsible for insurance agent-facing systems (e.g., sys-

tem for agents to get quotes) and agent support systems (e.g., system for sales teams tomanage relation-

ships with agents). In the pre-workshop meeting, the team lead shared an overview of their domain,

pain points, and potential areas where AI might create value. These included things like better per-

sonalization towards customers and end users, gaining better insights into agent behavior, and helping

agents with insurance recommendations. On a higher level, the team lead noted that their innovation

approach must balance business objectives (e.g., customer satisfaction, growth, retention) with risks

and regulations. This initial conversation provided us with a shared understanding of the domain and

set the stage for the workshops.

8.2.2 Method

Participants

The workshop sessions included 12 participants from the product team (i.e., 6 product managers, 3

data scientists, 3 machine learning engineers) and 2 participants from the research team (i.e., 2 HCI

researchers). The second workshop included two additional participants from the product team (i.e.,

a data scientist and a software engineer from the IT department). All participants had more than 10

years of professional experience.

Workshop 1: User-centered Innovation

The first workshop followed a user-centered approach. Based on our discussions in the pre-workshop

meeting, we focused on the insurance agent as the target persona, and defined the workshop goal as

“Exploring AI opportunities to improve agent quoting”. In preparation for the workshop, we created
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“howmight we” prompts as starting places for ideation (e.g., Howmight we better personalize our systems
towards agents? How might we help agents better understand their customers? How might we help novice
agents in recommending insurance options?)

The workshop session lasted 4 hours (two 2-hour sessions with one hour break in between). The

agenda included introductions and workshop overview (15 min), a lightning talk session where the

product team provided an overview of the agent workflow, jobs to be done, and pain points (20 min),

two consecutive ideation sessions (30 min each), discussion (20 min), sorting and voting (30 min),

impact-effort assessment (60 min), and debrief (20 min). In ideation sessions, participants first gen-

erated concepts individually using sticky notes in a Mural board, then shared out with the group for

collective brainstorming. Following ideation, we sorted ideas using affinity diagramming [61]. Next,

we voted concepts using dot stickers and mapped this subset onto an impact-effort matrix [60]. After

the workshop, the research team further analyzed the concept using task expertise-AI performance

matrix [162].

Workshop 2: User-centered and Tech-centered Innovation

The second workshop followed a process blending user-centered and tech-centered innovation. In the

first workshop, we encountered challenges assessing the value of the generated concepts with product

managers as proxies for end users (i.e., insurance agents). In the second workshop, we decided to shift

the focus towards internal use cases. We defined the workshop goal as “Exploring AI opportunities to

support work and productivity”, and asked participants to reflect on their work practices and envision

ways AI can support their work.

The capabilities and examples included summarize text (review summaries); format data (converting
text to table); classify things (spam filter); robotic process automation (querying data to perform actions);

discover anomalies (banking fraud detection); cluster similarities (online shopping recommender sys-

tem); forecast demand (anticipatory shipping); discover individual or group patterns (smart home thermo-

stat); estimate breakdowns (predictive maintenance); and estimate task duration or difficulty (driver-rider
matching). We conducted a 4-hour workshop following the same structure as in the first workshop.

This time, instead of starting with a lightning talk on pain points, we reviewed the AI capabilities and

examples we had prepared as slides (15 min) and placed these in the Mural board to prompt ideation.

8.3 Findings

8.3.1 Workshop 1 Outcome

The first workshop produced outcomes that cover a broad set of themes. Examples included systems

for gaining insights into agents (e.g., predicting agent behavior); gaining insights into customers (e.g.,

customer segmentation); gaining insights into competition, fraud detection and verification; improving

customer support (e.g., personalizing content for agents); improving agent decision making; streamlin-

ing agent workflow (e.g., automated data entry); upskilling agents; and optimizing operational costs.
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Figure 8.1: The first workshop resulted in concepts that were mainly high-impact, high-
effort. The level of AI performance needed ranged from moderate to excellent.

The impact-effort assessment showed that the concepts were mainly high-impact, high-effort along
with some high-impact, low-effort and low-impact, high-effort concepts (Figure 8.1). The task expertise-
AI performance matrix revealed that all concepts were focused on tasks that required high-expertise
(e.g., customer segmentation). The level of AI performance needed for concepts ranged from moderate
(e.g., data mining to gain customer insights) to excellent (e.g., recommending custom insurance plans).

Figure 8.2: The second workshop resulted in concepts that were high-impact and low to

high-effort. The concepts were largely moderate-performance, with task-expertise rang-

ing from medium to high.
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8.3.2 Workshop 2 Outcome

The second workshop produced a similar set of themes, along with new themes that focused on internal

use cases rather than agents. Examples included systems for streamlining employee workflows (e.g.,

generating text for internal forms); supporting information seeking and sensemaking (e.g., summariz-

ing new regulations); increasing developer productivity (e.g., converting code between languages), and

optimizing staffing (e.g., forecasting staffing needs).

The impact-effort assessment showed that all concepts were high-impact and implementation effort

ranged from low to high (Figure 8.2). The task expertise-AI performance matrix mapping revealed that

concepts were largely moderate-performance, with task-expertise ranging from medium (e.g., summa-

rizing customer support feedback) to high (e.g., predicting customer lifetime value).

8.3.3 Post-workshop Reflections

Both workshop sessions were successful in producing many AI use cases that are feasible and valuable.

Workshop outputs were similar in terms of quality and breadth, however, the concepts shifted towards

moderate performance in the second workshop. When we asked the team members to reflect on each

process, all participants expressed a preference for the approach that used AI capabilities and examples

as a starting place: “Having technology helps better scope and narrow down the problem space. [Talking
about a capability] like text extraction, then saying there is an unmet need where we can use that . . .
Moderate level performance is really valuable, that’s good intuition.” (MLE) Additionally, participants
found the exercise valuable for sensitizing the team members to AI capabilities: “It’s not just the output
of the brainstorming sessions. There is the education angle, people getting more exposure to what AI can
help with.” (PM)

Reflecting on what worked well, several things stood out that made the sessions with insurance

innovators different than the healthcare work. First, the team members were familiar with the data

pipeline. They also sporadically conducted brainstorming sessions as a regular part of their innovation

work. A PM shared a framework that they use to explore potential AI use cases that captured the

data (What data is available to drive predictive insights from?), prediction (What can we predict using
this data?), action (What action(s) can we take based on this prediction?), and value (What is the value
generated by this?). Second, several teammembers reflected that the culture really matters; they felt that

they had an environment where team members felt safe bringing up ideas. They implied this had not

been true in other places they had previously worked. Finally, the team members had a good grasp of

regulations and constraints. They did not envision any “moonshot” use cases. Instead, they thought of

incremental improvements that would mainly improve the data quality and the accuracy of predictions,

which resulted in largely feasible concepts. In speculating on their lack of risk-taking during ideation,

we wondered if this was the result of many years of effort trying to innovate in a heavily regulated

industry.



8.4. Study 2: Accounting 95

Our post-workshop discussions also revealed some remaining challenges. Following ideation, we

encountered challenges in assessing and prioritizing concepts. The team reflected that a follow-up ses-

sion could be helpful to detail some of the concepts as sketches or wireframes. Currently, it remains

difficult to capture concepts in a way that is comparable for rapid assessment and prioritization. An-

other challenge was moving concepts to production. The team shared that they typically create a proof

of concept to pull resources for further development and deployment. However, it was unclear how

projects get prioritized. Several DS and MLE team members spoke of challenges in integration (e.g.,

cost, dependencies), noting that modeling was often the easier part. Finally, the team reflected that it is

challenging to get a sense of whether a concept will generate more revenue than its development and

integration costs, a challenge previously reported in the literature [161].

8.4 Study 2: Accounting

8.4.1 Background

Accounting companies often operate within the B2B space by providing services to other companies to

help businesses manage their finances and comply with regulatory requirements. Accounting services

typically include auditing, tax advisory, consulting, and risk management. Our collaborators in the ac-

counting company included two teams: an AI innovation team and a business team. The AI innovation

team consisted of members with AI expertise who had experience working within specific application

domains (e.g., tax services). These domain specific subgroups served as a central resource to provide

innovation support to product teams, who submitted the AI use cases they identified to the innovation

team. These included a brief description of the use case, expected value (e.g., time and cost savings), and

details about the data requirements (e.g., data availability, storage, dependencies, etc). The innovation

team worked with individual teams to scope, assess, and prioritize use cases. Based on this assessment,

the selected use cases were assigned resources (i.e., data science and development team) for further

design, development, and deployment of a minimum viable product (MVP).

The business team we partnered with provided accounting and tax services to B2B clients (e.g.,

preparing and filing corporate tax returns, ensuring compliance with tax regulations). The team in-

cluded accounting professionals who were interested in developing AI solutions within their domain.

In the pre-workshop meeting, the product team lead shared an overview of their process and pain

points, starting from the initial project proposal phase to staffing, technology setup, client data inges-

tion, reviewing accounts, preparing tax forms, quality assurance, and filing tax returns. We discussed

areas of interest for potential AI use cases. These included things like supporting tax experts in their

daily tasks, improving the business process workflow, and personalizing services for clients. Similar

to the first case study, team leads shared that they work in a highly regulated industry with clearly

defined rules for data use. These initial conversations helped with level-setting as we prepared for the

workshops.
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8.4.2 Method

Participants

The workshop sessions included four participants from the AI innovation team (i.e., 1 product manager,

2 AI engineers, 1 business analyst), two participants (i.e., accounting professionals) from the business

team, and three participants from the research team (i.e., 3 HCI researchers). All participants had more

than 5 years of professional experience.

Workshop 1 & 2: User-centered and Tech-centered Innovation

With this team, we conducted workshops that followed our proposed approach, blending user-centered

and tech-centered innovation. We conducted two 1-hour workshops, focusing on brainstorming and

concept assessment respectively. Based on initial discussions, we defined our goal as “Exploring AI use

cases for tax workflows”.

The first workshop agenda included introductions and workshop overview (10 min), review of AI

capabilities and examples (15 min), ideation (30 min) and debrief (5 min). We used the same selection of

capabilities and examples as outlined in the previous section and created aMiro board for brainstorming

and sorting concepts. The second workshop built on the concepts generated in the first workshop. We

selected a subset of 8 concepts (one per each high-level theme) to further detail and assess. We then

rated each concept in terms of its feasibility, desirability, and viability. The workshop agenda included

workshop overview (5 min), concept assessment (45 min, about 5-6 min per concept), discussion and

debrief (10 min). After the workshop, the research teammapped the concepts on impact-effort and task

expertise-AI performance matrices based on the team discussion.

8.4.3 Findings

Workshop 1: Brainstorming Outcome

The brainstorming session produced concepts covering a large set of themes. Examples included sys-

tems for assessing client data quality (e.g., detecting inconsistencies or abnormalities); improving data

processing (e.g., smart data formatting); evaluating rules and requirements (e.g., recommending rele-

vant regulations); accelerating information retrieval (e.g., document summarization and triangulation);

automating form processing (classifying forms); gaining insights into clients (e.g., discovering client

characteristics); and supporting dataset creation (e.g., synthetic data generation).

Workshop 2: Concept Assessment Outcome

The concept assessment session mainly focused on feasibility (e.g., data availability, level of AI perfor-

mance needed), desirability (e.g., value proposition), and viability (e.g., time savings or other benefits).

The question of “how well does the AI need to perform” was at the crux of our discussion as it defined

both the user experience and technical requirements. To search for simpler applications, we probed “Is
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Figure 8.3: The workshop resulted in concepts that were largely high-impact and

medium-effort to high-effort. The task expertise-AI performance matrix mapping re-

vealed clusters around high-expertise/moderate-performance tasks along with tasks that

required excellent-performance.

there a simpler, moderate AI version of this concept that is still valuable?” for each use case. To assess de-

sirability and viability, we probed domain experts for back-of-the-envelope calculations. For example,

for a use case around automated form classification, domain experts deliberated on the task workflow

and estimated the time savings as total employee hours per year.

The impact-effort assessment showed that the concepts were largely high-impact and medium-
effort to high-effort (Figure 8.3). The task expertise-AI performance matrix mapping revealed clusters

around high-expertise/moderate-performance tasks (e.g., detecting data inconsistencies or abnormal-

ities) along with tasks that required excellent-performance. The level of expertise needed for these

ranged from low (e.g., classifying forms) to medium and high (e.g., smart data formatting). Overall, the

concepts were largely skewed towards tasks that required high domain expertise.

Post-workshop Reflections

The workshop sessions produced several high-value, medium-to-high effort AI use cases. Reflecting

on each session, the team members shared that they did not struggle with brainstorming. Domain

experts (accounting professionals) expressed that they were self-taught in AI and automated-decision

making. They repeatedly recognized AI opportunities and initiated the development of several internal

AI applications. The innovation team, on the other hand, had a backlog with over a hundred AI use

cases submitted by teams across the company. The innovation team typically sets up a scoping call

with each team to understand the use case and score it based on the value proposition, cost, effort

for development and testing, and scalability within the company. Interestingly, the use cases were

considered case by case as they were submitted; there was no holistic comparison of use cases. Both
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the business and innovation teams found the concept assessment workshop more useful as it allowed

them to deliberate on, assess, and prioritize a subset of use cases.

We noted a few strategies that worked well. First, the focus on moderate performance helped

us reduce the complexity of use cases. Several team members reflected that there are limitations in

terms of data availability due to operating in a sensitive domain, therefore they prioritized use cases

where performance requirements could be lower: “We work in a highly regulated industry where data
is sensitive. We have to be able to accept a lower quality of accuracy.” (PM) Second, doing back-of-the-

envelope calculations with domain experts helped the team gain a deeper understanding of user value

and business value. Finally, focusing on internal use cases with domain experts helped us come up with

largely high-impact concepts.

In terms of challenges, we mainly struggled with problem formulation and concept assessment.

There seemed to be a lot of nuance in our discussions detailing what a concept is, which turned out to be

difficult to capture. This made it difficult to compare and rank concepts against each other. Additionally,

similar to the previous case study, the team found it challenging to assess the feasibility of concepts, as

the development effort was often tied to the complexity of problem formulation. Finally, the workshop

outcomes largely covered high-expertise tasks, only a few concepts were around low-expertise tasks.

The team reflected that this might be a useful lens to introduce during brainstorming to broaden the

consideration of tasks: “I liked in the framework that you’re thinking explicitly about Task Expertise —
that’s not an attribute we call out here very often.” (AI Engineer)

8.4.4 Discussion

I started this project with a focus on improving the ideation process: How can we help teams identify
high-value, low-risk AI use cases, places where moderate AI performance can be useful? Results showed

that both case studies produced a broad set of high-value AI use cases where required AI performance

ranged between moderate to excellent. Many teammembers found the exercise useful and educational;

they expressed interest in adopting this innovation approach and resources for future use. Notably,

the idea of looking for situations where moderate model performance is ‘good enough’ was new and

perceived as valuable by both teams. On these levels, the workshops were effective in sensitizing teams

to broadly and rapidly exploring AI’s problem-solution space.

On the other hand, it remains difficult to attribute this success solely to the workshop sessions. Both

teams had expertise in AI innovation; they seemed comfortable identifying AI use cases and collaborat-

ing with teammembers from other disciplines. Both organizations seemed to encourage brainstorming

to foster innovation. While there was no systematic approach to ideation, teams brainstormed sporadi-

cally to identify use cases within their product area towards building a proof-of-concept and requesting

resources for development. They did not seem to struggle with brainstorming AI concepts. Instead,

echoing the findings in previous chapters, the challenge was in problem formulation, concept assess-

ment, and prioritization. In particular, we struggled to capture concepts in a way that made them less

ambiguous to be able to discuss associated responsible AI risks.

Reflecting on these insights, I see new research opportunities in this underexplored research space:
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1. Problem formulation: How to support teams in formulating AI use cases? Can pushing con-

cepts towards a “moderate performance version” yield better (low-risk, high-value) outcomes?

2. Concept representation: How to capture AI use cases in detail in a way that makes concepts

easier to understand and compare? What level of granularity is needed to be able to assess risks,

especially around responsible AI?

3. Concept assessment: How to rapidly assess and prioritize a set of AI use cases? How to scaffold

the discussion around the assessment criteria, including but not limited to feasibility, desirability,

viability, and responsible AI considerations?

Future research should explore these questions to better understand the current state of art and

improve the early phase AI design and development.
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Chapter 9

Conclusion and Future Directions

Design is about making an advance towards a preferred future. Design inquiry generates knowledge

as a proposal to reframe and re-understand a problematic situation through making and substantial

reflection [168, 123, 53]. The research goal and questions change over the course of design experiments,

leading research programs to drift with intention [171, 87]. This dissertation is an example of such drift.

I started my research journey by expanding on the work that framed AI as a design material [158],
asking “Can we make designers better at envisioning novel AI products and services? Would that lead to
better, more human-centered AI innovations?” With each step I took towards this goal, my understanding

of the problem space has changed, leading me to reframe my goal and ask new questions. Below,

I outline these major reframings to unpack the advance I made towards the preferred future of AI

innovation:

• MakingAI innovation better is aboutmaking teams better atworking together. Human-
centered approaches have a tremendous potential to reduce AI failures by facilitating
early phase ideation and problem formulation between interdisciplinary team mem-
bers. My initial focus on improving the ability of designers to innovate with AI involved a few

assumptions. First, it assumed design practitioners ideating on their own to come up with AI

concepts. Second, it implied that design and HCI experts should drive AI innovation. My forma-

tive exploration of how experienced designers work with AI revealed these assumptions to be

flawed. This design-centric view was not reflective of the collaborative and interdisciplinary na-

ture of AI innovation. This shifted my focus from making designers better to making innovation

teams better at envisioning AI use cases. It surfaced that AI innovation should not be design-led.

Instead, designers and HCI experts should focus on facilitating ideation and problem formulation

between domain experts and data scientists. This is a place where human-centered approaches

can significantly influence what gets built with AI.

• Understanding what AI can do is necessary, but not sufficient. AI innovators should
search for “low hanging fruit” – low-risk, high-value use cases where moderate perfor-
mance creates value. I started developing the AI Capability taxonomy with the goal of helping

designers understand what AI can do, yet soon I realized that this resource could be useful to

not only designers but to non-data scientists in general. Putting the taxonomy in practice was
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a significant learning moment in my research journey; I discovered that AI capabilities are not

enough on their own. Capabilities helped designers and domain experts gain a sense of what AI

can do, but the concepts they produced were largely infeasible. This design experiment revealed

model performance and task expertise as two critical yet unarticulated dimensions. It led to the

creation of the Model Performance-Task Expertise matrix as a representation of AI’s problem-

solution space. Reflecting on this, I reframed my research goal to explore how to help innovation

teams notice situations where moderate performance AI can be useful.

• User-centered design does not work for AI innovation. We need a new innovation pro-
cess that blends user-centered and technology-centered approaches. A key reframing

coming from my research is the realization that neither user-centered nor technology-centered

approaches work for envisioning successful AI products and services. By focusing too much on

technology, we often overlook whether the problem being addressed is worth solving. By focus-

ing solely on users, we disregard what the technology can do well and whether it is suited to the

problem at hand. Reflecting on my observations of industry best practices and my own experi-

ence designing AI products and services, I noticed a need for an emergent design process that

blends user and technology centered innovation. The case studies provided in this dissertation

provide a glimpse into this modified innovation process.

• Thinking about what level we are innovating at helps with goal setting and choosing
appropriate design methods. Prior literature sought to bring UX design expertise into AI in-

novation. Consequently, my initial research had a narrow focus on interaction and interface level

AI innovations. Studying innovation teams across a wide range of settings helpedme uncover the

larger landscape of AI innovation across project phases. User-centered design methods are most

effective in Versioning, when adding new AI-based features to existing products. On the other

hand, service design and systems thinking methods are more suited for Visioning and Venturing,
when thinking more strategically about new AI products and services for longer horizons. This

insight marks an opportune area for future research to develop new methods for ideation and

prototyping that can support all levels of innovation.

• After ideation, problem formulation is themost critical step for designing successful AI
products and services. My dissertation work largely focused on ideation as a first step towards

improved AI innovation. Broadly envisioning many AI use cases before selecting what to imple-

ment is key to reducing the risk of developing unwanted technologies. Yet, the lack of ideation is

not the only challenge. The case studies I undertook revealed that after effective ideation, many

challenges remain in formulating, assessing, and prioritizing use cases. This realization again

shifted my understanding of the problem space, leading me to ask How can we support teams
detailing and assessing many AI concepts, before choosing what to build? – a question that marks

an open space for future research.
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9.1 Future Directions

I want to take a step back and highlight a few promising research directions for AI innovation with the

hope of informing future research in this area.

How to innovate with technology as a design material?

My dissertation research underscored the need for a new innovation process for designing AI products

and services – one that takes both technology and people as a starting place. A crucial aspect of this

process is the comprehensive assessment of various risks, including feasibility (Can this be built?),
value co-creation (Will this generate value for people and service providers), and harm (Will this lead to
issues around privacy, bias, ethics, and fairness?). This shift is already underway in the industry and

public services, as AI practitioners are increasingly aware of these risks and their role in AI failures.

Future research should build upon this emerging innovation process. Furthermore, stepping back from

artificial intelligence, the question of How do we effectively innovate with any technological material?
remains open. I anticipate that the innovation process outlined in this dissertation will generalize to a

variety of projects exploring the use of emerging technologies. Investigations in this areawill ultimately

pave the way for more human-centered technology innovation.

How to effectively anticipate responsible AI considerations during the concept ideation and
problem formulation stages?

Borrowing from Buxton on why ideation is a cornerstone of any innovation process [21], “The question
is not “Do I want this?”, but rather, “Do I want this rather than that, and why?” My PhD research largely

focused on improving the ideation of AI concepts, a piece missing in this work is the selection process.

Currently, teams set out to build the first thing they can think of. They discover and address responsi-

ble AI concerns only after a system is built, deployed, and has negatively impacted people. Many open

questions remain regarding how effective ideation and problem formulation might eliminate AI solu-

tions that are likely to cause unintended consequences and harm. How can we systematically compare

AI concepts? What criteria should be used to surface and assess the risks around fairness and harm?

My studies with clinicians hinted that medium-task expertise, moderate-model performance use cases

may be perceived as lower-risk. This raises the question, could pushing back on the level of model

performance needed for a concept reduce the associated responsible AI risks? Future research should

develop new methods and practitioner-facing resources to systematically assess risk during ideation

and problem formulation.

How to foster data and AI literacy to broaden the participation in AI development?

One of the central themes of my dissertation was the integration of participatory approaches in the

early phases of AI design and development. This ongoing challenge is gaining increasing attention

within the HCI and AI research communities. My research took an initial step in this direction by
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using AI capabilities and examples to scaffold domain experts’ understanding of what AI can do well.

A promising and important research direction is exploring how to foster data and AI literacy among

stakeholders: How can technologists and domain experts design datasets with downstream applications

in mind? Creating intentional datasets for specific tasks and workflows will be especially important for

applications of foundational models. This line of work has the potential to fundamentally shape how

data can and should be defined.

9.2 Conclusion

Artificial intelligence poses unique challenges for innovating new products and services. Our current

knowledge and methods barely scratch the surface of what is possible and what might be problematic

with AI products. This knowledge gap manifests as a breakdown in innovation: AI projects fail at a

higher rate than any other technology. In my dissertation, I explore this problematic situation through

design research and take steps toward reframing and re-understanding it to describe a preferred future.

I began my research by investigating the current practices of industry teams in the early prod-

uct development phase with the suspicion that a lack of effective ideation might lead teams to select

suboptimal innovations to pursue. My formative studies with practitioners confirmed this hunch and

uncovered some emergent best practices for discovering the right things to design with AI. Acting on

these insights, I set out to explore whether changes to ideation might improve the AI innovation pro-

cess. I developed new resources and methods to help non-data scientists better understand what AI

can effectively do. I demonstrated the potential impact of these resources and methods with cross-

functional innovation teams working on early phase AI applications. This exploration enabled me to

better outline AI’s problem-solution space by explicitly discussing a concept’s model performance and

task difficulty. My work with academic and industry innovation teams contributed rich case studies to

this under explored area.

On a higher level, my research lays the groundwork for understanding and improving the AI in-

novation process through the lens of human-centered design. I see many parallels between today’s

AI development process and the early days of software development, where many products failed to

reach product-market fit due to a lack of human concerns. Moving forward, our community can greatly

benefit from human-centered methods and processes for harnessing the potential of AI while simulta-

neously mitigating its risks and implications. This dissertation is a step toward this future.
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