
Mechanisms for Efficient Cache Access in
Near-Cache Accelerators

Piratach Yoovidhya

CMU-CS-24-143

August 2024

Computer Science Department
School of Computer Science
Carnegie Mellon University

Pittsburgh, PA 15213

Thesis Committee:
Nathan Beckmann, Chair

Phillip Gibbons

Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Computer Science.

Copyright © 2024 Piratach Yoovidhya



Keywords: Near-cache computing, Predictor, Data-centric, Cache-coherence



Abstract
In traditional computer systems, data has to move through the memory hier-

archy for computation to take place within the core. This data movement cost has
been dominating computer systems’ performance, and will only get worse over time.
Many proposals address this problem by introducing architectures that move com-
pute closer to data.

Like some of these proposals, our approach to this places engines within the
cache hierarchy, allowing the core to offload work to the caches. When the engine
experiences a cache miss, the requested data could be residing at two different levels
within the memory hierarchy. Sending a request to only one of the two locations
could result in a miss, increasing the miss latency of the engine. However, sending a
request to both locations at once also leads to higher energy consumption.

In this thesis, we introduce a novel Memory Access Predictor to the system that
assists the engine in sending requests that minimizes energy usage, while retaining
high performance. We evaluate the predictor on various micro-benchmarks, showing
that it is able to improve the performance by 15%, and reduces additional energy
consumption by 91% in other applications.
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Chapter 1

Introduction

In recent years, data movement has emerged as the primary bottleneck of modern computer
systems [10, 13, 14, 17]. Computation is much cheaper than data movement, and the gap has
been widening due to the shift towards leaner and specialized core [7, 11, 13, 14, 19]. The
fundamental issue with conventional computing systems is that data is only processed on cores,
leading to excessive data movement through deep, multi-level cache hierarchies.

To address this trend, near-data processing designs have been proposed, adding accelerators
near the main memory [4, 5, 12, 23]. This design aims to bring compute closer to data, potentially
reducing the excessive data movement found in conventional hierarchies. Near-data processing
works well when programs have little reuse, but in applications with significant locality, this
design is often far less effective [2, 15, 28, 36]. Furthermore, the distance between the core and
the accelerators is still far, making communication with the core extremely expensive.

Near-cache computing is a similar approach that offers a promising solution to the problems
faced in near-data processing designs. In near-cache computing designs, the baseline multicore
is augmented with a general-purpose engine (i.e., accelerator) on each tile. Near-cache engines
benefit from the lower communication costs to the core, allowing for the core to offload tasks to
the engines without significant overhead.

Challenges There are several challenges that arise with near-cache computing designs. For the
engine to utilize the shared memory space effectively, coherence has to be maintained between
the engine and the core. Naively extending baseline protocols can increase verification costs,
network traffic, directory state, and can also lead to the engine polluting the core’s caches [6, 25]
Beyond that, existing protocols do not allow the engine to access both the L2 and the LLC
efficiently, which is necessary for near-cache engines to be effective.

Kobold Kobold is a coherence protocol and implementation that addresses these problems [6].
A directory structure called the “Mis-direction Filter” is added to help the core maintain co-
herence with the engine without incurring significantly increasing verification costs, network
traffics, and directory states. Kobold allows for the engine to efficiently access both levels of the
cache hierarchy. Different applications prefer access to different levels of the cache hierarchy,
and sending a request to the wrong level can increase the miss latency of the engine. On the
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other hand, speculatively sending requests to both levels of the cache hierarchy in parallel can
lead to higher energy consumption, and in some cases, can negatively affect the performance of
the system.

Thesis Contributions We propose a Memory Access Predictor that predicts which level of
the cache hierachy the requested data resides in. The predictor is used by the engine to make
efficient cache accesses at the right level of the hierarchy. We present three implementations
of the predictor, weighing the advantages and disadvantages of each design. Across a range of
micro-benchmarks, we found that on average, our Memory Access Predictor is able to improve
performance by 4.7% compared to the baseline approach, and saves 56.7% of the energy that
would have been wasted on excessive speculative requests.

Outline The remainder of this thesis is organized as follows. Chapter 2 discusses relevant
background information on data movement, cache coherence in near-cache computing designs,
and Kobold. Chapter 3 describes three different Memory Access Predictor designs. Chapter
4 briefly summarizes the methodology used for the evaluation. Chapter 5 presents the results
from our evaluation, showing how well the Memory Access Predictor performs compared to
alternative approaches. Chapter 6 concludes, and discusses possible future work.
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Chapter 2

Background and Motivation

To combat increasing data movement costs [10, 13, 14, 17], there have been many propos-
als for architectures that move compute closer to memory, rather than moving data to com-
pute [8, 9, 18, 20, 30, 31]. In this chapter, we discuss one popular approach called “Near-Cache
Computing”. We will discuss some prior near-cache computing proposals, and how why data
movement costs can be minimized through this design. We then introduce a near-cache comput-
ing system, Kobold, and outline some optimizations made to the system [6]. Finally, we motivate
a mechanism built on top of Kobold that can improve performance while keeping energy con-
sumption low.

2.1 Near-Cache Computing

In near-cache computing architectures, accelerators are integrated within the cache hierarchy,
allowing the core to offload tasks to cache. There have been many recent proposals that follow
this design [1, 2, 19, 22, 25, 27, 32, 33, 35]. Near-Stream Computing proposes a paradigm that
utilizes a compiler, CPU ISA extension, and a novel microarchitecture to identify opportunities
and offload computation to shared caches [33]. Minnow augments a chip multiprocessor core
with a programmable engine that supports worklist scheduling and performs worklist-directed
prefetching [35]. täkō performs computations on data as it travels through the cache hierarchy,
for example, decoding encrypted data [25].

A representative system, Livia, shows how these engines can be utilized to minimize data
movement [19]. In a baseline system (Fig. 2.1) executing a tree lookup application, computations
only execute on the core so data is always being moved into the core, often forcing it to traverse
the full memory hierarchy. With Livia, engines are placed throughout the memory hierarchy,
allowing tasks to be scheduled and executed at locations where the data naturally settles to,
minimizing data movement. This can be seen in Fig. 2.2, where minimal data movement is
needed to execute the same tree lookup application.
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Figure 2.1: Baseline compute-centric systems end up moving data over long distances.
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Figure 2.2: Livia executes tree lookup at locations that minimize data movement.

2.2 Coherence in Near-Cache Accelerators
For the engine to perform meaningful work, coherence has to be maintained between the core
and the engine. Maintaining coherence between the core and the engine is a difficult problem; it
is best to avoid much additional complexity to maintain coherence as it may negatively impact
the performance of the system. With the right coherence protocol, the engine should be able to
efficiently access both the L2 and the LLC without additional costs in network traffic, verfication,
and maintaining directory states. Prior proposals for near-cache accelerators [19, 25] made some
assumptions about coherence to help ease implementation efforts. In this section, we will discuss
possible protocols that could be used, and explain their shortcomings in relation to a proposed
protocol and implementation, Kobold.

2.2.1 Naive Coherence

In directory-based protocols, a directory structure is used to track which cache holds a block, and
which state it is in [21]. A coherence request is handled by the directory, which determines what
action to take based on the location and state of the block. Naively extending these directory-
based protocols by treating the eL1D as a sharer under the LLC can be detrimental to the system’s
performance. The directory overhead is doubled, and any transfer between the core and the
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engine requires data to be written back to the LLC, resulting in excessive communication with
the LLC. This problem is further exacerbated when considering chip multi-processors, where the
LLC banks are often far from the tile.

2.2.2 Kobold
To address the problems, the Kobold coherence protocol has been proposed [6]. Kobold is a
hierarchical cache-coherence protocol that is able to improve scalability and limit coherence
traffic by utilizing a directory-like structure called the “Mis-direction Filter” (MDF). Kobold
augments the L2 cache with the MDF (Fig. 2.3), which is used to track the state of the eL1D,
allowing for coherence requests to be handled without involving the LLC. This restricts the
complexity of the engine within a tile by making the core’s L2 and the eL1D appear like a
single, unified cache to the LLC. The LLC is then able to use baseline protocols without any
modifications, which keeps verification costs low.

core

L1D

L2

engine

eL1D

L3

MDF

Figure 2.3: Cache hierarchy design with the mis-direction filter (MDF) augmenting the L2 cache.

When the L2 is inclusive of the eL1D, data is duplicated in both caches. It is possible for data
brought into the L2 by the engine to remain in the L2 long after it has been evicted in the eL1D.
As a result, engine is able to pollute the core’s L2 with unnecessary data, worsening the baseline
processor performance. This was shown in täkō [25], where a 4× slowdown was observed in
certain benchmarks as a result of L2 pollution. Kobold makes the L2 non-inclusive of the eL1D,
eliminating this problem entirely.

Despite these optimizations, this hierarchical design can still harm the overall performance
for applications where the eL1D is better suited to be the child of the LLC; the current approach
adds the L2 miss latency to the eL1D’s miss path. In order to hide the L2 latency during an eL1D
miss, the eL1D can speculatively forward a request to the LLC in parallel with the L2 request
when a miss occurs. For correctness purposes, modifications were made to the protocol to handle
additional scenarios that come with the optimization. Fig. 2.4 shows a scenario where the LLC
receives the eL1D’s request for data that is already shared by the requesting tile. In this scenario,
the LLC protocol is modified to ignore such requests, and for correctness, the L2 will also have
to wait for an acknowledgement from the LLC before being able to service the request. This
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means that in those scenarios, the critical path of an eL1D miss will be slightly longer than if the
eL1D did not send a speculative request.

Many applications benefit from this optimization, and Fig. 2.5 illustrates how successful
speculative requests are at hiding the L2 latency from the critical path in an application that
relies on accesses to the LLC. In this application, always speculating is able to achieve a 6%
speedup over Kobold without the speculation optimization in place.

Figure 2.4: When the eL1D speculatively requests the LLC for data that is already in the L2,
this request is ignored by the LLC. Instead, the L2 waits for an acknowledgment from the LLC
before being able to respond to the eL1D with data.

2.3 Memory Access Predictor
Although speculation is able to hide the L2 latency from the critical path of eL1D misses well, it
comes at cost of having to send additional messages to the LLC. For an application that mostly
relies on accesses to the L2, these speculative requests to the LLC are simply wasted energy that
could have easily been avoided. We can see this in Fig. 2.6a, where an application with most of its
data residing in the L2 ends up consuming 1.19× more energy by speculatively sending requests
every eL1D miss. Furthermore, since this application mostly relies on accesses to the L2, the
longer L2 hit path (due to having to wait for the LLC’s acknowledgment) ends up leading to a 6%
slowdown for the same application (Fig. 2.6b). For applications that rely on L2 accesses, never
speculating is better than always speculating as it saves energy and results in higher performance.

The ideal scenario is for the eL1D to only send parallel requests when the requested data is
in the LLC, and never send parallel requests otherwise. We can get close to this ideal scenario
by using a Memory Access Predictor (MAP). We drew inspiration from various places [24, 26],
which utilizes predictors for similar scenarios in their system. In Alloy Cache [24], the Memory
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Figure 2.5: An application that mostly accesses data residing in the LLC sees a speedup from
having speculative requests enabled.

Access Predictor is used to dynamically choose between accessing cache and memory serially,
or accessing both in parallel. Similarly, in Kobold, the Memory Access Predictor will be used to
dynamically choose between sending a request to the L2 and the L3 serially, or sending a request
to both in parallel. If the predictor has a high enough accuracy, the engine will send requests to the
correct cache levels, achieving good performance while keeping additional energy consumption
low.
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Figure 2.6: Speculation can adversely affect both the energy consumption and performance in an
application that mostly accesses the L2.
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Chapter 3

Design and Implementation

The Memory Access Predictor is key to enabling good performance without consuming much
additional energy from excessive speculative requests. In this chapter, we discuss various designs
for the Memory Access Predictor.

3.1 Memory Access Counter (MAP-C)
Our first design, inspired by Alloy Cache’s predictor [24], utilizes a single saturating counter in
making its prediction. The counter is updated everytime a response is received from either the
L2 or the LLC, informing the predictor where the requested data came from. When the response
is from the L2, the counter is decremented, and when the response is from the LLC, the counter
is incremented. To make a prediction, the predictor uses the most-significant-bit (MSB) of the
counter as shown in Fig. 3.1. If the MSB=1, the predictor assumes that the data is in the LLC,
telling the eL1D to send a speculative request to the LLC. Otherwise, the predictor assumes the
data is in the L2, and the eL1D will not send a speculative request.

This design relies on the descriptiveness of the counter. When the counter value is low, this
informs the predictor that the majority of the recent responses have been from the L2, and that it
is likely for future accesses to be for data in the L2 as well. When the counter value is high, the

Figure 3.1: The Memory Access Counter predicts speculation when the MSB=1 and no specula-
tion when the MSB=0.
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predictor will know that the recent responses are from the LLC, so it predicts that future accesses
will also be to the LLC. In our implementation, the saturating counter starts at zero, meaning that
our approach is more on the conservative side— only predict speculation when the predictor has
seen enough evidence in order to do so. Once the counter reaches the minimum or maximum
value, the saturating nature of this counter ensures that the value will not change any further. This
is by design to ensure that the counter remains responsive to changes in cache access patterns in
the future.

3.2 Memory Access Counter Table (MAP-T)

Our second approach to the predictor is to maintain a table that maps cache line addresses to a
counter. The design for the Memory Access Counter Table is almost identical to the Memory
Access Counter. The big difference in this design is maintaining a mapping of the cache line
address to its respective saturating counter, instead of using a single counter for every cache
access. When there is a response, the predictor first checks the cache line address associated
to the response. The cache line address is then used to hash into the table in order to retrieve
the corresponding memory access counter. Much like before, if the response is from the L2, the
counter is decremented, and if the response is from the LLC, the counter is incremented. When
making predictions, the cache line address is hashed and used to index into the table to retrieve
the right counter to use for predictions (shown in Fig. 3.2). The prediction mechanism then
exactly follows the Memory Access Counter’s mechanism as described in the previous section,
using the MSB to determine whether or not to send a speculative request to the LLC. Currently,
the hash function is a simple function that mods the cache line address by the size of the table.
With more sophisticated hashing functions, collisions may not happen as frequently.

This design aims to solve the issue of only having one counter for the entire workload in
the first approach. In a long-running application, the previous approach would not be able to
differentiate between hot and cold cache lines, incorrectly incrementing and decrementing for
certain cache accesses. With this table approach, each cache line has its own counter and is less
likely to experience the same problem.

Figure 3.2: The Memory Access Counter Table hashes the cache line address to its respective
counter, which is then used for predictions.
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3.3 Memory Access Ratio (MAP-R)
Our final approach is inspired by DynAMO’s predictor [26], and uses a ratio between the number
of LLC accesses and the L2 accesses for predictions. The predictor keeps track of the number of
responses from the LLC and the number of responses from the L2. When making a prediction,
we compute the ratio of these two values, and compare it to a threshold value. If the ratio is
greater than the threshold value, then the predictor tells the eL1D to speculatively send a request
to both the LLC and the L2. Otherwise, the predictor tells the eL1D to not speculate, and only
send a request to the L2. This is illustrated in Fig. 3.3. To avoid overflows, we shift the counter
values to the right every certain number of predictions.

This approach effectively computes an Exponentially Weighted Moving Average (EWMA)
that informs the predictor how likely it is for the requested data to be in the LLC, based on past
memory accesses. There are a few advantages with this over previous approaches. First, past
memory accesses are used as part of the prediction scheme, unlike the Memory Access Counter,
which ignores past memory accesses past a certain point. It still weighs recent memory accesses
more, retaining one of the Memory Access Counter’s key strengths. Second, utilizing a threshold
ratio value for prediction is more descriptive than using the most-significant-bit of a counter; a
higher threshold value means that the predictor will operate on a more conservative side, only
telling the eL1D to send a speculative request to the LLC when a high enough ratio of LLC
responses to L2 responses have been reached. In practice, this predictor type may be difficult to
implement as it relies heavily on division. It is also likely to be less responsive than the Memory
Access Counter.

Figure 3.3: The Memory Access Ratio computes a ratio between the number of responses from
the LLC and the number of responses from the L2. This is then used for prediction.

3.4 Road Not Taken
We intended to implement another version of MAP-T that instead maintains a mapping of the
instruction address to a counter instead of the cache line address. This may have been a good
idea, as it is known that there is a strong correlation between cache access information and
the instruction address that triggers the cache access [16, 24, 29, 34]. However, we found it
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to be difficult to obtain the instruction address within the predictor, so we did not pursue this
implementation further. We leave this as future work.
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Chapter 4

Methodology

Cores 1 core, RISC-V ISA, 1 GHz, In-order CPU

Engines 1 engine, RISC-V ISA, 1 GHz, Modified In-order CPU

L1 16 KB, 8-way set-assoc, unified data and instruction caches, Tree-PLRU repl.
L2 128 KB, 8-way set-assoc, 4-cycle tag, 4-cycle data array, Tree-PLRU repl.

LLC 512 KB, 16-way set-assoc, 20-cycle tag, 20-cycle data array, inclusive, Tree-PLRU repl.

Table 4.1: System parameters in our experimental evaluation.

Simulation Framework We implemented our system in gem5 [3], an execution-driven, cycle-
accurate simulator.

System Parameters Our system parameters are given in Table 4.1. We evaluated a system
with one core and one engine, both of which utilizes a simple in-order CPU.

Micro-benchmarks We modified a number of micro-benchmarks used in evaluating Near-
Stream Computing [33] to evaluate against our system.

Metrics Our evaluation focuses on the effectiveness of the three Memory Access Predictor
designs. First, we show the overall performance results of Kobold with the Memory Access
Predictor by comparing the simulation seconds, eL1D miss latency, and energy usage to baseline
models without the predictor. Following that, we conduct a sensitivity study of each type of
predictor under different parameters. We then compare each predictor’s performance across
different micro-benchmarks to identify the most consistently accurate predictor.

13
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Chapter 5

Evaluation

In this chapter, we evaluate the Memory Access Predictor’s performance against a variety of
micro-benchmarks similar to the ones used to evaluate Near-Stream Computing [33]. In Sec. 5.1,
we evaluate the overall performance benefits from the Memory Access Predictor. The perfor-
mance of the predictor is compared against never speculating in Kobold, and always speculating
in Kobold. The predictor design used for this section is the Memory Access Counter imple-
mentation with 3 bits. The reasoning behind using this predictor design is then shown in the
sensitivity study in Sec. 5.2, where we compare different parameter values for each Memory
Access Predictor design before comparing the overall performance of each design.

5.1 Memory Access Predictor Performance
This section aims to evaluate the Memory Access Predictor’s ability to achieve similar speedups
to always speculating for applications that rely on accesses to the LLC. For applications that rely
on accesses to the L2, we also evaluate the Memory Access Predictor’s ability to retain similar
performance as never speculating. We also evaluate how well the Memory Access Predictor is
able to save energy that would have been wasted in sending unnecessary speculative requests to
the LLC when always speculating. Each of the micro-benchmarks are designed to rely on ether
L2 accesses, LLC accesses, or an even split of both.

5.1.1 LLC Workloads

To understand how well the Memory Access Predictor is able to achieve the speedup gained
from always speculating, we evaluate the predictor against workloads that rely on accesses to the
LLC. The result from this is shown in Fig. 5.1a. The conclusion we can draw from this is that the
Memory Access Predictor is able to consistently reach the same performance speedup as always
speculating for simple micro-benchmarks that rely mostly on accesses to the LLC.

The speedup from always speculating and from the Memory Access Predictor is due to the
lower eL1D miss latency compared to never speculating, as seen in Fig. 5.1b. This shows that the
Memory Access Predictor is successful in enabling speculating for situations where only sending
a request to the L2 would result in adding the L2 miss to the eL1D miss path.
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(b) MAP is able to successfully hide the L2 miss latency in a link list
application with most of its data in the LLC.

Figure 5.1: Evaluation of MAP against micro-benchmarks that rely on accesses to the LLC.

5.1.2 L2 Workloads
We now evaluate how well the Memory Access Predictor is able to retain similar performance
to never speculating when running applications that rely mostly on accesses to the L2. Fig. 5.2a
illustrates that the Memory Access Predictor retains similar performance to never speculating
across the micro-benchmarks that mostly access the L2. For the link list application, the Memory
Access Predictor performs 2% worse compared to never speculating, due to incorrectly sending
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(c) MAP consumes significantly lower amount of
energy compared to always speculating.

Figure 5.2: Evaluation of MAP against micro-benchmarks that rely on accesses to the L2.

more speculative requests to the LLC than necessary. Fig. 5.2b shows the comparison of the
number of messages sent to the LLC. The Memory Access Predictor is able to reduce the total
number of messages sent to the LLC, reaching a similar total number as never speculating. This
results in a significantly lower energy consumption compared to always speculating, as shown
in Fig. 5.2c, where the Memory Access Predictor is able to save around 91% of the energy that
would have been wasted to unnecessary speculative requests to the LLC.

5.1.3 Mixed Workloads

We have seen that across simple workloads that mostly access one level of the cache hierarchy,
the Memory Access Predictor is able to achieve its goals well. Now we evaluate the Memory
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(b) MAP improves performance while saving nearly half of the energy
wasted to unnecessary speculative requests to the LLC.

Figure 5.3: Evaluation of MAP against micro-benchmarks that rely on both accesses to the L2
and the LLC.

Access Predictor across a mixed workload that accesses both levels of the cache hierarchy.
Fig. 5.3a presents how well the Memory Access Predictor performs against micro-benchmarks

that require access to both the L2 and the LLC. For the Conditional Array Sum application, the
Memory Access Predictor is able to achieve an even better speedup than always speculating due
to being able to hide the L2 miss latency when the requested data is in the LLC, and relying on
the shorter L2 hit path when the data is in the L2. However, for the Link List application, the
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Memory Access Predictor is not able to achieve the same speedup as always speculating, as the
prediction accuracy is only around 80%, but it still performs better than never speculating.

Overall, the Memory Access Predictor consistently outperforms never speculating while re-
taining additional energy consumption low. Fig. 5.3b shows that in a representative application,
the Memory Access Predictor saves around 50% of the energy that would have been spent on
unnecessary speculative requests to the LLC, while being able to match the performance from
always speculating. The average energy savings from speculation in the micro-benchmarks pre-
sented in Fig. 5.3a is around 56.7%.

5.2 Sensitivity Study on Parameters

In this section, we discuss how varying each of the predictor design’s parameters can affect the
overall prediction accuracy. We ran each predictor and the chosen parameter across different
micro-benchmarks that rely on accesses to different levels of the cache hierarchy. The preferred
cache level access is listed under the micro-benchmark name in parentheses.

5.2.1 Memory Access Counter
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Figure 5.4: Micro benchmarks with results from running various sized counters with MAP-C.

For the Memory Access Counter design, we evaluated different counter sizes. The perfor-
mance difference between each counter size did not vary much for each micro-benchmark, except
for the Link List application, which roughly had half of its data in the L2, and the other half in
the LLC. In this application, this predictor type did not perform as well as a result of using one
saturating counter, so the predictor was not able to differentiate between different cache access
patterns. The 3-bit counter consistently outperforms the other sizes, likely due to being small
enough to still remain responsive to changes in access patterns, while still being big enough to
not respond incorrectly to false patterns.
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Figure 5.5: MAP-C’s prediction accuracy falls off further if we decrease or increase the counter
size more in the Link List benchmark.
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Figure 5.6: Micro benchmarks with results from running various sized tables with MAP-T.

Fig. 5.5 presents the prediction accuracies when we push the counter size more in both di-
rections. The prediction accuracy has a steep drop off after 9 bits, and is slightly lower at 1 bit.
This result highlights the short-lived and straightforward nature of our micro-benchmarks, where
smaller counter sizes are preferred due to being more responsive.

5.2.2 Memory Access Counter Table
We evaluated different counter table sizes for the Memory Access Counter Table. The counter
size used is 3-bits, which was chosen based on the best performing counter size from the previous
experiment. Across all the micro-benchmarks, the table size that performs most consistently well
is 512. Unlike the Memory Access Counter, the Memory Access Counter Table performs better
on average for the Link List application, due to being able to differentiate between different cache
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access patterns. Fig. 5.7 shows the effect of the higher average prediction accuracy. MAP-T is
able to reduce the number of messages from the engine to the LLC by a small amount. The
average speedup between the two designs are the same. The reason behind the unexpectedly
small improvements in speedups and energy savings is likely due to the short-lived nature of the
applications we performed our evaluation on. In longer-running benchmarks, we expect MAP-
T’s higher prediction accuracy to have a more significant improvement on the simulation seconds
and energy consumption.

In Fig. 5.8, we can see that increasing the table size too much can cause the accuracy begins
to drop significantly as a result of having too many separate counters to be able to track any
meaningful pattern in cache accesses. Conversely, as we decrease the table size, the accuracy
begins to drop slightly due to the table no longer being able to differentiate the two cache level
access patterns well. Once the table size reaches 64, the prediction accuracy saturates at around
the same accuracy as MAP-C with 3 bits.
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Figure 5.7: Average number of messages sent from the eL1D to the LLC across MAP-C counter
sizes vs. MAP-T table sizes.

5.2.3 Memory Access Ratio

For the Memory Access Ratio design, we varied the threshold ratio value across the micro-
benchmarks. A lower threshold ratio value means that the predictor requires a lower ratio of
responses from the LLC to responses from the L2 for the predictor to predict speculation. Over-
all, the ratio value of 2.0 performed the best across the applications. Different ratio values do
not change the accuracy much across our micro-benchmarks, and this predictor design seems to
perform consistently worse compared to other predictor types. This is, again, highlights a lim-
itation in our study—the Memory Access Ratio would likely perform better on longer-running
benchmarks.
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Figure 5.8: MAP-T’s prediction accuracy falls off if we decrease or increase the table size more
in the Link List benchmark.
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Figure 5.9: Micro benchmarks with results from running various threshold values.

5.3 Comparisons Across Predictor Types
Finally, we chose the best performing parameter value from each predictor type and compared
each design’s accuracy across our micro-benchmarks. The average prediction accuracy of each
predictor design ends up being extremely close to one another, with MAP-C outperforming the
other predictors at 90.1%, followed by MAP-T at 90.0%, and MAP-R at 89.9%. Evaluating
against longer-running applications would likely yield a more varied average prediction accura-
cies across different predictors.
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Figure 5.10: Micro benchmarks with results from running various predictor types
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Chapter 6

Conclusion

In this thesis, we proposed a Memory Access Predictor that can be used by near-cache engines
to access the cache level preferred by the running application. We evaluated the Memory Access
Predictor across various micro-benchmarks, showing that the Memory Access Predictor is able
to achieve high prediction accuracies. When these predictions are utilized by the engine, we
show that we are able to achieve similar speedups as always sending speculative requests, while
keeping the additional energy consumption from speculation low.

6.1 Future Work
The biggest limitation of our work is in its evaluation. To more accurately simulate the predictor
under more realistic circumstances, we should model the CPU as an Out-of-Order core. The
next step after that is to evaluate the predictor on a multi-core system. Finally, as mentioned ear-
lier, many of the applications we evaluated the predictor on is too short to see much meaningful
differences in prediction accuracy, speedups, and energy savings under different predictor con-
figurations. Evaluating the predictor against long-running benchmarks with varied cache access
patterns (e.g., with phase changes) would definitely be an important next step for this thesis.
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