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Abstract
Discussions of ethical issues in Artificial Intelligence have moved from the realm

of science fiction and academic debate and into headlines and broad public discus-
sion. Researchers, company leaders, and politicians have ideas about what “Ethical
AI” should look like. However, too rarely do these ideas take into account the work-
ing realities of the engineers building these systems, to whom ethics work is often
relegated.

I conduct qualitative studies of an open source community building a deepfake
tool; engineers working across disjointed AI supply chains; practitioners who de-
velop and seek to raise ethical concerns about what they create; and teams discussing
AI ethics in a game context. Based on this, my dissertation shows how organiza-
tional norms, incentives, and boundaries limit software creators’ sense of re-
sponsibility and agency over the downstream impact of what they create, and
examines the possibilities and shortfalls of play as a way to expand these limits.
I find that limited conceptions of and authority in their roles, limited visibility into
downstream uses, time pressures, licensing constructs, and other reasons often mean
engineers do not feel responsible for–or power to do–ethics work. I conclude by
discussing how future tech ethics research, practice, education, and policy can better
consider the sense of responsibility and power of those asked to do ethics work in
technology.

iii



iv



Acknowledgments
Thank you to my parents, Julie Martinson Widder and John Michael Widder,

and sister, Elizabeth Rose Widder, for being my first teachers and fellow curious
learners.

Thank you to my thesis committee: my thesis co-chairs Laura Dabbish and Jim
Herbsleb, as well as Dawn Nafus and Jay Aronson for their diverse perspectives and
support through the research and writing process. I have been pushed to grow as a
scholar in unique ways from each of you, and I am dearly grateful for this.

Thank you also to the many other mentors for their support before and during my
degree: Claire Le Goues, Joshua Sunshine, Jonathan Aldrich, Nick Frollini, Bogdan
Vasilescu, Alexandra Holloway, Scott Davidoff, Krys Blackwood, John Sherry, and
Nik Martelaro. Thank you to Christian Kästner for keeping his door open for con-
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Chapter 1

Introduction and Related Work

1.1 Dissertation Overview and Thesis Statement

So-called ‘smart’ devices are an example of an Artificial Intelligence (AI) technology becoming

lodged in almost every aspect of human life, but their creation, design and use have implications

most are unaware of. A diagram entitled “Anatomy of an AI System” by Crawford and Joler [68]

(shown in Figure 1.1) artistically demonstrates all that is needed to create, operate and dispose

of an Amazon Echo “smart home” device. This includes workers mining rare earth minerals

for its components, network engineers in data centers where its cloud processing occurs, crowd

workers labeling data to train its voice recognition system, and the software engineers building

this system. This outlines the vast extent of possible labor, data, and natural resource issues we

might wish to scrutinize when discussing the ethics of just one AI-enabled product.

The biggest tech companies now have AI ethics guidelines, often converging on design prin-

ciples seeking to ensure AI systems are “Fair” or “Transparent” [137]. Instruments like checklists

seek to translate these guidelines into work for software engineers building AI systems [165].

However, these checklists and toolkits often frame AI ethics work as technical design consid-

erations to be examined by the individual practitioners, often alone, and without mechanisms

to help build power, such as by acting collectively, to enact changes [277]. Other work shows
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Figure 1.1: ‘Anatomy of an AI System” by Crawford and Joler [68]

how corporate AI ethics initiatives seek to individualize risk in a way that “puts the onus on

individuals to take on work” [14], in lieu of substantive investment in or regulation of ethics.

Beyond those doing the work, AI ethics guidelines are often limited in scope to scrutinizing and

enabling the design of AI systems, rather than scrutinizing the business uses these systems are

put to [108], and neither technical changes [142] nor convergence around ethical principles [185]

guarantee ethical outcomes. When we attempt to locate software practitioners instructed to build

more ethical systems on Crawford and Joler’s vast web, we begin to see how incomplete this

narrowly scoped framing of AI ethics may be. So as we see, there are limitations in how “Ethical

AI” is framed, and how work to implement “Ethical AI” is given to and received by the engineers

building it.

Nonetheless, this dissertation focuses primarily on these engineers. Why? Well, as we will
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see, while these engineers often only have narrow authority and expertise over the technical im-

plementation of systems, this provides some latitude for ethical action. Their intimate knowledge

of and exposure to the technical limitations of their systems provides a basis for some to think

and talk about negative ethical impacts which may result. Then, there is the reality that, while

there are myriad ethical concerns which better engineering cannot fix, ethics is often left to en-

gineers. They are the ones most acutely caught between lofty ethics rhetoric and the working

realities of building large scale systems. Therefore, as those caught in the bind between flawed

demands for ethics and their own limited scope of knowing and acting, I hope to demonstrate

that a rich understanding of their technical practice and working realities can be a fruitful basis

for critical reflection on tech ethics.

My work seeks to understand how these engineers building software systems think about the

ethical impact of what they create, and what they want to and are able to do about it, especially

under the constrained notions of ethics as I describe above. In particular, this dissertation exam-

ines how organizational norms, incentives, and boundaries limit software creators’ sense of

responsibility and agency over the downstream impact of what they create, and examines

the possibilities and shortfalls of play as a way to expand these limits.

My dissertation proceeds as follows. In the rest of this chapter, I review past work on con-

cepts which situate the rest of this dissertation: “Artificial” “Intelligence”, what “ethical AI”

and “doing ethics” often mean, and work which informs my consideration of power and agency

in technology organizations, and I leave more detailed discussion of other prior work encapsu-

lated in the chapter where it is most relevant. After this, in Chapter 2, I show how open source

norms lead the creators of a Deepfake tool to disavow ethical responsibility for how it is used

downstream. In Chapter 3, I generalize this to thinking about AI supply chains—assemblages of

existing modules used to build contemporary AI systems—to show how organizational bound-

aries lead AI creators rarely feeling able to control or responsible for harms in how their systems

are used. Then, in Chapter 4, I examine self-identified ethical concerns that software engineers
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raise in their work, and show the barriers they face as they seek to resolve these concerns. In a

final study in Chapter 5, I examine discursive closure in how teams discuss AI ethics, and the

possibility of using a game to reveal and question this closure. In Chapter 6, I discuss broader

implications across these pieces of work. In particular, I discuss how my examinations of power

and the supply chain concept can be applied in support of future research, practice, education,

and policy.

1.2 What is Artificial? What Intelligence?

Many of the people who participated in the research I present in this dissertation identify them-

selves as working on “Artificial Intelligence” (“AI”), a project which I describe here. I use

“AI” as an emic term, recognizing its significance to those within its epistemic community [9],

while seeking to maintain critical distance from the epistemic claims and ideals embedded within

it [37].

One place to locate the beginning of an academic project to create “Artificial Intelligence”

could be the 1956 “Dartmouth workshop”. Here, a group of men including names like Marvin

Minsky, Herbert Simon, and Allen Newell convened on the “the conjecture that every aspect

of learning or any other feature of intelligence can in principle be so precisely described that a

machine can be made to simulate it” [193], in hopes of allowing “machines [to] use language,

form abstractions and concepts, solve kinds of problems now reserved for humans, and improve

themselves”. Their quest for artificial intelligence, then, was to build a machine with human

intelligence and abilities.

There are many technical approaches to creating AI, including symbolic approaches attempt-

ing to encode knowledge about the world into a set of rules in an approach embraced by Minsky,

Simon and Newell; and today’s dominant machine learning approaches which use statistical

techniques to infer rules from data about the world [97, 172]. Within machine learning, there

are supervised approaches in which humans sort data into preexisting categories (called labels)
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to train a computer program to learn how they are different, unsupervised approaches in which

unlabeled data is given to a computer so that it may infer its own categories based on similar-

ities between data points, and reinforcement learning approaches in which useful intermediate

behavior is learned by evaluating how well it achieves a specified overall goal [248]. I use words

like “train” and “learn” skeptically: they are emic terms of art within AI and in wider use, but

are also examples of “intentional” vocabulary (i.e., ascribing intention to machines) [283]. This

constitutes a discursive practice of gesturing towards vague but intuitively understood human

traits, which are nonetheless formalized in a precise and closed manner, enabling the tendency

to conflate representations with things themselves and hampering attempts to build more critical

approaches to AI [9], and perhaps foreshadowing AI hype in our current era.

In 2018, AI researcher Zachary Lipton warned that “It’s getting harder and harder to distin-

guish what’s a real advance and what is snake oil”, and that “AI hype” may lead people to place

too much trust AI in high stakes cases like “autonomous” vehicles or clinical diagnoses [176].

Employee researchers at Microsoft claimed that the GPT-4 released by their business partners

at OpenAI displays “sparks” of “Artificial General Intelligence” (AGI) [45], in a non-peer-

reviewed paper that a non-Microsoft scientist criticized as a “press release ... masquerading

as science” [173]. The Microsoft employees supported their claims of AGI by pointing to GPT-

4’s ability to draw successively sophisticated clip art unicorns, and correctly answer legal and

medical licensing exam questions, among other tasks [45]. However, they concede that neither

“AGI” nor even “Intelligence” are well defined, and also that they “do not have access to the full

details of its vast training data [and thus] we have to assume that it has potentially seen every

existing benchmark” [45].

Pulling on the “vast training data” thread helps unravel hype-ridden yarns of “Artificial Intel-

ligence”. While those claiming to see sparks of Artificial General Intelligence in GPT-4 nonethe-

less concede that intelligence is ill-defined [45], and OpenAI cites a “competitive landscape”

and “safety implications” in refusing to release details about GPT-4’s dataset [200], more critical
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work shows how AI is not itself intelligent, but instead dependent on distilled human labor and

data. Among AI practitioners, work scrutinizing curating datasets is seen as low-status work

relative to developing new models [225], so this work is outsourced to vast arrays of humans ab-

stracted and abused behind platforms such as Amazon’s “Mechanical Turk” [25, 128], or other

poorly-paid outsourcing arrangements [5]. As we saw earlier in the introduction, Crawford and

Joler reconstruct the vast network of human labor and data needed to allow a home voice assis-

tant to function [68]. Others warn that training models using vast and uncurated datasets scraped

from the internet can make it difficult to scrutinize for and remove bias, and also cause environ-

mental damage [30]. In summary, AI practitioners may therefore have little awareness of what

is in their dataset, whether due to its size, the low status nature of data work, a refusal on the part

of companies to release their data, or because outsourcing arrangements lead to their ignorance

of the conditions in which it is produced.

This is not to undersell the very real technical capabilities of AI. It is not all “snake oil”, AI

can be used to do powerful things, which is why we must scrutinize these systems, how they

are created, and what they are used for. To illustrate what AI is capable of without enumerating

every use, here are two. Firstly, models can recognize faces in images, and identify the same face

in different images. However, work has shown how error rates when performing this task can

differ for faces of different genders and skin types [46], which, when AI systems are deployed

in high-stakes settings, may disproportionately deny minoritized user groups access to important

services. Large language models can also now produce grammatical and seemingly plausible text

in response to human prompts, such as in the widely-hyped ChatGPT [45]. However, ChatGPT

also presents incorrect or harmful answers in the same convincing tone it presents correct ones,

leading to risks when it is deployed in high stakes settings (i.e., eating disorder counseling [278]).

More generally, large language models can also absorb bias from their training data, and reflects

this bias in their output [30].
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1.3 “Ethical AI” and Doing Ethics

Workers in technology companies have raised ethical concerns with the tech their companies are

building. This year, “godfather” of AI Geoffrey Hinton resigned from Google “so he can freely

speak out about the risks of A.I”, [180], saying that “this stuff could actually get smarter than

people”. Only a few years prior, other Google employees were forced out. Meredith Whittaker

left Google, after retaliation [63] after her organizing to protest the company’s handling of sexual

misconduct and against company plans to use AI to help the US military target military drone

strikes [131]. Timnit Gebru [181] was forced out after being told to retract her paper ([30])

detailing the risks Large Language Models pose to the environment and in perpetuating bias.

Yet at the same time, “Ethical AI” guidelines abound. One analysis of 84 such guidelines

suggest a convergence around principles like “Transparency” to enable system interpretability,

or “Fairness” to enable the “prevention, monitoring or mitigation of unwanted bias” [137]. There

are myriad checklists [165] and toolkits [277] to ensure AI is fair, processes to design transparent

models [87], and ways to document model and dataset biases and limitations [98, 184].

There is also a variety of academic research on techniques to enable attributes like trans-

parency and fairness in AI systems. For example, there are various computational approaches

to examine and improve model fairness [80], and analyses of how different mathematical defini-

tions of fairness have different implications in high stakes settings [34]. There is also research

into techniques to visualize the inner workings of machine learning models [285].

Given this research, and given that “Ethical AI” guidelines are in wide use—including at

Google—why are Whittaker, Gebru and Hinton no longer at Google after high profile depar-

tures? Scholars have argued that convergence around principles will not guarantee Ethical AI, as

among other problems, they hide deep normative disagreement [185], and that these principles

focus scrutiny onto the narrower question of how these systems should be designed and built,

thereby eliding other critique such as that of business uses [108], or whether we should build

these systems for a given purpose at all. Those seeking to affect ethical change within their orga-
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nizations face limits in doing so under tech industry logics [179]. Analysis of AI fairness toolkits

show how they frame AI ethics work to be “technical work for individual technical practition-

ers”, uncovering their unwritten and dubious assumption that practitioners can solve AI ethics

concerns themselves, and do so with narrow technical fixes. Others criticize design-stage “Eth-

ical AI” interventions as not preventing harms which occur after something is deployed, such

as through intentional misuse [96]. The limitations of these principles have also been illustrated

with pointed satire, one example describing a system used to turn elderly people into milkshakes

in a Fair, Accountable and Transparent way [142]. Even the creators of widely-cited AI fairness

checklists warn that practitioners may engage with such checklists through a “minimal, superfi-

cial completion of items” [165].

Ethics is a subfield of philosophy which seeks to examine what is right and wrong [207], and

within Western philosophy, there are three major theories on how moral conduct should be guided

or evaluated. Deontological stances, closely associated with the Enlightenment-era philosopher

Immanuel Kant, argue that an action holds moral worth when done from a place of duty by

following moral rules [210, 232]. Teleological (consequentialist) stances emphasize outcomes:

that the ethics of an action ought to be evaluated on its consequences, often on the basis of

utilitarianism, which seeks to ensure the most good for the most number of people [210]. Finally,

virtue ethics stances emphasize the goodness of one’s character, over how one acts or follows

ethical rules or the consequences of one’s actions [210]. Non-Western perspectives on AI ethics

include those based on the philosophy of Ubuntu common in parts of Africa and including values

such as interdependence or solidarity [18], and Buddhist perspectives integrating karma [159].

This dissertation does not adopt one of these stances, nor seek to arrive at a particular def-

inition of ethical behavior, but instead examines how practitioners’ “tacit definitions” of ethics

are revealed as “part of [their] in-situ processes” [201]: seeing how people building software

understand their own obligations, and the way they attempt to fulfill these obligations. Within

technology companies, this often but not always involves using these guidelines, toolkits and
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checklists, which can comprise much of what it means to be “doing ethics” work. This thesis

examines this kind of work, but also how practitioners’ sense of obligation may not be addressed

within the limited scope these ethics processes offer, and outside of company contexts.

While I do not adopt a particular view of what is ethical, Lucy Suchman’s notion of located

accountability suggests preconditions from which creating ethical technology might emerge. She

writes that responsible technology development must be “a boundary-crossing activity, taking

place through the deliberate creation of situations that allow for the meeting of different partial

knowledges” [247]. In this sense, allowing and encouraging those involved in a system’s creation

and use to stay in relation to one another, and speak from their own partial perspectives about

their ideals and concerns, would be a precondition for us to agree on what “ethical AI” would

entail.

1.4 Power and Agency in Organizations, Supply Chains, and

when Discussing Ethics

Many have made calls to center power in tech ethics work. This includes calls to examine

power asymmetries in concrete contexts [38], the role of corporate power in subordinating ethics

concerns [96], the role of corporate power in driving academic AI ethics discourse [196], and

to recognize the power of “who gets to make decisions?” in the building and deployment of

technology [155].

The Oxford English Dictionary defines power as the “capacity to direct or influence the be-

haviour of others” [213], and the related concept agency as the “ability or capacity to act or exert

power” [212]. However, a plethora of writing exists about the manner in which these capacities

are obtained, and about their effects [33, 91, 92, 153, 228]. In this dissertation, I draw upon prior

work to discuss power and agency in three main contexts: 1) frameworks of power from organi-

zation science to examine how power operates on workers within companies or other institutions,
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2) when inter-organizational divisions fracture power over ethics in wider “supply chains” of AI,

and 3) when discursive closure shapes what practitioners feel able to raise in discussions of tech

ethics, often implicitly. In this dissertation, I do not adopt a single theory of power or agency,

but draw on several pieces of prior work most relevant to each component study.

1.4.1 Faces of power in organization science

I draw on notions of power from the field of organization science to understand how authority,

hierarchy and incentives within companies affect practitioners’ ability to raise and resolve their

own ethical concerns. In Chapter 4, I discuss the faces of power within organizations that leave

software engineers who develop ethical concerns with their work often unable to raise them

or ensure they are address, drawing primarily Fleming and Spicer’s framework of power [91]

because it deals most directly with the mechanisms of how each face of power works. When rel-

evant in this chapter, I secondarily draw on the forms of resistance that Lawrence and Buchanan

discuss [153], as well as notions of disempowerment detailed by Berti and Simpson [33].

Fleming and Spicer’s review and framework of power within organization science [91] in-

cludes four “faces” of power. Two are “episodic” in that they occur in identifiable instances:

coercion, directly exercised where one is “simply told what to do ‘or else”’, and manipula-

tion, where actors seek to limit what is discussed to acceptable boundaries [91]. Two faces

are “systemic”, where power is “congealed into more enduring institutional structures”: domina-

tion, where actors establish influence by constructing hegemonic ideologies; and subjectification,

which seeks to influence an actors’ sense of self, emotions and identity [91].

Berti and Simpson respond to the lack of full agency in how actors are able to respond to

organizational “paradoxes” in which there are contradictory and interdependent demands, by

surveying management literature to create a framework of disempowerment [33]. They cate-

gorize experiences of disempowerment under the four faces of power that Fleming and Spicer

propose, and demonstrate how institutional paradoxes like double-binds, catch-22 situations, and
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doublethink are required of employees, helpful in trying to understand contexts where workers

may be told to “do ethics” without being given power to make requisite changes.

Lawrence and Buchanan propose a different framework for understanding the relationship

between power and institutions. The terms used in their framework sometimes overlap with

those in Fleming and Spicer’s framework yet often mean different things, but Lawrence and

Buchanan’s particular attention to the forms of agency employees have to resist institutional

power (which they term“institutional agency”) proves useful as I seek to understand what may

give workers power to advocate for ethics. For example, they write that some “employees [who

are] professionally mobile (based on skills or family connections)” would be better able to resist

institutional control.

1.4.2 Locating power in chains of partial knowledges

Thinking back to Crawford and Joler’s diagram, we also must ask how power and agency is frac-

tured across the organizational divisions which enable different parts of software systems. To

do this, I look to the work of Lucy Suchman, and her notion of located accountability. Draw-

ing on Donna Haraway’s writings on Feminist situated knowledges [115], Suchman’s located

accountability casts responsible technology development as “as entry into the networks of work-

ing relations” [247], which involve locating those who have power over different parts of its

production, and recognizing the “contests and alliances” between them.

Lucy Suchman discusses the power of knowledge and those who produce it, in a call to move

away from “objective knowledge as a single, asituated, master perspective that bases its claims to

objectivity in the closure of controversy” (emphasis added, foreshadowing discussion of closure

in the next subsection), and toward a feminist conception of objectivity involving a meeting of

“partial perspectives” through which knowledge is produced in ongoing debate among all parties,

who are then responsible for what emerges. Suchman quotes Donna Haraway [115], who writes

that we must “translate knowledges among [....] power differentiated [...] communities”, and
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Suchman argues that doing so would entail “acknowledging and accepting the limited power of

any actors or artifacts to control technology production/use”, each having limits to what they

know and are able to act on.

A view of power informed by Suchman, thus, would involve asking who is in relation with

whom, and what is rendered possible as a result of these relations: between those who may have

knowledge of, and power over, different parts of sites of production and use of technology. This

view of power is foreshadowed in Chapter 2 through mention of the metaphor of the “supply

chain”, and then used extensively in the following Chapter 3 which deals with supply chains in

their technical and cultural effects directly.

1.4.3 Power in discussions of tech ethics

Organizational norms and processes may also affect what differently situated actors feel is within

their power to do and say when discussing contested topics, notably tech ethics. I primarily draw

upon two pieces of existing scholarship to explore this, to explore how people speak in the

presence of power, and to examine how organizational dynamics can enact discursive closure.

In his book “Domination and the Arts of Resistance”, James Scott drew from his fieldwork

to show how people speak differently depending on power differentials between them and their

audience. He wrote about how less powerful subjects use “public transcripts” when speaking

in the presence of those with power over them, but will persistently use “hidden transcripts” to

challenge power when speaking “offstage ... outside the intimidating gaze of power” [228]. Scott

emphasizes continuity between these two “stages”, and that “rumors, gossip, folktales, songs,

gestures, jokes” are the places where people may demonstrate dissent more freely while “hiding

behind anonymity or behind innocuous understandings” [228]. In Chapter 3, I discuss how

offstage talk and actions may serve as a way to connect dislocated modules in supply chains, and

in Chapter 5, I examine whether games might provide an opportunity to create offstage contexts

for this to occur.
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The limited scope of AI ethics principles [108] may be seen as an instance of closure. Clo-

sure is a “rhetorical process through which relevant social groups perceive their problems with

an artifact to be solved or closed” [125]. In their analysis of sustainability governance standards

within organization, Christensen et al. argued that business contexts often push towards closure,

which they define as “the termination of reflection and debate about what sustainability means

or could mean for organizations and society”. To guard against this closure which can “squeeze

out open debate and deliberation”, they argue that a deliberate “license to critique” must be de-

liberately enabled via intervention to enable discursive openness [57]. Recognizing the power

dynamics that may lead employees to avoid debate rather than resist this closure, Christensen et

al. write that this openness must involve “empowering” participants, and that “articulating ideals

and ambitions out loud is an essential sense-making mechanism that needs to be stimulated and

protected by management” [57]. Thinking with Scott and Christensen et al. together in the con-

text of responsible technology development, those who codify Responsible AI standards [137],

and those who operationalize them within a particular context, have power: to define what is

easier to say, and that which may be too risky and thus sayable only “offstage” or though “in-

nocuous” coded dissent. We may expect power to influence the conditions under which workers

are willing to raise concerns about the ethical implications of their systems. I draw on this notion

of power through closure in Chapter 5, where I examine how teams of engineers and activists—

with their existing relationships, hierarchy and norms—discuss AI Ethics, and examine whether

a game format can enable this “innocuous” context for dissent.
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Chapter 2

Open Source Norms and Contributors’

Ethical Responsibility

Work in this chapter was originally peer-reviewed and published at the 2022 ACM Conference

on Fairness, Accountability, and Transparency, with coauthors Dawn Nafus, Laura Dabbish, and

James Herbsleb [268].

2.1 Introduction and Related Work

Discourses of “Ethical AI” have largely focused on issues that arise in software produced by

private companies. The drafters of the frequently cited “Montréal Declaration for a Responsible

Development of Artificial Intelligence” [7] asked if we must “fight against the concentration of

power and wealth in the hands of a small number of AI companies” in early deliberative discus-

sions [6, 108], and indeed we should. However, an important perspective and site of AI practice

is largely missing from “Ethical AI” discourse: Free and Open Source1 developers creating AI

software, who have unique limitations on and possibilities for ethical action. Open source AI

development is significant: for example, two of the most popular AI libraries are open source:

1Open Source eschews Free software’s ideology; we use “open source” here. See Sec. 2.4.1.
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SciKit learn, and TensorFlow (after being open sourced by Google), along with myriad end-user

AI projects. While harm does originate from a concentration of AI power in companies [265], we

show that significant and understudied harms originate from differing practices of transparency

and accountability in the open source community.

A 2019 systematic analysis of 84 “Ethical AI” guidelines [137] found that most guidelines

are produced by private companies (22.6%) or governments (21.4%) often seeking to regulate AI

from private companies. Abstract “Ethical AI” principles (e.g.,, “transparency”, “interpretabil-

ity”) are used with differing underlying meanings, and apparent convergence may be superficial

[137, 161]. Systems may adhere to such principles while still being patently unethical [142],

and convergence on principles risks obscuring political and normative disagreements [185], or

focuses “Ethical AI” scrutiny on AI design rather than the business uses it enables [108]. Even

critical discourse often focuses exclusively on the private sector: one study found that “principles

alone cannot guarantee Ethical AI”, but stated in their introduction: “AI is largely developed by

the private sector” [185].

When design, policy and tooling interventions to encourage “Ethical AI” are built with pri-

vate companies in mind, they risk being ill-suited for an open source context. For example,

facing employee rebellion, Google decided to stop providing the US military with AI which

could be used to improve drone strike targeting [261]. This decision was undoubtedly politically

fraught, but enacting it was procedurally easy: the company exercised its legally available and

enforceable right to not renew a contract. However, open source supply chains are messy: code is

reused, and projects are copied and adapted (forked) [282], and it is difficult to track, constrain,

or assign accountability for downstream uses. Conventional notions of accountability rely on

stable entity to hold accountable, whereas open source membership can be unstable [198], and

some even contribute anonymously [71].

Crucially, these structural challenges have cultural underpinnings. [62] The founders of the

influential Free Software movement advocate for “Freedom 0”– the right of anyone to reuse code,
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for any purpose [238], encoded into legally binding licenses – and decry attempts to abridge this

freedom even in service of other ethical ends [237]. Similarly, Transparency is often held as a

near-universal principle in “Ethical AI” guidelines [137], but others reason how openness may

not be universally desirable, giving autonomous weapons development as one example [41].

Studies to help AI practitioners improve fairness [67, 122], such as checklists to solve organi-

zational challenges [165], are often based on the needs of AI practitioners in private companies,

but some studies also focus on the needs of public sector [258] or academic institutions [201].

These results expose the role of organizational structures in AI Ethics practice, structures which

look very different in open source. On the other hand, incentives in private organizations can hin-

der “Ethical AI”, where developers work in “an environment which constantly pressures them to

cut costs, increase profit and deliver higher quality [systems]” [256], and “face pressure from

management to make decisions that prioritize company interests”[170, 185], and companies

compete in a wider market structure which can hinder “Ethical AI” work [179]. Alongside

the possible challenges for “Ethical AI” in open source we discuss in this chapter, we also see

a cause for optimism: unconstrained by these forces, experimentation may be more possible in

open source communities to offer new ideas to solve ethical challenges unsolved in company

contexts, or provide space to challenge assumptions made in private companies’ “Ethical AI”

endeavors.

To begin reconciling conflicts between norms in open source communities and prevailing as-

sumptions in “Ethical AI” discourse, we ask: How do members of an AI-enabled open source

Deepfake project reason about the ethics of their work? To answer this, we conduct an inter-

view study in an open source community which builds software to create “Deepfakes”: videos

which replace the likeness of one person with another [143]. The community celebrates artis-

tic and educational uses they see as ethical, and explicitly takes a position against and actions

to discourage uses they believe are unethical, such as non-consensual or child pornography and

fake news. In our study, we uncover normative, structural, and technical barriers to the commu-
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nity achieving their stated ethical views, and situate these barriers within the dominant private-

company-focused “Ethical AI” discourse and political tensions in the open source and wider tech

worker communities. In the additional appendix, we outline ideas that open source communi-

ties and platforms may want to experiment with, which researchers may also be interested in

evaluating and studying further.

2.2 Methods and Setting

2.2.1 Setting

We set our study in an open source Deepfake creation tool, an AI technology with contested

ethical issues [143], positioning it as an extreme case study [280] where ethical reasoning and its

situated relationship to other cultural frames may be especially apparent. A 2019 study found that

96% of online Deepfakes are non-consensual pornography, 99% of which depict women celebri-

ties [11]. Scholars write that political Deepfakes operates similarly to non-consensual Deepfake

pornography to silence critical speech, and that victims of the latter experience anxiety, illness

and job loss [167]. Other scholars explore how Deepfake distribution enforces gendered dis-

parities in visual information [260], and find that more attention in public discourse is given

to viewers of Deeepfake disinformation than do the women depicted in Deepfake porn [103].

One study analyzed Reddit and GitHub posts and found a tension between between moderation

practices and open source ethos, recommending future work beyond identifying or regulating

Deepfakes to understanding their antecedent code and programmers which enable their creation.

[273]. We do not seek to define or evaluate ethical behavior, which others studying AI practi-

tioner’s views on ethics (i.e., [201]) recognize as an entire branch of Philosophy, with divergent

proposed approaches in AI [19, 24, 108, 188]. Instead, we examine “how AI practitioners under-

stand the ethical landscape and their own role within it” [201], including “procedures, decisions

[... and resulting] related responsibilities” [201], and examine how their perspectives do or do
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not fit with prevailing AI ethics discourse.

The first widely-available face swapping algorithm was posted by an anonymous user in a

Deepfake-focused sub-Reddit [11, 143, 273], which has since been banned for violating the

site’s more recent “policy against involuntary pornography”. This algorithm became the basis of

many open source projects; we approached the project of our study because of its unique will-

ingness to engage in questions of ethics as indicated by its public ethical stand. The project’s

original leader copied this algorithm from Reddit to a repository on the social coding platform

GitHub [70], which new leaders use to track code changes and bugs, and host usage instructions

and a contributor guide. Current leaders rewrote the codebase and applied a GNU General Public

License (for implications of this, see Sec. 2.3.1). The GitHub project page prominently features

a statement written by the project’s leaders to explain the benefits of releasing the software pub-

licly, such as enabling AI learning, political commentary, and artistic uses, while acknowledging

and claiming a refusal to support non-consensual, inappropriate, illegal, unethical, or question-

able uses. The GitHub project page directs support requests to two other platforms: a Discord

chat server and a self-hosted online message board. On all platforms, there is an expressed

“Safe For Work” policy, for example, one is posted in the “Welcome” section of the Discord

chat server, which states that even discussing NSFW content will result in an immediate ban

without further warning. These platforms provide space for the 500+ users who are often online

at once to seek and provide technical support, share Deepfakes they have created, and discuss

broader Deepfakes and AI issues. The leaders are informally designated, often being invited to

join private channels and given administrative privileges by existing leadership after contributing

to the project codebase, or by creating high quality Deepfake content. These leaders use these

channels to discuss development and moderation decisions, which they have broad discretion to

make independently. This project is not corporate affiliated, but accepts donations. Users often

used humorous display names, but established users often knew each other’s real names. The

first author observed a generally collaborative and polite tone in these venues.

18



2.2.2 Recruitment, Participants, and Data Analysis

The first author approached project leaders who gave permission to recruit in their community

and collaboratively crafted a recruitment message which a leader shared in the project’s chat

server, resulting in eleven completed interviews. All self-identified as male, and were mostly

from the United States and Europe, resembling open source generally, but the modal age range

was 35-44, somewhat older than open source generally [99]. For confidentiality, we do not

discuss individual demographics. Participants had a median of 7 years of programming expe-

rience, 2 years of AI experience, and 2 years working with the project in roles ranging from

developing and testing the project code, supporting users, content moderation in communication

channels, and both hobbyist and professional users of the project. The first author conducted

semi-structured interviews in a one-on-one setting due to the possibly sensitive nature of topics

discussed [264]. Most interviews were conducted via a teleconferencing call and lasted 30-93

minutes, with most lasting about an hour. In two cases, chat interviews (i.e., [240]) were used

for accessibility reasons.

We adopt an interpretivist epistemological paradigm [160]: the framings presented below

emerge from the intersubjectivity between researcher and participant, and cultural frames they

do and do not share. We also observed chat room discussion and work interactions on GitHub,

but we acknowledge that self-reports from our primary interview method may hold limited value

in explaining behavior and attitudes in actual context [135], and caution that there are meaningful

differences between open source communities that limit the ability to generalize these findings

to the exceptionally organizationally and politically diverse landscape that is open source. We

note that the male dominance in this community and Deepfake production communities gener-

ally contrast sharply with the vast majority of online Deepfakes which non-consensually depict

women in pornography [11], and past work which we discuss in Section 2.2.1 has discussed the

gendered politics of Deepfakes, and future work using feminist analytical frames could unpack

gender dynamics of how exclusion plays a role in the choices that open source communities see
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as available to them.

Data was analyzed in an iterative process including a descriptive memo after each interview,

and a running analytic memo as a reflexive history of the first author’s understanding of emer-

gent themes [243], and weekly discussions among the research team to discuss commonalities

and contrasts between interviews. After data collection, all interviews were transcribed, and then

the first author examined possible relationships between themes in this analytic memo, itera-

tively going back to the data to test out these possible structures, before settling on an inductive

hierarchical coding frame [163, 183, 249]. This was then used to code the entire dataset. During

this coding process, our understanding of the data deepened and new codes arose to capture new

themes or provide greater specificity, in which case an open card sort was used [219] to identify

sub-codes, after which the dataset was re-coded.

2.3 Findings

2.3.1 Responses to Ethical Issues

Participant’s perceptions about what they could and couldn’t do about Deepfake misuse was

shaped by open source licensing, discourses about progress and the neutrality of tools, and by

setting community norms of acceptable use.

Open Source Licensing as a Frame for Ethics

We saw that the open source license of this project is highly relevant to participants’ ways of

understanding their responsibilities, and therefore their responses to the problem. It is both a

legal set of constraints that sets out what developers can and cannot do to prevent uses they view

as unethical, and a normative one that frames broader cultural values beyond what the license

requires (see also [62, 140]). Leaders lamented that, as they saw things, the open source status

of their project (a choice they made) prohibits them from controlling downstream uses. A leader
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remarked: “We’ve got very limited control. [...] We can’t prevent people from getting access to

a software using it. [...] Part of being open source Free Software is that you are free to use it.

There are no restrictions on it. And we can’t do anything about that.” (2)

Even if the leaders wanted to choose a more restrictive license for their project, the leaders’

prior choice of a GPL license led contributors to view applying a more restrictive license as

impossible at this stage: “Anything that touches GPL code becomes GPL code, right? There is

no takesies-backsies. There is no reversal.” (2) However, the issue is not just about the GPL as a

legal requirement, but the norm that it sets. When a project moderator was asked if anyone had

considered rethinking the project’s open source status to control how it is used, he said that this

would “kill the project” (2), and that this would mean that the project gets less “free help” (2)

and ideas. Another contributor stated that would require a lot of labor to do in a “moral” (4)

way: “rewrite the whole thing from scratch to make it closed source.” (4) Community members

did not not seriously consider alternatives to open source licenses.

Participants also used the open source license as a reference point in reasoning about incor-

porating technical restrictions on problematic use. Leaders discussed an image recognition based

content filter that would prohibit the software being used to create pornographic content, or em-

bedding a visible or encoded watermark identifying the video as a Deepfake to enable people

to distinguish between doctored and real footage. However, many participants believed there

would be “no point” (1) putting in restrictions because the project’s open source status means

such safeguards could be easily removed: “I cannot stop people [from] using my software for

stuff which I don’t agree with [... open source’s] positive is also it’s negative: [...] anyone can

read all the source code and then can change any of the source code they want [...] whilst you

can build stuff in to maybe stop your software being used in the way you want, someone [can]

just rip it out again.” (1) Other participants believed “forcing” (0) such restrictions would re-

quire them to “actively invade our user systems” (2), reflecting not only a practical but moral

aversion.
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“Forking” projects—copying the code into a new repository and working on it anew—is

frequent in open source [282], which has the effect of distributing and decentralizing control [62].

This led another leader to believe that forking would lead to an additional, separate community

without the ethical guidelines and content moderation they use: “Let’s say I built a load of

limitations into my software [...] and anyone who used it, uh, would fall afoul of those filters.

Well, what should happen is that the code would be forked and then everyone would start using

the fork [...] And what effect does that have? It takes people to a version of the software, which

doesn’t have the ethical guidelines and doesn’t have the moderation in place to make sure people

aren’t using for that. So you’re kind of shooting yourself in the foot.” (1)

Another participant recalled when GitHub removed a project used by music pirates [61],

leading to broad proliferation of that project’s code (i.e.,, Streisand effect [133]) and expressed

that restricting access would thus backfire. Another also believed this: “If it was shut down, if

the code would be deleted from GitHub, everyone would have it still on their computer and it

would be easily find-able on the dark web.” (7).

Decentralized control in open source also makes some technical approaches to preventing

harm more difficult, as one participant explained: “Some of these server-based [deepfake] apps

[...] actually have filters [for] nude pictures. [...] That’s a different kind of setup because [...]

they’re taking photos that people are uploading then processing them on a server then spitting

them back down to the user. So because of the centralized control [...] they could implement

filters. I don’t know that it could be practically implemented in an open source project that isn’t

server-based.” (5)

Finally, the transparency to examine source code provided for by the open source license was

seen as an important resource for overcoming some types of harms. For example, a participant

explained someone had embedded malware in a closed source app made using the original face

swapping algorithm: “he started putting a crypto miner in the program. [...] any closed source

application like that in a relatively niche area has the potential for someone to put some sort of
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illicit material in there” (2)

“This genie’s out of the bottle”: Technological Inevitability

Many participants believed that because the original Deepfake algorithm is widely circulated,

further development of Deepfake technology is inevitable, arguing that halting their own devel-

opment work or other restrictions would only “delay” (7) development, but would ultimately be

ineffective. One stated: “if our project shut down today, deleted everything, there are other ways

of [creating Deepfakes]. I mean, there are several other ways, uh, and you see them pop up,

like I’ve [seen another app] and [another open source project], there’s another piece of software

and there are others.” (4) When discussing that their project had likely been used to attempt

to influence an election, one project leader stated: “if it weren’t for [our project], they would

have [another app...] It’s not like the amount of work that it takes to make a face swap is far

less than finding [our project] or one of its competitors” (2). The same participant extended the

alternatives idea from alternative projects to alternative individual contributors, referencing his

involvement: “In the end of the day we knew that that sort of thing was going to come about

whether or not I participated in [the project]” (2).

Some laws now criminalize non-consensual pornographic use of Deepfake technology [136].

Some participants viewed laws criminalizing the use of Deepfakes as naive given this inevitabil-

ity, one saying those intent on unethical uses would not follow regulations anyway: “Heavy-

handed regulating is just going to hamstring us because there are countries and actors out there

who just will do it [create Deepfake software] anyway, right? [...] If history has shown us any-

thing, that if you ban something, it just goes underground” (6) Another invoked a genie metaphor

to argue for the irreversibly of technical progress and express distaste for regulatory action: “I

also don’t believe in like, just banning something because it could be dangerous. It’s just, first of

all, it’s not going to work. You know, this genie’s out of the bottle.” (10).

Historian of technology Arnold Pacey framed the technological imperative which fuels this

23



feeling of inevitability as “the lure of always pushing toward the greatest feat of technical perfor-

mance or complexity which is currently available” [202], and mathematician John von Neumann

said that “technological possibilities are irresistible to man” [187]. Our participants appear to

embrace this alluring inevitability, one participant referencing futurist Ray Kurzweil and then

stating “There’s nothing that can be done to stop the steam engine that is progress. And technol-

ogy, it’s only getting better, faster” (3).

Philosopher Daniel Chandler argues that surrendering to the the technological imperative

“implies a suspension of ethical judgement or social control: individuals and society are seen

as serving the requirements of a technological system which shapes their purposes”, and that it

is possible to abandon even “large, complex, interconnected and interdependent” technological

systems, “given the political will” [53]. We see that our participants view their own role in

developing Deepfake software as insignificant in the context of the wider progress of mutually

interchangeable alternatives. They point to the proliferation of the original face swapping scripts

before their specific project, and the broader idea of Deepfakes, as evidence. In a similar vein

to the debate on nuclear proliferation [226], some participants framed these other parties as

“competitors”, and developing this technology as a race, thus making this needed widespread

“political will” feel impossible. Implicitly, participants point out that to halt it all together, the

political will to do so must be held by many uncoordinated open source, private company, and

state actor developers of Deepfake software.

“If I painted something offensive, you can’t blame the paint manufacturer”: Just a Tool?

Some participants stated that they view the project as a tool, and that the ethics of any particular

use case is solely up to the user, in line with views expressed by academic, public and private

sector AI practitioners [201]. One contributor stated: “You can’t really blame the project cause

it’s like blaming the people that make the paint and the canvas [...] You can’t blame them directly

by no means.” (4). This participant then localized this sentiment to their project specifically by
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comparing it to the image editing tool Photoshop: “I mean we provide the tools, but then again,

I mean, would you blame Photoshop if someone just put someone else’s face on another’s body?

I mean, no! That’s ridiculous.” (4). Others also employed the Photoshop comparison (which has

also been discussed in past research [273]), stating while they believed Deepfaking has a greater

ability to harm, the use of the technology is up to the conscience of the user: “Face swapping

is basically a more sophisticated application of, for example, using Photoshop to enhance the

figure of a model. I think obviously it’s more powerful and it has a greater potential to harm

people, but I think the use of the technology has to be left to the individual conscience of the

user” (5). Others compared the project to to recent uses of long-criminalized psychedelics to

treat depression, and cannabis to treat other medical issues, suggesting that it would be bad to

“hamstring a wonderful technology on the risk that a couple of bad actors will do something

[bad]”’ (6)

One of the project’s posted statements explicitly states that the project can be used for “good”

or bad, a property it claims is common of any technology , which alongside views expressed

above, reveals an instrumentalist view: while the way a technology is used may have moral

implications, the “technology [itself] is neutral, subservient to our beliefs and desires; it does

not significantly constrain much less determine them” [230]. However, as we will see in Sec-

tion 2.3.3, some participants acknowledge that project’s design can influence how it is used.

Another participant agreed that changing the project’s design could make certain uses less likely,

even if not impossible, by implementing technological restrictions into the code: “For people

that [want to make problematic pornography] they’re not very into [...] how it works. They

just want the end result. [...] Right now you have to do quite a bit of manual stuff and you

have to set up the whole environment...” (7) Thus, he suggests that technological restrictions

designed into the project “could be a future idea that would stop a lot of people already” (7)

from using the software unethically, except for the “very good programmers [who] will be able

to take that [restriction] out” (7). This participant reached a conclusion similar to many before
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[126, 149, 150, 230] which we discuss in Section 2.4.2: the design of tools make certain uses

more or less likely, by requiring time and skilled labor to circumvent restrictions. As we saw

in Section 2.3.1, project leaders decided against restrictions for fear of their easy removal, but

also worried that they may lead to splinter communities without the ethical norms we will now

discuss.

Setting and Enforcing Counter-Norms by Denying Support

We saw in Section 2.3.1 that open source licenses shape views about developers’ possibilities

and responsibility for limiting downstream harm by presenting the right to use software for any

purpose as paramount, but the project’s leaders sought to set countervailing cultural norms to ac-

tively discourage uses they believe are unethical, without preventing such uses completely. There

is a long history of open source communities setting norms outside those laid out by licensing,

a process that Free Software anthropologist Chris Kelty describes as a “punt to culture” [140]:

developers turning to persuasion, rather than strict, punitive control via legal or technical means.

The tactic of setting and enforcing counter norms is most clear in a public statement intention-

ally displayed as a “very public policy” (2), which states that they intend their project exclusively

for “ethical uses”, and that it is not for creating “inappropriate” content. One developer for the

project reflected that this is difficult to enforce: “One of the points in our [public statement] is

that [the project] is not for changing faces without consent or with the intent of hiding its use [...]

Again, we can’t force our users to do anything.” (2). Enforcement, appears less important than

articulating what does and does not count as harmful use in the eyes of the project. This has the

effect of building consensus, which, in a distributed environment where projects can fork at any

time, can be powerful. This tactic is also visible in the argument seen in the previous section that

technological restrictions would make ethically undesirable uses harder, not as much a literal

strict control as discouraging unethical use.

Leaders often expressed the view that denying valuable technical support [206, 263], to those
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attempting to create Deepfake porn is their only way to discourage such uses, absent being able

to outright prohibit them given their understanding of the legal dictates of open source discussed

in Section 2.3.1 and 2.3.1. This is shown by the quote: “So there’s not a lot actively I can do. [...]

But what I can do is discourage it and not [...] offer advice, and actively block people looking for

that advice within forums and domains that I have control over.” (1). Project leaders recounted

when they have banned people for soliciting help to create Deepfakes that contravene their rules,

often after discussing the offending case privately amongst other leaders first. Another leader

stated that refusing support is the “best” means of control they have:“Best we can do is say, we

refuse to support you” (2), going on to say “if people are using it for that sort of thing, they’re

not going to tell us” (2). Others framed this in terms of choices about their own labor, which

fits squarely with open source notions of freedom: “I don’t need to teach anybody or learn how

to put Scarlet Johansen’s face on, you know, insert porn star here” (3). Here, withholding of

support became a matter of maintaining community, both in terms of who participates, what

activities are acceptable, and how people choose to spend their time, which is not seen as in

conflict with open source norms per se.

Combined, these efforts are having clear effects. Users of the software echoed the sentiment

that the developers of the software are largely doing all they can to prevent misuse: “I think there

that they’re probably doing all they can [...] it’s not like they’re going to be able to build like

a detector or something for how the software is being used.” (10). The effect of these norms

requires individual community members to take them as seriously as the users we spoke to did.

Because these additional norms are not strict rules (anyone can use it for any purpose, per their

GPL license), some weigh them against what they see as a higher purpose: the foundational norm

of producing open source code. One project leader reported sometimes learning of pornographic

uses of his software from crash logs, but reported overlooking this in favor of improving the

software using these helpful logs: “I try not to read what those are because they’re not important

for what I’m doing, but you could argue that I should ban people as soon as I see [them]. From
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my point of view, I want to make the software better. So the crash report is useful for me. And as

I said, I can’t stop people using it for reasons I don’t agree with, but I can discourage you.” (1).

2.3.2 Motivations for Ethical Action

Participants expressed intrinsic motivators for wanting to prevent harm, namely commitment to

their own ethical lines and extrinsic reputational costs.

Ethical Lines: Consent, Family, Law, and Professional Standards

One leader described the creation of the public statement expressing the project-wide norms of

acceptable use as arising from a kind of spontaneous agreement: “We just all happened to be in

the same place” (1). However, participants explained how they arrived at this norm in a variety

of ways: a commitment to consent and concern for the harm caused when it is violated, as well

as a commitment to familial norms and professional and legal standards. Studies examining the

motivation of open source developers on technical matters identify similar intrinsic or altruistic

motivating commitments [13, 117].

Many participants demonstrated reverence towards the concept of consent. One participant

spoke about how it is wrong to non consensually use someone’s identity to sell products, say-

ing “you can’t steal a celebrity’s likeness to sell a product, right?” (3). Another professional

Deepfake creator created a Deepfake of a deceased person on the request of their relatives, but

expressed ethical concern about whether this respects the deceased person’s consent. One partic-

ipant discussed how “consensual pornography is completely up to the people involved” (2) and

a project leader echoed this:“I don’t have an issue with porn.” (3), but then explained their own

support for the blanket ban on asking for help creating porn because of practical and moral com-

plications in ascertaining consent: “It might be their wife and they have some weird [Deepfake]

fetish. Okay. That’s their thing. [but] It might be the neighbor’s 12 year old girl that they got the

hots for and have been videoing from a distance. No, [...] I’m not going to take the time to sit
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down and [say] Oh, maybe there’s a gray area.” (3). However, others believed that it is ethically

permissible to create porn of someone else without their consent, because they believe sharing it

is where most of the harm may lie: “I think that’s, it’s okay to enjoy whatever you want, as long

as you don’t hurt other people with it, [...] obviously posting it online for other people to see and

potentially for the person you don’t have consent for, to find out that that will have a negative

effect on them.” (7)

Others tied their personal sense of morality to how members of their family may react to

certain uses. One participant initially said “I really don’t know how to define what’s right and

wrong” (3) but then proposed a standard by asking “would I show my mom?” (3). Another

participant stepped up a generation to suggest a litmus test to catch possible fake news: “if you

tell your grandma about it and you fooled her, and she thinks it’s real, but it’s a fake and it’s

saying something negative about someone else that’s, that’s not kosher” (11).

Finally, others invoked professional and legal standards when discussing their personal sense

of ethics. One participant who operated a Deepfake based marketing firm discussed a “very

clear” line for his firm, informed by his experience as a photojournalist: “We don’t cross the line.

[...] We follow things like [...] various journalism association standards and normal things you

would follow if you’re a Washington DC political correspondent” (11). Another professional

Deepfake creator declines pornographic Deepfake requests by explaining to prospective clients

that such uses may be impermissible under law.

Reputation

Past research shows reputation motivates open source contributors and influences their behavior:

open source contributors actively promote their contributions to gain status [70], reputation is

important one’s contributions being accepted [123], and that job candidates and employers see

contributions as indicators of technical skill [174]. Here, reputation motivated ethical action

at the personal level for hobbyists to label Deepfakes as such and for professionals to attract

29



business; in the project we study to protect itself from censorship and differentiate itself from

competing projects with perceived less ethical behavior; and the wider professional Deepfake

community to escape the stigma of Deepfakes.

At the personal level, hobbyists strive for realism to show off that they are creating realistic

Deepfakes, which calls attention to its fictional nature: “if I could ever achieve [...] undetectable

realism, then obviously I was gonna make a big [...] hoo-ha about it!” (6). Another explained

why most Deepfakes are labeled as such, reducing the risk of fooling people in his view: “Truly

cutting edge [Deepfakes] are presented in a context that highlights the fake rather than disguises

it, which is no surprise as the poor sod who’s worked on it would naturally want to draw focus

on their effort.” (8) Similarly, professional Deepfake creators reported creating high quality fan-

art Deepfake content to post online to demonstrate their skills, get exposure, and get business.

These people advertise a Deepfake explicitly as such for reputational gain, and these participants

believe this mitigates risks of fooling viewers.

At the project level, leaders have gone to great lengths to protect the reputation of their

project, because it had been previously delisted from Google results, put behind a login wall

on GitHub, and had members banned from their Discord because of associations with non-

consensual pornography in the media. One leader reports that the project’s public statements

were in response to the project being delisted and blocked. He also worked with GitHub to re-

move porn and porn-related images from GitHub issue threads created before he led the project,

and adopted a contributor Code of Conduct to defend the reputation of his project and as a con-

dition for GitHub to remove the login wall from their repository. Another leader explains that

“We don’t want [the project] to be identified as hostile [...] We want people to be able to find

us and find the software without having to face a deluge of nonconsensual pornography” (2). A

user of the software echoes this, saying the public statements are a “very good” (7) idea because

then “the media doesn’t think that there’s a group of programmers just trying to create blackmail

software. Then it might’ve been shut down by GitHub.” (7). We see that the leaders of the project
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engage in activities to limit unethical uses of their software partly in response to enforcement

actions by the platforms they depend on.

The leaders reported a feeling of unfairness, pointing out that another Deepfake project’s

Github page links directly to a porn website and its forums to provide technical support, yet it

apparently has not faced the same restrictions or had to do the same work to maintain a clear

reputation. At the same time, when one leader is asked how he’d feel if his project was used for

something he disagreed with, he replied “I don’t think I’d feel particularly bad about it because

I’m not naı̈ve [but if something went viral with his project’s name attached] that would bother

me, because that would be an association with my product” (1).

Finally, at the professional community level participants who were members of the profes-

sional Deepfake community expressed an interest in protecting the ethical legitimacy of Deepfak-

ing as a practice. One participant who is part of a small community of highly-skilled professional

Deepfakers said “[it is] frustrating because everyone that I know that’s [creating Deepfakes] is

doing it for the creative possibilities, to explore the ethical uses of [Deepfakes]. And it’s like, you

know, it’s an uphill battle because of the sensationalism, um, about Deepfakes” (10), further de-

scribing the competing open source project which promotes the creation of non-consensual porn

as “unprofessional” (.) Another participant explained that this negative reputation is “a large

part why most of those within the community [...] tend to be rather hostile towards those who

show up asking for tips on how to create [pornographic content]” (8). One participant explained

that they have attempted to rebrand: “a lot of us ‘Deepfake’ artists have come around to prefer-

ring the term ‘synthetic media’ [...] leaving the stigma of “Deepfake” behind.” (10). A casual

user of the software expressed empathy with professional content creators: “It’s an association

no one wants, to have the effort put into creative works using the tech marred by the association

with these less than respectable use-cases is certainly no fun for content creators” (8).
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2.3.3 The (in)Accessibility of Deepfake Realism

We found that Deepfake realism is prized, and some suggested that more people should have

access to this artistic tool, while others argued that difficulty achieving realism mitigates societal

issues.

Deepfakes for the “Everyman”

Participants celebrated that the ability to create Deepfakes is now broadly accessible to every-

one, not just to those in academia or in companies with special training and technology. One

participant stated: “There’s something quite thrilling about the everyman (sic) having access to

the tools to create results that depending on hardware could be on par with what industry pro-

fessionals might cook up” (8). We note that the gendered term “everyman” betrays something

participants did not address directly: that these are tools made and used largely by men. Some

did, however, recognize the harms to women associated with misuse. We discuss this briefly

in 2.2.2 and point to literature discussing intersections between gender and Deepfakes in 2.2.1.

Nevertheless, widespread access was seen as a self-evident good: “Machine Learning is an

incredibly complex process which generally is the remit of academics. And so my drive for devel-

oping [this project] is to basically take this kind of impenetrable area of computer science and

try and make it as accessible as possible for people.” (1) Echoing this sentiment, a professional

Deepfake creator speculates that the output possible from a competing open source Deepfake

project is equal if not superior to the work that leading visual effects firms are capable of: “I

don’t think there’s another program that you can get open source that can do what [open source

project] does. I imagine like maybe Disney and ILM [a visual effects company] have home-built

tools that can compete with it, but I honestly don’t think [they do].” (8) This sentiment is crystal-

lized in public statements on the project, which portray AI as exclusive knowledge, documented

in arcane research venues, but that their project opened participation to all.

This impulse to “democratize” access to an inaccessible technology by wresting it from the
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hands of an exclusive few for the benefit of common folk is an ethical ideal which sparked the

Free Software movement [62, 237]. This is a different notion of democratization than those seen

elsewhere: a minority of “Ethical AI” guidelines from companies and governments reference po-

litical ideals such as open dialogue, broad participation and wider principles of democracy [137],

and private companies are increasingly co-opting similar political language when marketing their

AI endeavors [47]. Interpreted in the context of this wider political landscape, some of our par-

ticipants accept the possibility that their software is used unethically to prioritize an ethically

charged commitment to democratization.

Inoculation through Proliferation: More Deepfakes as Remedy

Some participants argued that the antidote to ethical issues stemming from Deepfakes, such

as fake news videos or defamatory porn, is increasing skepticism and distrust of videos which

will be brought on by the deliberate and increasing proliferation of Deepfakes into the popular

consciousness, whereas keeping them “locked away would do more harm than good.” (8) This

sentiment is expressed by the leaders of the project, one saying: “One good reason to promote

the use of Deepfakes in satire and in various other areas is inoculation: teaching people not

to just blindly believe what they see.” (2) By analogy to Photoshop, one participant explores

a world in which Deepfakes are not widely known or accessible: “Imagine a fictional world

in which Photoshop as we know it today is something only accessible to a select few industry

experts with a budget of hundreds of thousands if not millions. Due to the far reduced exposure

that the everyman might have to the works that can be created with Photoshop they would be far

less liable to question a doctored photo when seeing one.” (8)

In this way, participants argue that “ubiquitous” (1) proliferation of Deepfakes becomes the

cure to the harms this proliferation may bring, by “inoculating” people: making them not trust

videos they come across without further verification.
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Low Accessibility and Realism is a Safeguard

The previous two discourses saw access to Deepfake realism a greater good or even a way to

prevent harm, but disagreed: some argued that extreme ethical concern is unwarranted because

the high effort needed to make realistic Deepfakes prevents some bad actors from using it for ill,

and that unrealistic Deepfakes unlikely to fool people. For example, a minor contributor to the

project speculated that: “They’re not making it more accessible, I think on purpose to weed out

the people that don’t know a lot about technology and just want to do it for bad intentions.” (??)

Another participant who Deepfaked President Biden with dubious realism stated that he

thinks those with political agendas are unlikely to expend the effort required to make realistic

Deepfakes: “I put Biden as the Trololol guy [an internet meme] and you can look and it’s not

great, but it’s funny, you know, and that’s about, yeah, I don’t think anybody with a political

agenda of some form is going to put much more effort than I did into it. So you’re going to be

able to tell [it is] fake. So it’s not like it’s going to change the direction of a country or something

like that.” (4) One of the project’s leaders stated that though he wishes people would explicitly

mark Deepfaked videos as such, he thinks they are implicitly marked because they are often low

quality: “I feel like it is clearly marked even if they don’t put it in the tags, because Deepfake

quality is not really there.” (2) The project’s leaders are focused on improving the quality and

realism of the results, however, so any ethical benefit of having Deepfakes marked by their low

realism may not persist.

Most considered professional work to be quite distinct from home-made Deepfakes. A mod-

erator of the project referenced the movie Avatar, lauded for its visual effects [197], to explain

that convincing fakes have long been possible with a large production team, convincing home-

made fakes will be rare. Professional Deepfake creators describe those dedicated to highest qual-

ity as a small community analogous to the early days of long exposure photography: “you have

to be a pristine technician in handling all the parameters to set up your camera and everything”

(10). Similarly, a user of the project said he’s never seen a Deepfake that he thinks could fool
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people, but high cost will prevent this for the foreseeable future: “convincing higher-resolution

models require exponentially more high speed video memory. As it stands this is not cheap at

all, and won’t get cheaper for some time still.” (8) Here, participants are assuming that technical

prowess or access to expensive hardware aligns with ethical scruples: people who can overcome

technical hurdles to create convincing Deepfakes are less likely to create ethically problematic

Deepfakes.

While the sentiment “I’ve never seen it to be done realistic enough to pose any sort of eth-

ical issue” (9) appeared widespread, one participant expressed fear about the project enabling

widespread, indiscernible Deepfakes: “If [this project] is that accessible and that, because com-

puters will get better, everyone can do it on their phone and in a bunch of years. It’ll be scary if

video evidence would never be trustable anymore.” (7)

2.4 Discussion

2.4.1 Helpless to Challenge Freedom 0? Limits and Possibilities for Devel-

oper Agency

Many participants felt unable to control downstream uses of their software, given the dictates

of Freedom 0 – a core principle of Free and Open Source Software which demands that users

should be allowed to use the software for any purpose, and is a primary way open source “democ-

ratizes” [62]. Throughout the research, we saw that Freedom 0 was treated as an unquestioned

default norm more so than an accidental effect resulting from a mere choice of license. Freedom

0 is so fundamental that it is even encoded into the platforms that projects depend on. For ex-

ample, the code sharing site GitHub’s license picker only points to licenses where Freedom 0 is

protected justifying this with the pithy statement “An open source license protects contributors
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and users. Businesses and savvy developers won’t touch a project without this protection.”2 The

strength of this norm meant that at times participants expressed either misconceptions about the

implications of their license choice, or their ability to have chosen a different license, or mis-

trust that people would abide by alternative license terms. For example, the same leader who

lamented that they cannot control what people use it for was involved in choosing the license

which inscribes this relinquishing of control. This project chose a General Public license (GPL),

a “Copyleft” license where publicly-available derivatives or subsequent versions of the software

must be distributed under the same freely-released terms. The choice is indeed effectively irre-

versible without the consent of the many anonymous past contributors, but this leader did not

articulate his own agency in the first act of choosing a license. Similarly, we also see Freedom 0

at work in the tendency to view technical controls in literalist terms, and therefore to find them

ineffectual rather than norm-setting.

The norm of Freedom 0 underscores and elaborates other discourses like Tool Neutrality

and Technological Inevitability, which also frame designers and developers as lacking agency.

These discourses are also common in proprietary contexts, but there, the ability to choose among

or create bespoke closed source licenses is more visible and common because there are other

concerns (such as liability, financial obligations, or regulatory requirements) that make the need

to limit uses (such as, to paying customers) more common and apparent. Where action is taking

place in OSS, it is happening via other discourses, such as setting counter norms and making

choices about where one’s unpaid labor goes.

The project we studied was not prepared to question Freedom 0. However, Freedom 0 is sit-

uated in a changing field of claims and counterclaims about software ethics. This field has a long

history, including the contentious term “open source” itself, which represents a change from the

early days of critiquing of business practices that restricted access to source code [62], towards

the promotion of “open source ideas on ‘pragmatic, business-case grounds’ ” [251]. Just as prac-

2See: https://choosealicense.com; some licenses require the free sharing of resulting derivative code,

which companies may desire to keep proprietary.
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tices and licenses changed in this previous shift, it is possible that projects committed to Freedom

0 may be forced to respond to newer changes. For example, the Ethical Source movement, part

of a broader reckoning inside and outside tech companies, was founded to participate in “giving

[developers] the freedom and agency to ensure that [their] work is being used for social good and

in service of human rights”3. This centers the developer’s freedom to choose how the product of

their labor is used, away from the user’s freedom to use the software for “any purpose”, with the

goal of using licenses to foster that “make it easy for the user to do the right thing” [140]. This

recentering does appear to call for a rethink of Freedom absolutism. Other developments have

similarly recentered the importance of developer labor rights. The Tech Won’t Build It move-

ment “holds that workers developing AI/ML should have a say in how such technologies are

deployed” [239], and the Tech Workers Coalition advocates (among other things) for workers to

have a say in how the products of their labor serve “people, communities, and the environment

rather than solely [...] profit” [4], aligning with the Ethical Source movement’s framing of free-

dom. Whether commitments to Freedom 0 change in light of these broader changes, is a key

question for the future.

2.4.2 Transparency and Accountability for Implementation vs Use Based

Harms

AI systems can cause harm in multiple ways, and locating the causes of each harm on a contin-

uum between implementation and use may be conceptually useful in debates on how to mitigate

them. We define Implementation harms as those arising through code, algorithm or data prob-

lems that can be fixed without changing the intent, or use, of the software, for example through

the use of “de-biasing” techniques to reduce bias in algorithms or training data [17, 56, 252]. On

the other hand, we define use based harms as arising from a use which may itself be harmful,

that no amount of technological fixes, implementation improvements, or more or better code will

3See: https://ethicalsource.dev
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alleviate the ethical concerns with the software. Some make this point through satire, showing

how dilligently followed “ethical” implementation fixes do not alleviate the patently harmful use

of mulching elderly people [142]. Others find that corporate-backed AI values statements fo-

cus more on AI design decisions (implementation) than questioning the business uses which AI

enables [108].

Our open source case demonstrates how harms originating from each end of the use-implementation

continuum are differentially affected by the limitations of transparency [20]. Free and Open

Source software offers accountability through individual traceability to specific lines of code.

Grodzinsky et al wrote in 2003 that the “many hands” problem (i.e.,, collective responsibil-

ity [22, 84]) in software development can lead to “harm and risks for which no one is answerable

and about which nothing is done” [195], but argued that open source enables individual-level

accountability because “if a developer were to write irresponsible code, others contributing to

the open source software would be unlikely to accept it. [...] Parts of code can be ascribed to

various developers, and their peers hold them accountable for their contributions” [109]. This

traceability indeed helps identify and rectify implementation harms that occur through code qual-

ity issues, as exemplified by our one participant’s reference to a surreptitious cryptominer in an

alternative closed-source Deepfake app, and the transparency that open source facilitates allows

scrutiny which can help illuminate and mitigate unfairness in classification or prediction systems,

arguably harder to accomplish when the model and data is proprietary [34, 221].

However, our findings show that Open Source has less power to support accountability for use

based harms, because harm can be wrought not only from parts of code which may malfunction

or be ethically inadequate in some way, but from the whole software package operating as its

creators intend, but for a harmful use they did not intend. Notions of transparency in open

source combine access for scrutiny purposes (referred to as Freedom 1 in the Free Software

community [238]) with unconstrained use, circulation, and modification (codified in Freedoms

0, 2, and 3 [238]), a combination which allows use-based harms to proliferate. In our example
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of Deepfakes, open source’s transparency and unconstrained circulation can help such harms

proliferate, allowing unscrupulous users to learn the relevant techniques and achieve their goals

without the “friction” of rebuilding code from scratch. In short: open source’s commitment to

transparency of implementation allows strong accountability for implementation-based harms,

whereas the same commitment to transparency allows use-based harms to proliferate, and absent

a matching commitment to transparency of use which would make such harms visible, leaves it

powerless to support similar accountability of use.

The risk of this openness aiding the proliferation of potientially harmful technology such

as superhuman AI [41], and claims that open source contributors are unacceptably expected to

abrogate control over the ethical impact of their creations [274] have been explored before, and

we unpack how open source norms lead some contributors to accept similar risks. Others suggest

that market logic will operate in open source development to prevent harm because “‘good guy’

AIs” will “out compete the malicious and incompetent” [119], echoing the trust that some AI

practitioners place in market logic to diminish less trustworthy AI [201], but we instead find

that this competition lead some participants to view ethically mitigating practices as futile (see

Section 2.3.1).

Of course, implementation is not always cleanly divorced from use: the designers’ intent, the

affordances they implement, and the influence these affordances have on users change the likeli-

hood of unintended use. For example, our participants disagreed whether the Deepfake software

was a “Just a Tool” with harm determined exclusively by how its used, or whether technical

restrictions on use (Section 2.3.1) or the difficulty of using the tool influence whether it will be

used for harm (Section 2.3.3). Philosopher of technology Bruno Latour and others argue against

the “myth of the Neutral Tool”: that the design of technological artefacts (he uses guns as a more

obvious example) encode “scripts” in their design which invite certain uses and behaviors while

making others harder [126, 149]. To help unearth normative conflict in discussions on software

ethics, we believe it is important to discuss harms resulting from a system’s implementation, the
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possibility for ethically questionable use, and affordances which allow the former to influence

the latter.

2.4.3 Implications for “Ethical AI” Research: Assumptions of Downstream

Control

Some companies and open source communities are wrestling with and increasingly accepting

responsibility for downstream harms, as are some AI practitioners individually [201], but en-

trenched norms mean this is a slow and fraught process (see Section 2.4.1). However, mitigation

strategies, for example Fairness Checklists, make reasonable assumptions about what the range

of intended or possible uses are [3, 66], or weaker and often unspoken assumptions that software

should not be shared, deployed or depended upon until algorithms are “sufficiently Fair”. We

term these Downstream Control Assumptions: that software producing entities can control,

know, or at least envision how their software will be used through a mix of design intent, inter-

nal control over all the relevant features, postponing release of software, and contractual choices

about appropriate customers.

For example, Google canceled its contract with the US Military to provide AI software which

could be used to improve drone strike targeting (a use-based harm) after employee backlash [261]

showing that Google can use contract law to exercise a fairly strict degree of control over how its

proprietary software is used. This decision was politically fraught, but even before it was made,

Google had a specific contractual relationship with a specific entity that it had the right to not

renew, and was able to evaluate implementation harms (i.e.,, mislabeling images) by evaluating

fitness for purpose with respect to that entity’s intended use.

However, as our case illustrates, assumptions of downstream control and awareness are even

weaker, in both a legal and normative sense, in open source. Freedom 0 licenses legally dictate

that contributors may not exercise control over how it is used, thereby enforcing the broader norm

(see Section 2.4.1) that they can and should not be held responsible for downstream use-based
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harms. Open source software often has diffuse or often unknown users, and code is often freely

remixed into other products [282].

Since these assumptions are so entrenched, our case suggests that “Ethical AI” research and

design interventions would benefit from being explicit when making and finding ways to work

effectively under loosened Assumptions of Downstream Control. “Supply chains” (the series of

steps by which raw materials are converted into and delivered as a consumer product) are a con-

struct which may help locate ethical decision making within business and community relations,

and explore how different supply chain arrangements yield different outcomes. Supply chains

can help reason about upstream [220] and downstream harms in [83] in offline contexts, and the

UN has published actions companies should take to mitigate human rights violations in supply

chains [222]. The supply chain concept has also been transferred to software [12, 199], and soft-

ware ethicists have theorized about responsibility for downstream uses of software, for example

arguing that “If proper precautions are taken to limit the distribution of [hacking software], the

downstream uses are constrained” [275].

This raises similar questions in other ethnographic contexts. Guides for “Responsible” use

of general-purpose AI libraries often assume use(r)s can be known beforehand: guides for the

general-purpose and widely-used open source ML framework TensorFlow ask “Who am I build-

ing this for? How are they going to use it?”as a crucial first step for considering ethics when

using it to build other things [78]. Are TensorFlow’s ethics options different or similar to the

smaller use-specific project we study? In the private sector, how do far upstream actors, like

ML-as-a-service companies or ML-enabling GPU manufacturers, see their responsibility and the

choices available to them? Whether researchers are studying open sourced technologies or not,

making explicit whether possible uses are known or unknown, and where in the supply chain

possible harms or mitigations are proposed, and the limitations this may bring, can expand and

strengthen AI ethics scholarship by surfacing new points of connection and action along that

chain, and opportunities for ethical action under these limitations.
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2.5 Conclusion

In this chapter, we have examined how a community a deepfake tool understands their responsi-

bility and agency to prevent downstream harmful uses. In addition to beliefs about technological

neutrality and inevitability, we find that notions of “Freedom 0” encoded in licenses also set

broader norms serving to disavow responsibility for downstream harmful use. We propose a

continuum between harms from implementation–like bias in models– and harms from use–like

the creation of deepfake porn, and argue that open source development contexts allow greater

scrutiny for yet little visibility into the latter. We discuss how assumptions of downstream con-

trol are often implicit in “Ethical AI” discourse, but outline alternatives for cases, such as open

source, where these assumptions cannot be safely made.
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Chapter 3

Dislocated “AI Supply Chains” and Ethical

Disavowal

Work in this chapter was originally peer-reviewed and published in the SAGE journal Big Data

and Society in 2023, with coauthor Dawn Nafus [267].

3.1 Introduction and Background

Many big technology companies are building responsible AI programs1 [137], but those “own-

ing” these programs are limited in their ability to create change, resulting in varying levels of

efficacy [179]. Even those without designated ethics roles are called to follow responsible AI

guidelines [137], checklists [165], and other processes [233]. Outside of the biggest companies

that build and deploy their own user-facing systems, many engineers operate at arm’s length from

their firm’s immediate customer, who might themselves be multiple steps from a live deployment.

How is responsibility and agency socially organized for AI practitioners in these distributed ar-

1“Responsible AI” as opposed to “ethical AI” appears to be the more common term. Our own use of “responsible

AI” denotes our commitment to feminist theories of technology [115], where ethics cannot be removed from the

question of “to whom?” does one owe a response. We sometime use “ethical AI” where context makes it appropriate.
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rangements? What can be done in situations where responsibility is framed as checklist work,

and where this work risks falling through the cracks between actors?

We investigate how AI practitioners scope their agency and responsibility to address possible

AI harms. Our participants described situations where they were asked to account for harms their

systems may enable, yet saw those harms as beyond their agency, capability, or responsibility to

address. We were struck by the deeply dislocated sense of accountability, where acknowledge-

ment of harms was consistent, but nevertheless another person’s job to address, always elsewhere.

We suggest that the software engineering ideal of modularity, and the divisions of labor it en-

ables, re-inscribe a belief in software production as supply chain, where developers recognize

their dependence on others’ code much like a shipment of goods: as necessary supplies, but not

where a deep collaborative relationship might develop. When harms were recognized, it was

usually through social locations cross-cutting or separate from the “supply chain.” We argue that

these same cross-cutting locations can be used to rebuild responsible AI practice to recognize the

limitations developers feel, while building inter-organizational linkages that enable societal and

commercial value.

Other work has shown that engineers do not see business relations within their scope to

consider [201]. [108] showed that many responsible AI programs scrutinize AI system design

instead of questioning the business purposes these systems enable. Familiar responsible AI in-

terventions, like checklists, model cards, or data sheets ask practitioners to map their technology

to its end use, attempting to bring “out of scope” harms back in scope. We show how existing

realities of software production work against this, catching developers between countervailing

cultural forces.

The software engineering notion of “modularity” refers to a specific technical practice and

the broader, inseparable cultural beliefs, epistemologies, and organizational arrangements it me-

diates and reinforces. Tech firms use metaphors of modular, containerized work to describe both

code and teams of coders [113]. Modularity has been a staple of software development since
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the 1970s, where large software systems are decomposed into smaller, self-contained parts, so

one can control parts of a system without needing to address the myriad details of the other parts

[231]. This “information hiding” [204] buries “the complexity of each part behind an abstrac-

tion” [27, p. 64]. This facilitates a division of labor and the matching of individual skills to

specific tasks [231] by separating concerns of different workers [77]. In practice, modular soft-

ware may need fewer repairs, and may be easier to repair, but software can also be too modular,

perhaps due to error-prone and calcified inter-module interfaces [141]. Nonetheless, open source

projects strive for modularity to make their codebase understandable [162], and professional

software engineers see improved modularity as a benefit of refactoring their code [144].

This divided labor, inscribed in code itself, has enormous cultural and social implications.

Modularity’s apparent simplification facilitates the presence of “many hands” who are harder to

keep accountable [194]. The problem is more than many hands, however. Modularity sets the

stage for a refusal to accept a relationship between “us” developers and “them” technology users,

let alone other affected citizens [178, 247]. Others have noted that modularity is an epistemic

culture (i.e., [52]) that cultivates a capacity to “bracket off” [168], even when human beings

are bracketed off, not pieces of code. This makes it an everyday form of the modernist fallacy

of the separability of society from technology [148], separating code from harms it enables.

It is an example of the social organization of ignorance [214], where the focus on one thing

(the workings of a single portion of code) yields ignorance of another (the activities of other

developers and users). This ignorance is not total, but situational: our participants were aware of

harm, usually when outside of their role as a software engineer.

While other factors, including crude profit incentive, deepen this dislocated accountability,

modularity is a touchstone of technical practice that serves as a lens through which these other

matters are framed. Developers imagine their work as an extended series of modules that form

a chain, as if the whole were a summation of parts. They also imagine that any particular piece

of code is embedded in other code that is “near” or “far” to the general public (see Figure 3.1).
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By extension, entire organizations are also seen as “near” or “far” to end use, because organi-

zations package up code to be “released” to other organizations. These are metaphors drawn

from logistics. More than a metaphor, they also constitute the relations of logistics, from the

obfuscation of distant labor practices to the security concerns that arise by not looking inside the

“container” Hockenberry [121].

Here we focus on how the metaphor also defines other relations (business, personal reputa-

tions, user experience, etc.) as not part of the chain, but as a kind of secondary background.

These “secondary” relations nevertheless hold things together in a different way. [50], for exam-

ple, follows Latour’s 1999 “chains of translation,” to examine data chains that tie the precision

agriculture industry together in recursive and contested ways. While developers imagine supply

chains as a series of upstream and downstream modules, like so many cargo containers awaiting

shipment, Carolan’s work suggests that chains can also work differently, where the links are not

as discrete. Sociotechnical relations might occupy multiple social locations and cultural logics

at the same time.

The links in a chain form a boundary of some kind, making responsibility “a boundary-

crossing activity, taking place through the deliberate creation of situations that allow for the

meeting of different partial knowledges” [247, p. 94]. We argue that asking developers to antici-

pate every conceivable outcome by diligently following elaborate checklists as if they occupied

a view from nowhere (what [96] call “metadata maximalism”) does not portend a meeting of

partial knowledges. We take a located accountability approach that sees “systems development

as entry into the networks of working relations” [247, p. 92]. In this context, that means asking

developers to soften the view that once it is out of “my module” – the place that appears to make

total knowledge possible– it is out of their control. Instead of metadata maximalism, we argue it

is more effective to find and acknowledge where working relations can or do exist, and where no

single party has total knowledge or control. This is where developers can bring their partial, sit-

uated knowledge to bear. Even if technology use cannot be fully anticipated or controlled [147],
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crossing boundaries between “modules” can and does reduce ethical debt [i.e. 89]. In this work,

we identify key social locations that could create better points of boundary-crossing to reduce

ethical debt. We conclude by suggesting that if accountability depends on the ability to critically

analyze one’s own social location, so that a developer has a better sense of to whom they are ac-

countable, and what it is they owe others in different parts of the chain, a thorny question arises:

what kind of critical reflection, engagement, or questioning of modularity can be expected given

that modularity is itself a dominant form of social relations, and being located within it involves

an injunction to reject the very notion of located accountability in the first place? We suggest

three potential paths forward, depending on how deeply one is prepared to question modularity.

To conduct this study, we recruited using public emails and existing contacts, alongside paid

services and snowball sampling to seek views from those working at various points in the AI

supply chain, across different modalities of machine learning (i.e. computer vision, language

processing, etc.) and application areas (i.e. military, manufacturing, medicine, etc.). Our partic-

ipants were not directly in the same supply chain such that we could trace a single component

through it, but they did reflect patterns in what it meant to be “upstream” and “downstream.”

Our 27 participants were primarily in North America (16), and Europe (9), with one each in

Asia and Africa. Private sector participants worked in eight companies ranging from startups to

established smaller companies to large multinationals. Four researchers from three universities

participated. Seven participants contributed to six open source AI projects, sometimes as part

of their employment, sometimes outside of it. Many had ML-related graduate degrees; job titles

included: Machine Learning Engineers, Research Scientists, Developer Experience Researchers,

System Integrators, and Project Managers. All identified as men except one woman, reflecting

disparities in the AI workforce. Each were invited to a semi-structured recorded teleconference

interview, which were then professionally transcribed, except for one participant who preferred

that we take notes. Most interviews lasted an hour, but were as short as 30 minutes or as long

as two hours. After asking about their background, daily work tasks and projects, we asked how
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they thought the system they are working on may be used or misused, where they saw possi-

ble harm, and if there was anything they wanted to, could do, or currently do, to prevent it. A

variety of interstitial documents accompanied our analysis. The first author wrote a descriptive

memo after each interview including observations on how the participant described their agency

on ethical questions, and added to a running analytic memo documenting connections between

participant accounts, and categorized quotes representing these connections iteratively. We also

produced a table to reassemble the emic “supply chain” metaphor, which allowed us to identify

patterns in how each participant positioned their work on a spectrum from “general purpose”

to “specific use.” This became a resource for examining how the chain inflects views on re-

sponsibility. Our different positionalities helped us think critically about modularity, both from

the standpoint of someone within computer science trained to see it as a valuable technical and

social practice (omitted), and as someone trained to first see its epistemological shortcomings

(omitted).

In the next section, we illustrate how a distributed AI supply chain limits developers’ sense

of agency and responsibility. We then show the various ways the supply chain is reproduced in

practice, alongside the social locations outside the chain that create space for responsible action

to be taken. We show how the confluence of the two shapes the ethics work that is and is not

done. Finally, we present three potential interventions, depending on one’s view about whether

modularity is an ideal to be preserved or a problem to be overcome.

3.2 Views from Up and Down the AI Supply Chain

Outside of the largest technology companies, complex inter-organizational relationships are at

the heart of building AI [250]. For example, computer vision used in a power plant’s surveillance

system to detect a person at its perimeter might begin life published as academic research, further

developed and made freely accessible in an open source library as a pretrained model, later

requiring in situ training when deployed to work with the plant’s existing hardware and software
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by a systems integrator. It might be further adapted if the plant has the requisite expertise.

Thomas [250] observes that by 2018, computer vision professionals expected to not need to

build systems from scratch, with open source tooling and pretrained algorithms available to “kick

start their work,” and find a role somewhere in the chain. The persistence of a chain metaphor

is notable given that software development professionals have shifted from linear “waterfall”

production methods to nonlinear, iterative “agile” practices [112, 121]. Chain metaphors come

back into play precisely when developers imagine their scope of control, which they believe is

limited by when a product is “released” by one organization and used by another. They also

believe that control over their system’s impacts increases as possible uses of the released system

narrows, as it is adapted to fit a particular end use.

Figure 3.1: Work closer to a specific end-use context is perceived to imply a narrower range of

possible (mis)uses.

Higher in the AI supply chain are supposedly general-purpose research outputs or tools, such

as an academic ML researcher relaying his enjoyment in “discovering generalized infrastructure

components that are missing from people’s workflows” (19), where “the application domain you

pick can be potentially endless.” (19) This endlessness gives this person a sense of value and

prestige, while the ability to control impacts does not. Separability between the optimization

procedure and what is optimized sustains the belief that optimization tools are “general pur-
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pose”, creating “endless” possibilities. From the top of the supply chain, the generality outshines

the fact that there is a purpose of some kind, and that purpose precipitates some outcomes over

others. Asked if there are ways his project could be used that would concern him, he answered:

“nothing that would concern me [except] general ways in which you can abuse machine learn-

ing. [...] I don’t think it does anything that can be abused relative to what you could do normally

with any machine learning algorithm.” (19) He extends the separation of the optimizing code

from the optimized code to the people involved. This person at no point mentioned a “who” that

might use his tool, suggesting he does not imagine there to be a social relation of some kind.

He only imagines other inert containers of software, enabling him to normalize harmful machine

learning practices as a general matter of course, or theoretical possibility, and not question his

participation in it or his choices about who he allows to access his technology. His direct contri-

bution to the “optimization” of harm by enabling it to occur in a more technically optimal manner

is thus invisible. One might call it an uncritical technical practice [9], where incuriosity about

the other persons’ “container” in turn leads to an incuriosity about why he is spending his time

optimizing “the general ways you can abuse machine learning.” Indeed, people working high

in the supply chain were particularly prone to employ discourses of technological neutrality [i.e.

272], referring to what they make as even more general purpose than the proverbial dual use gun:

“I make a piece of equipment that makes pipe, somebody bought my pipe making equipment, and

made the barrel of guns. I don’t know how I stop [harm], because I didn’t make the gun.” (8)

This view is also situated in a neoliberal economic context where not having relations or obli-

gations is a dominant model of appropriate economic behavior [49, 105]. Unlike gift economies

or other economic forms that constitute staples of economic anthropology [209], the dominant

narrative of economic exchange here is that there are no social ties after the exchange takes place.

The parties are quits, with no further obligations to one another. This stands in stark contrast to

the competing notions of responsible AI development found in the indigenous data sovereignty

movement [51], where care and the building of relations is central.
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In the middle of the supply chain lie partial systems like performance benchmarks or pre-

trained models, designed to show off accuracy, speed, or ease of use, as “kick starters” [250]

for others’ future finished deployments. These contexts make upstream dependencies and down-

stream responsibilities more visible. For example, another engineer used “a composition of

already existing components” (16) from an open source framework and models to develop ma-

chine translation “benchmarks,” (16)“showcase[s],” (16) and “demo[s],” (16) which he also

made available as open source. Because he did not build the framework, he stated “it’s a part

of open source project so [...] we are not taking the full responsibility for the framework itself,”

(16) downplaying whether he had any choice whether to vet it for problems. Looking down-

stream he stated: “there is a very little interest in the actual... meaning of translation, but rather

[more interest in] the performance numbers,” (16) like translation speed or accuracy. Because

the output is not considered a final matter with real consequences, he does not consider it his job

to address biases: “I don’t believe that anyone will try to prove that, hey, the output is biased.”

(16) While he was somewhat concerned that his company’s logo would be attached, he expected

the next person in the chain to know to address it, which re-rendered it as a “general” problem:

“there is always a risk that the translation can be biased.” (16) He points to the least “general”

actor in the chain as the site of responsibility: “I believe that the final responsibility lies at the

client’s side who is finally deploying the actual service.” (16) He frequently used passive voice to

describe decisions that he could have made otherwise, for example, “the data was taken from of-

ficial available sources,” (16) and “existing components, which are packed and prepared.” (16)

These felt like statements of fact, not attempts to be exculpatory. The participant began the in-

terview apologetically, explaining that his “very simple” (16) project provided little for research

on ethics.

Lower in the AI supply chain, an AI model is integrated into “live” software. Here, harms

are closer and more visible, but managers still considered it a virtue for software engineers to be

able to focus on their technical work, without interacting with those using their software. For
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example, a tech lead at a company building VR services for defense industry clients explained

that ethics are “a concern to me because there could be flaws in the code, security risks, quality

risks, and effectively, if anything goes wrong, it looks bad on us.” (7) Nevertheless, he talks about

the separation of engineers from colleagues that handle customer interactions with relief that he

“kind of get[s] to turn a blind eye to certain social aspects” (7) because “we have program

managers that tend to be the buffer.” (7) He says sometimes he gets pulled into customer con-

versations but they are improving the process to make sure “I’m not involved, because frankly, I

shouldn’t be.” (7) If software engineers building the software might have an issue with their work

being used to train military drone pilots, this separation insulates them from intimate knowledge

of this use.

Downstream in the supply chain, the design affordances that limit use are more acknowl-

edged. This participant was confident that his “app isn’t so open ended that it can just be used

[...] by accident in a different way,” (7) noting it would take some reverse engineering to use

it nefariously. But he is uncomfortable with his upstream dependencies, Facebook’s Oculus:

“we’re kind of putting our foundation on sand” (7) because “the platform [...] is owned by

Facebook [which[] recently had a pretty bad day [participant referencing then-recent congres-

sional testimony]. So frankly, we don’t trust them.” (7) This raises the real possibility that he

may be vulnerable to having to pay his supplier’s ethical debt [89]. Looking downstream, he is

also aware of the care that needs to be taken with respect to which customers he does business

with. He states, “There’s always going to be some level of let’s say customer qualification,” (7).

Discussion of customer qualification did not occur higher in the supply chain.

When people talk in terms of “getting to turn a blind eye” to consequences, and normalize

harmful actions as a pervasive yet unconcerning matter, we have a form of social organization

that creates a partial ignorance of customers and suppliers. To extend the logistics metaphor,

these developers imagine themselves inside the container, not piloting the cargo ship or even

developing the software that coordinates supply chain systems. [211] points out that in supply
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chains of physical goods, companies still struggle to gain full visibility into their networks of

suppliers and labor or environmental conditions in part because the software that is supposed to

create that transparency is as containerized as the goods and services it is meant to monitor. In this

sense, the use of the supply chain metaphor is no coincidence; supply chains are a sociotechnical

system of partial, selective sight [211]. This “view from nowhere” [115], then, is not a god’s eye

view, but a view from within a digital cargo container that knows little about where it heads. It

is both difficult to know, because of the many hands problem, and there is little desire to know,

because of the social organization of modularity. As [241] reminds us, claims that technologies

need to be set in some context already tell us about the context they are, in fact, in: one believed

to lack social relations. Here, modularity creates the numerous ways that responsibility is not to

be found “here” regardless of where “here” is. Context is perennially displaced to elsewhere.

3.3 Crosscurrents Within and Against the Supply Chain

In this section, we discuss ways that the supply chain is reproduced, and the ways that people

have to step out of the chain to prevent harm, whether in institutionally sanctioned or unsanc-

tioned ways.

3.3.1 Reproducing the Supply Chain

Divisions of labor, an important purpose of modularity, create the cracks through which respon-

sible AI actions fall. It is remarkable that relationships themselves — acknowledging the effects

that one person has on another — is seen by our participants as an act of labor that can be divided

between people and handed off. This is neither a natural nor obviously normal state of affairs,

as in other contexts the very notion of it would be utterly rejected [see 158]. In this context,

however, to divide labor is so naturalized that participants expected relationships to either be

rendered into a task, or to not exist at all. One participant explained that no one tasked him with
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doing ethics work, so he doesn’t do it: “I don’t have time allocated during my normal week to

think about [...] responsible AI. This is not part of the work, at least not the part that someone

would tell me from the top to worry about.” (4) There was often consternation about who would

do an ethics assessment. A user experience researcher stated that ethics assessments are often

filled out by software engineers, and that “it was not my role” (2) to do it. This posed a problem

to him, because there “might be value in somebody who talks to customers i.e. me, filling it out

versus an engineer.” (2), echoing work showing that separating concerns between UX and AI

work is difficult [246].

Status inflects divisions of labor. To the extent ethics was recognized enough to become a

task, it was a task often seen as mere details. One participant filled out a privacy questionnaire

for his team to use an existing dataset to build a speech recognition benchmark, and felt the

questionnaire asked for a lot of seemingly immaterial details his team was unconcerned with: “It

wasn’t that easy to get through all the sections [of the assessment...] there were some questions

about how the storage is secured [...] a team member of a research team or engineering team is

not aware of [that] – it depends on IT support and configuration.” (12) Others simply handed

the work off to contractors or junior employees, as a form of administrative labor no one else

wanted to do. This is hardly a meeting of partial knowledges that would be suggested by taking

located accountability seriously. Instead, it follows broader patterns of status between work

on the model versus data [225], and in programming generally [62]. Another university-based

participant emphasized that he was encouraged to focus on results, which did not include the

resulting societal impact of any kind :“It’s not like when we’re presenting [our research at a

conference] they ask you [...] what ethical steps did you take [...] Usually they just want to see

your result.” (5) These divisions made the authority to decide questions of ethics ambiguous.

One participant building body scanning technology explained: “several questions [on the ethics

assessment] are focused specifically on a machine learning AI statistical model, where many of

the other questions are more around the broader product and business. So that was confusing,”
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(9) because making those assertions felt like an overstep of his own authority.

In addition to the division of labor, the pressure to “scale” to ever more data, users, and

customers deepens the sense that others in the chain are unknowable and unconnected. For

example, a VR service tech lead was concerned that while most of his current customers have

been “physically met by one of our team at this point, that doesn’t scale” (7) as they build a

service company. Another participant discussed a deep collaboration with a customer to build an

AI system on the customer’s site, but felt unable to know what the customer later did with that

system, as follow up work was believed to not scale, because it required labor to do it. Similarly,

another participant said: “So right now, I know the clients. And we don’t have clients [who do

harmful things]. But in the future, once we go public you won’t be even able to control that [...

with] 10,000 clients – I don’t know how many clients we’ll get [...] It can be difficult to track [...]

what they do with the system.” (4) His careful knowledge and consideration of his clients, the

metaphorical glue between “modules” of the supply chain, is the very thing he also would have

dismantled in his (and his company’s) ideal future of broad adoption.

While these participants saw scale as a desirable state that creates a regrettable limitation on

attention, others thought it legitimized not doing ethics work at all: “our company is so focused

on growing and scaling with users that ethical AI is not really [...] a big concern at this point.”

(6) Others thought this would create friction and lose customers: “If you bring [ethical AI] for

every other use case and every other customer, there is already a lot of customers that we are

losing [...] I don’t want this to create a bottleneck for our customers” (11), and even a limitation

on technological progress itself: “there is going to be hundreds of thousands of industrial uses of

AI [...] But if we start limiting ourselves from doing so because of ethical concern then it stops

progress of so many developments.” (11)

No one in our study articulated of a specific reason why one would want to scale; it was as

if this was axiomatic enough to go unsaid. As [113] have argued, “scale thinking” is linked to

modularity and capitalist impulses, and is also its own perceived moral imperative that cannot be
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explained by economic or technical practices alone. These research participants are articulating

the precise, embodied moments when scale becomes indifference: moments where conversa-

tion is severed, where the investment in care relationships wanes, and when context is no longer

something one is a part of, moving from a situational awareness of harm (see also [164]) to

a distant matter that needs “tracking.” Participants invoked “scale” as a way of describing the

removal of personal relations, as if it were impossible to know the motivations and desires of

one’s customers beyond individual personal connection, forgetting that there are entire business

apparatuses designed to do so, like market research, customer management, or corporate audit-

ing. What participants are expressing here is not a straightforward practical fact, but the way that

notions of scale create a remoteness from reality that makes it possible to not see harm [107]. No-

tions of scale render “technical systems as commodities that can be stabilized and cut loose from

the sites of their production long enough to be exported en masse to the sites of their use” [247,

p. 95]. They reinforce the distinction between inside and outside a company, and create an

important site of cutting a technology loose from its creators.

3.3.2 Acting Outside the Supply Chain

Social ties are not nearly as severed as the dominant discourse suggests. Participants were lo-

cated in cultural logics that produce connections and responsible actions outside of the imagined

triangle in Figure 1. Some of these activities are also the glue that holds the economic chains be-

tween organizations together, yet developers still saw themselves as stepping outside their supply

chain role to act responsibly.

For example, being “customer-centric” was an explicit corporate value in many participants’

workplaces that required them to understand how customers interact with their software to in-

crease product satisfaction. User experience design plays a key role here. One participant led his

team in a brainstorming session for their product to allow users to scan and monitor their body

composition over time, which he felt was enabled by a shared and authentic “passion for the user,
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for the customer.” (9) To this end, they made design modifications in response to feedback from

pilot studies with users, framing this as putting the customer’s needs first: “We recognize [health

and body composition as] a very sensitive thing [... we’re ...] focused on solving problems for the

customer.” (9) While paying customers are often the privileged “humans” in “human”-centered

design to the exclusion of other affected parties [205], specific anticipated users creates a con-

nection point between commercial incentives and better or worse societal impacts, even if these

were proxies for relations rather than direct relations themselves.

User-centered design connects designer and engineer to (imagined or real) user, but mech-

anisms like licensing connect customer and supplier, especially further upstream. One partic-

ipant’s company released its machine learning framework both as freely available open source

and as a download available only after signing up with an email address. Of these very different

relationships, the participant preferred the second method because “we can be far more in touch

with our customers. We know who they are, we can email them, we can make that more of a

community.” (8) Being “in touch” clearly has economic value that notions of scale deny, but also

holds potential to surface awareness of things that can go wrong downstream.

Marketing is another exchange point between actors. “Ethical AI” was seen as a marketing

advantage, with one participant suggesting that it is a “very, very good influencing tool [where]

users might choose [our company] over the competition.” (1) Another believed that responsible

AI can be used to win sales: “the first thing that comes to mind is [...] how to earn as much

as possible, right? [...] this Ethical and Responsible AI, [we are in a] world that using these

terms could only help you, right?” (4) Whether fortuitous alignment or crass co-opting, partici-

pants believed responsible AI efforts serve as a market differentiator, where companies can win

business by helping their customers avoid ethical debt and the reputational costs it potentiates.

Similarly, engineers stepped out of the modules they build when thinking about how com-

panies’ ethical mishaps affect their own and their company’s public reputation and profit. One

participant relayed that his company had canceled a contract with a customer company which
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was using his team’s software framework in a widely-reported unethical way, and suggested why

this happened: a “public perception of your moral compass [...] has a direct impact on your

bottom line [which...] makes company owners stand up and do something different,” (2) namely,

sever relations downstream. Participants directly associated with potentially harmful projects

also feared personal reputational costs: “Some things can have uses that you don’t intend, and

that you don’t want [...] to come back to you.” (13) Concern about reputation seems the most

direct acknowledgement of the impossibility of fully disconnected, modularized work. Develop-

ers know the impact of their creations will follow them or their companies when others believe

it was their job to control the problem, even when they do not.

Reputation and customer value are not new frameworks for legitimizing ethics work [179].

We should not interpret concern for reputation or attention to market value as always an indica-

tion of empty veneer. “Reputation” is the language through which social relations are acknowl-

edged in a context that has an exceedingly thin vocabulary for them. Interviewees did not veer

too far from their professional personas, where flat affect is the norm, and private beliefs are ex-

pected to be contained into their own separate module. While we have little evidence, we suspect

that for some, concern for reputation might reflect deeper notions of obligation for which there is

no local vocabulary, while for others it might solely reflect concerns for economic consequences,

while for others still, the two concepts might not be separate at all, and economic penalty might

be taken as a sign of social disapproval. When participants wrestled with the problem of con-

flicted interests, the motives for repuational concern were questioned only when it came in the

guise of other people. For example, one participant says he hears the term “ethical AI” from

“C-suite kinds of people,” (2) but questioned whether this was a “buzzword” (2) or whether

something was “actually happening.” (2) While he believed his company doesn’t want to “be

a party to any inhumane usages of AI technologies” (2) by downstream customers, he said they

also want to “make money. And sometimes those are cross purposes.” () Similarly, another par-

ticipant framed Google’s treatment of Timnit Gebru as something that “communicates that they
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care about ethics [only] to a certain point.” (6)

There were also instances where corporate rationales were not what motivated ethical action.

The participant working on the body scanning project, for instance, emphasized that his team’s

positive group dynamics was what made it possible to talk about ethics concerns by studying

each other as pilot users, having their own bodies scanned, and sharing their intensely personal

reactions. For this participant, ethics discussions were an exercise in vulnerability, and respon-

sible design meant a powerful obligation of duty to one’s colleagues and friends in the position

of “user.” While the technique has its limits [32], it is arguably more potent than hollow onstage

rhetoric [i.e. 100, 228] of “passion for the customer” or “human-centered design.”

Ethics issues are not so easily disavowed when asked about work by friends and family: “It

sometimes gets hard when other people ask me. [...] ‘What do you do?’ [...] ‘Oh, I kind of - I

work in the AI workspace?’ ‘Oh, so you’re getting people killed and assassinated through - with

drones [...]’ and it’s like well, how much am I involved in that? [...] You can’t say it’s not true

because it is true. [AI] is used for that.” (2) Work on a “general purpose” framework did not

allow him to unsee harms when called to account in social contexts. Others talked about wanting

more from their employer. One person noted that they could not necessarily say whether their

framework was being used by the US Army, and this not knowing was itself a kind of harm:

“that’s one thing I would really like to be informed, when my software is used. Where? For what

purpose?” (4)

We also heard of developers exerting a soft form of agency and resistance when their moral

compass made them uncomfortable with assigned work [276]. One participant’s company’s

client asked them to track the actions of garment workers. Having inspected the training data

the client provided, she stated, “It was a little sad looking at videos. They work from 6:00AM

in the morning to 9:00PM at night.” (3) She said that even though the client called the project

“object tracking,” she was concerned that it would amount to algorithmic management: “the

algorithm that we’re using is basically looking at people’s motions to figure out what exactly
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they are doing. So, sometimes [...] they’re just taking a break. You’re just telling the system

that this person’s not doing anything.” (3) She described how her team deprioritized the project

until the client pulled away: “[it was] not a project that any of us really wanted to work on.

Thankfully it didn’t go anywhere.” (3) This is softly subversive [276], in that subversion was

undertaken through inaction rather than overt action. It is remarkable that otherwise elite and

well-resourced AI developers nonetheless still feel they must resort to weapons of the weak [i.e.,

227]. Whether caring for relations among cowokers or friends or for workers on a video who

appear to be exploited, there is a quality of off-stage norm-making that is not encapsulated in

official talk of “customer orientation” and responsible AI transparency interventions.

In practice, these crosscutting impulses to divide and connect lead to particular ways of han-

dling responsibility and particular areas of priority. What does get attended to are matters of

widespread public concern that can be encapsulated into a module of work without introducing

friction into the development process. High-profile ethical lapses like racial and gender dis-

parities in computer vision [46] and marquee regulatory action such as the European General

Data Protection Regulation provide a shared social location, from outside the supply chain, from

which to recognize some harms, but not others, within it. Bias might be measured statistically,

but not questioned in other ways. For example, one participant doing AI research for the mil-

itary was concerned about the mathematically-identifiable biases within the weaponry, saying,

“I think the whole issue of bias and its societal and ethical implications is terribly interesting

and we don’t have as much conversation, particularly with cyber weapons, as we should.” (14)

Measurement fit the module, while any bias in the choices his customers might make about who

to point weapons at did not.

This social configuration leaves us with an odd bimodality. On the one hand, prominent

dramas about social harms embroil the careers of executives in congressional hearings, while on

the other, contractors are asked to do “the paperwork.” In a hollow middle, some limited actions

do take place. Disparities in accuracy rates are often checked. Offstage action, like slowing work
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or meaningfully caring for a colleague playing the role of user, remains invisible, like a shadow

responsible AI workforce with little connection to checklists, transparency, or customer vetting.

3.4 Where to go from here?

Figure 3.2: Three possible futures: a) Acting within the modules; b) Strengthening the interfaces;

and c) Rejecting modularity.

Many efforts at supporting responsible AI, like AI fairness checklists [122, 165], model

cards [184] and datasheets [98] assume panoptical visibility into the technology that our work

demonstrates does not hold. Some have been designed as a kind of “nutrition label” [55], where

facts are announced to an unspecified audience as if taking a view from nowhere. Other toolkits,

such as Vallor et al. [255], acknowledge the interstitial nature of ethics failures, but when teams

have neither visibility nor control over cascades of failure [i.e., 225], and do not believe they

should, the success of inventory-like approaches is likely to be limited. If we instead start from

an assumption of located accountability, where knowledge is partial and situated, we might seek

places where there are relations between actors, and where people who are not developers have a
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stronger role. While that is analytically straightforward in social scientific terms, it is more com-

plicated for those who see the world through the lens of modularity, and who value the cutting of

relations for specific reasons we have shown. Therefore, asking others to simply adopt located

accountability wholesale will not do. We see three possible approaches, depending on how much

our colleagues trained in the virtue of modularity are willing to question it.

3.4.1 Acting Within the Modules

If we fully accept that the dominance of modularity is unlikely to change soon, we would seek to

act within it. Perhaps there is an opportunity for participants to append their partial understanding

of the flaws, limitations, divergent provenances, and contexts of use of this documentation in

checklists, model cards, and the like, thus relieving developers of the discomfort of being asked

to definitively claim facts they felt they could not claim, as models and data changes hands.

This might require, ironically, doubling down on division of labor, by clearly delineating

what knowledge on the card would come from developer’s “module,” and what comes from user

experience, sales, and legal roles, leaving the supply chain metaphor largely intact. Nevertheless,

this turns model cards into a boundary object where partiality comes together, even if deeper

relations do not occur. This has obvious limitations. Unless there is a creative way to modularize

participation from impacted groups, the very idea of which might be considered offensive, this

approach re-inscribes their exclusion. It creates more modules for those who are not developers,

but those include only what is publicly sayable. It leaves to regulators, journalists, and academics

to force conversation and action about that which is considered unsayable from within the chain.

3.4.2 Strengthening the Interfaces

Another approach would move away from metaphors of supply chains towards a more manage-

rial notion of “value chains,” which orchestrate companies’ activities in ways that that combine

to create competitive advantages [85]. This would strengthen business connections between
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companies beyond those allowed by the “developer hat,” and buttress the communication that

happens in the process of exchange. Model cards would be reinforced by contractual obligations

and meaningful customer knowledge and communication, involving increased contribution from

non-developers. Those in customer roles might scrutinize suppliers by asking for model cards,

properly consented training data, and appropriate pay for data labelers, all scrutiny which is

common in supply chains for physical goods. [134] propose technological measures strengthen

module interfaces, by auditing AI services for misuse. These activities all help suppliers reframe

ethics work as an act of delivering customer value. Still, this is not equally possible for every

company. For example, one study showed some AI entrepreneurs conceal the ethics work they

were doing from their venture capital funders interested in hiding limitations [271].

The interface between onstage and offstage would have to be strengthened too, to help people

integrate their multiple locations in and out of the supply chain. Developers might leverage

their value as difficult-to-find laborers by making clear they are not prepared to pay personal

reputational costs, while journalists and academics could also place more emphasis on the multi-

actor cascades [129]. If the supply chain centers on perfect control over one’s module, a value

chain might center on probabilities and frictions– what technologies, contractual obligations, or

marketing messages make easier or harder, faster or slower. For example, the Ethical Source

movement uses licenses to introduce legal friction for harmful uses in software supply chains,

acknowledging this control is not total2.

This approach facilitates the formation of stronger norms, bearing a surface relationship to

values-sensitive design [94]. With numerous positionalities through the chain, “working mis-

understandings” [88] where parties mutually misrecognize the actions of one another, are more

likely than straighforward values alignment. Managerial notions of “value chains” often elide

the problem of who value is created for, on the assumption that value is a function of what mar-

kets will pay for. Depending on policy conditions, this approach could risk setting up a path

2See: https://ethicalsource.dev
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dependence where ethics issues can be better acknowledged and acted upon, but remain a second

order, lagging concern where market value cannot be found.

3.4.3 Rejecting Modularity

What if modularity were eschewed entirely, both in terms of code and the broad social arrange-

ments it mediates? Actors who object to the modularity ethos in the first place might abandon

any notion of a chain entirely and prioritize building good relations as a matter of first order

concern, building code second, and “scale” as a distant matter at most. Here, social relations

cannot be bracketed off as a mere input or requirements capture. The relationship is the objec-

tive, not the lines of code that may or may not result. Any code that does develop might be

in the service of questioning what software tools are necessary at all, and whether they need to

be entirely different in different social conditions, as per Agre’s critical technical practice [9].

Echoing criticism of endless AI scale [30], Gebru and Hanna propose such a model of AI de-

velopment, where the goal is not to produce “AI for the value of AI itself”, but to instead be

“sensitive to other forms of knowledge” in order to examine and curate datasets even if this is

slower or more expensive [244]. Here, differences between users do make a difference [see 113],

while distinctions between producer and user begin to soften. One party is not the testbed for the

other’s “scale.”

This approach might seem foreign to those building general purpose frameworks or scaleable

“software as a service” architectures. Look just outside dominant norms, however, and there

are plenty of examples to be found. Indigenous data sovereignty principles specifically call

for exactly this kind of approach [51]. In her work with North Carolina community healthcare

workers building vaccine equity for Black and Latinx communities, Gray [107] employed design

justice principles from Costanza-Chock [65] to argue that “we must prioritize a deep, methodical

connection with subject matter and domain expertise in lieu of an unexamined rush to scale

or to shield ourselves from the realities of a social world.” Gray recognizes that her two-year
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intensive process introduced “friction, or working against scale, [which] is considered a bad thing

in [Computer Science]. It is considered inefficient, a waste of engineering time.” She recasts that

ethos in the context of Arendt’s banality of evil, and notes that frictionless “efficiency” is the

very thing that creates a remoteness from reality, and opens the door to harm.

While the previous approach strengthened norms in a broad but inconsistent way, this does

so in a more focused but deep way. Such focus has a long history outside an AI context [see

65, for an overview]. However, rejecting modularity in a modularized world raises interesting

questions for upstream tools. Would someone fully reject all lines of code that were ever de-

signed as modules in a literal way, or reject the broader belief system modularity entails and seek

opportunities to build differently, or be more careful about choices of upstream components, like

libraries or compilers, especially when made by companies known for ethics breaches? These

choices might open up new avenues of technical innovation. In making them, teams might learn

the specific ways that “generic” tools are not in fact generic at all, but generic only to those who

are currently well served by the current supply chain. It might be that the need for other kinds

of yet undeveloped “generic” tools that serve other interests becomes apparent. Finding and de-

veloping these would be a significant act of critical technical practice, and open up engineering

paths otherwise foreclosed. This approach also raises questions for public policy. Given the re-

source inequalities between community groups and companies that seek to scale, and that those

same groups are meeting social needs that arguably benefit a country as a whole, what would an

appropriate science and technology policy do to support these efforts?

3.5 Conclusion

In this chapter, we have discussed how thinking about ethics and responsibility as chains of rela-

tions reveals specific locations in which ethical decision-making can take place. Those locations

might be upstream or down, and they might be within the cultural logic of modularity or outside

it. The combinations of these locations shape what is considered sayable and what is off-stage
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talk. They shape what is prestige-garnering work, what is paperwork, and what is high stakes

public drama. These social locations also shape the points of AI governance intervention, which

rely on the extent to which actors themselves are willing to, and are capable of, acknowledging

their own locations within a broader system of production, and engaging more fully in the rela-

tions in which they are involved. The core of the matter–how much modularized thinking should

dominate software production–will not be settled easily. Consensus might not be achieved and

multiple paths might be followed by different sets of actors with different visions of what respon-

sibility is. Regardless of which directions others take, we have shown that realistic responsible

AI interventions can start by making deliberate choices about how strong a role current software

production ideals should play in future responsible AI development.
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Chapter 4

Precarity, Powerlessness, and Workers’

Ethical Concerns

Work in this chapter was originally peer-reviewed and published at the 2023 ACM Conference on

Fairness, Accountability, and Transparency, with coauthors Derrick Zhen, Laura Dabbish, and

James Herbsleb [269].

4.1 Introduction and Related Work

Facing public pressure and negative press [116], many large technology companies are attempt-

ing to address harms from algorithmic systems, often by instituting ethics initiatives which con-

verge on principles such as transparency or fairness [137]. Metcalf et. al show how broad Silicon

Valley logics cloud official ethics initiatives [179], some startup environments see ethics work

as premature [254], and even some “major companies” see ethics work as “too complicated

for the organization’s current level of resources” [216]. A variety of interventions have been

proposed to make operationalizing AI ethics easier, including fairness checklists [165], fairness

toolkits [277] datasheets [98] and model cards [184]. However, some argue that the convergence

around codified principles like “fairness” or “accountablity” obscures underlying political and
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normative disagreements [185], and there is increasing evidence for this: AI practitioners have

different values than the general public in AI system design [130], and workers have different

concerns than those who seek to monitor them [203]. These principles may also have discor-

dant definitions [79, 86, 161], and others argue that principles limit scrutiny to a system’s design

without scrutinizing use [142] or business decisions [108]. These concerns lead to accusations of

“ethics washing” [114, 259]: where companies put forward voluntary principles to burnish their

reputation and avoid regulation [196], without changing their behavior [279].

Given that software practitioners have some agency in how to develop these systems [201],

research examines their needs and behavior as they seek to build ethical systems. For example,

past work questions the effect of ethical codes [104] on software engineers’ ethical decision mak-

ing [177]. In machine learning specifically, Holstein et. al examine practitioners’ challenges in

developing fair systems, Madaio et. al examine practitioners’ challenges in using disaggregated

evaluations to assess system fairness [164], and Veale et. al examine the needs of public sec-

tor practitioners in ensuring fairness and accountability in high stakes systems [258]. However,

as discussed above, studies which focus on “fairness” or “accountablity” may impose a narrow

scope of scrutiny and thus foreclose on wider concerns, and many software practitioners work

at smaller companies that may not have official ethics initiatives. Given these concerns, we sur-

veyed 115 and interviewed 21 software engineers about their self-identified ethical concerns, as

opposed to concerns identified using codified ethical principles, toolkits, or codes, to answer:

RQ1: What are software engineers’ ethical concerns? With this open scope, we discuss both

the kinds of concerns our participants raise – military, privacy, advertising, surveillance, and oth-

ers – but also examine the scope of their concerns: ranging from concerns about bugs which can

me more easily fixed, to wider concerns questioning their company’s raison d’être.

Others study what happens after tech workers of various stripes develop ethical concerns.

Whereas some AI practitioners engage in high-profile activism [29], Madaio et. al find that oth-

ers advocate less strongly for fairness issues due to career concerns [165], and Richmond Wong
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shows how User Experience practitioners employ softer tactics of resistance [276]. Others study

how relatively less powerful gig workers resist opaque algorithmic evaluation [215] and use on-

line forums to seek to understand algorithmic management they are subjected to [157], and others

study how crowd workers engage in collective action [224]. Nedzhvetskaya and Tan collected

examples of blue and white collar tech worker engaging in collective action [191], and discuss

how workers claim they ought to have a role in AI ethics governance [190]. Similarly, after

collecting software engineer’s ethical concerns, we investigate how they respond: RQ2: What

happens when software engineers develop ethical concerns? We report on a broad variety of

actions participants take – from proposing technical fixes, to negotiating within organizational

incentives, to resigning in protest – and on the psychological toll that these actions lead to.

Within tech ethics research, power is increasingly recognized as a central factor when differ-

ently situated actors raise concerns. For example, recent work examines power asymmetries as

students resist algorithmically lowered grades [31], and how software engineers see themselves

as less powerful “mediators between powerful bodies” [201]. Others position software engineers

as powerful actors in AI ethics given high demand for their labor [58]. A recent critical analysis

of AI fairness toolkits find that they frequently ignore organizational power dynamics [277], and

a recent review study finds that future work ought to attend to “structural and historical power

asymmetries” [38]. In line with this call, we examine contingencies of software engineers’ power

as they raise ethics concerns, with an eye towards how these contingencies explicitly factor into

the actions they choose to take: RQ3: What affects software engineers’ power to resolve their

concerns? We find that financial and immigration precarity, workplace culture, and organiza-

tional incentives constrain participants’ power to see their concerns resolved.

After detailing our survey and interviewing methods, successive sections answer each re-

search question. In the discussion, we ground our analysis of how power affects practitioners’

ability to raise ethical concerns in frameworks of power from Organization Science. In particular,

we draw on Fleming and Spicer’s framework of power in organizations [91], which is composed
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of episodic “faces” of power, where managers give orders directly or seek to limit discussion to

within acceptable boundaries, and systemic faces of power enacted by constructing hegemonic

ideological values within an organization or by seeking to shape practitioners’ sense of self. We

draw secondarily from other frameworks of power from organizational science when examin-

ing how practitioners are disempowered when they face paradoxical demands at work [33], and

when discussing how practitioners may exert agency to resist unethical assignments [152]. We

then discuss the implications of our work: that future tech ethics research ought to turn from

helping spot issues to helping practitioners build their power to actually fix them, and we also

question the foci on AI or Big Tech in tech ethics discourse.

4.2 Methods and Participants

We seek to understand practitioners’ self-identified ethical concerns and how they navigate them.

Therefore, we imposed no a-priori definition of ethics, nor do we seek to reach a singular def-

inition in our work: instead, in our survey instrument, we use an open-ended framing to ask

survey respondents if they have “ever had ethical concerns with a software system they were

asked to contribute to” and actions they took, resolutions, factors which made raising concerns

harder or easier, and an invitation to an optional follow up interview. To recruit a broad sample,

use recruited using diverse methods including posts to Twitter, software engineering message

boards, software-ethics focused messaging channels, the popular StackOverflow programming

Q&A site’s blog; and in person at a developer meetup.

The survey was open for 87 days from May to August 2022, and received 115 responses.

90 survey respondents were employed full-time, 15 were employed part-time or as contractors

and 10 were not currently employed. 13 respondents worked at very small firms (¡10 employ-

ees), 29 respondents at small firms (10-99), 31 at medium sized firms (100-999) and 35 at large

firms (1000+), 7 did not report the size of their firms. Respondents were relatively experienced,

reporting a mean of 17 years of experience coding (med. = 15, min. = 4, max. = 46 years).
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Respondents spanned six continents: 68 participants lived in North America, 34 in Europe, 4 in

Australia, 4 in Asia, 3 in South America, and 2 in Africa. 80 participants identified as male, 10

as female, 6 as nonbinary or nonconforming, 5 self-described and 14 preferred not to answer. 21

survey respondents participated in the optional follow-up interview (demographics in Table 4.1).

We conducted semi-structured [264] teleconference interviews to collect a detailed order of

events as practitioners navigated their concerns, to probe into the their recollections of their

thoughts and feelings, about factors affecting their agency and power to see their concerns re-

solved, and their work since. Interviews were recorded with participant consent and IRB approval

and lasted between 21 and 73 minutes (mean, med: 41 min.).

We analyzed survey and interview responses sequentially. The first two authors performed

an open qualitative card sort [284] on survey responses, negotiating disagreements and adjusting

categories as necessary. On interview transcripts, the first two authors performed two rounds

of iterative [262] thematic analysis on this data [43]: an initial round of open coding, and

then the development and application of a closed coding frame. Our study makes use of self-

selection [235] to recruit those with self-identified ethical concerns without any pre-ordained

scope, but therefore our results do not support general claims, such as the overall prevalence of a

given concern. Interviews and surveys collect self-reported experiences, risking social desirabil-

ity [189], and hindsight biases [118]. Instruments were in English, a widely-spoken language for

intercultural engineering communication [218], but our findings may not generalize to software

engineers working in other languages.

4.3 RQ1: What are software engineers’ ethical concerns?

We answer this research question in two ways: firstly, explaining the kinds of ethical concerns

raised in our survey most frequently as surfaced by our card sort. Secondly, as a spectrum

illustrating the different scopes of practitioners’ concerns, according to how much of their orga-

nization’s priorities their concern calls into question.
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4.3.1 Kinds of Ethical Concerns

Military

17 practitioners wrote about concerns related to military applications of their work. Of practi-

tioners who disclosed details about the systems they worked on, the most common concerning

system was autonomous drone navigation software (n=5): “Work on autonomous drone visual

navigation in a GPS-denied environment” (S98). Other respondents develop training software:

“software in support of simulations used to train US warfighters” (S161), logistics software for

military organizations:“I contributed to the development of a proprietary platform-as-a-service

used in defense contracts” (S174) and engineering support software: “an analysis tool that au-

tomatically finds errors in aeroplane jet engines.” (S188) Respondents were primarily concerned

that their work would physically injure or kill others: “I was concerned whether the software

I was contributing to was being used to harm innocent civilians or infringe on human rights”

(S174), but several raised broader ideological concerns with the militaries who used their sys-

tems, one asking: “am I indirectly contributing to the ills of imperialism?” (S161)

Privacy

14 practitioners expressed concerns relating to privacy, most commonly about geotracking (n=4),

one saying they “grab[ed] geolocation data from customers [but] our product doesn’t use geolo-

cations.” (S67). Others were concerned about “stor[ing] user keystrokes in a signup form to a

marketing and analytics platform before the user actually submitted the form” (S272), scraping

social media profiles “as part of additional information to include when making loan decision.”

(S114), and privacy involved in data labeling on private footage: “contractors [were] to label

hundreds of thousands of [home security] video clips” (S26), or requiring personal data “not

necessary to have for the task at hand” (S69).
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Advertising

13 survey respondents reported concerns about advertising. Practitioners were concerned about

building spam email systems, or “bypass [spam] prevention measures” (S139), concerned that

spam breached customers’ privacy (S86), delegitimized email marketing (S139) and did not do

good in the world (S230). One respondent wrote that being asked to “develop a computer vision

system that accurately classifies someone’s demographics for customer segmentation marketing”

(S78) as something he believed to be inherently racist and sexist. Other practitioners wrote about

implementing dishonest interfaces to “push users to buy something because stock was “almost

out”” (S2) when in fact it was not, helping to air ads that were“ degrading toward women”

(S22), and about advertising “scummy for-profit schools.” (S102)

Surveillance

11 respondents described being asked to contribute to systems used to surveil workers or citi-

zens. Four respondents recounted concerns about working on existing workplace surveillance

and algorithmic management (i.e. [157]) systems, such as “observing how well grocery stockers

stayed on task” (S82). Their concerns included “overwork [and] anxiety” (S82), that it might be

“illegal to measure employees’ pee time” (P74), and that “low sales numbers” (m)ight be used

to unjustly“fire employee[s].” (S10) Other practitioners were invited to work on surveillance

systems for governments. One interviewee (I14) was asked to architect an intelligence gathering

platform for a foreign government. Another respondent made improvements to an existing tele-

com surveillance system (S13). Other practitioners did not build surveillance systems directly,

but were worried their system might be used as such downstream: “the big problem was that

I didn’t see a way or a use case, where [facial] identification would be used in a non-ethically

problematic way. So those would be at frontiers, at airports, identification in police stations.”

(I14)
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Environment, Labor Displacement, Inequality, and others

Categories of concerns expressed by less than 10 practitioners included environmental impact

(n=4) “monitoring system for agropecuary [livestock] business [which] is highly damaging to

the environment” (S21), labor displacement (n=3) “I thought the software system could very well

put some people out of a job” (S201), and exacerbating inequality (n=3) “statistically, there’s

no way they could do this without some form of systemic discrimination.” (S44) Other harms

cited included overcharging customers (S54), contributing to addicting products (S150, S174),

cryptocurrency as multi-level marketing (S70), inaccessibility of software (S50), jeopardizing

healthcare outcomes (S66), legality (S115, S95), botnets (S133), implementing dark patterns

(i.e. [106]) (S100), autonomous vehicle safety (S118), and political manipulation (S104). Some

had concerns with the software development process itself: using vulnerable frameworks (S143,

S39), underpaid data labelers (S26), or closed-source software (S106).

4.3.2 Scope of concern: concerned with a bug, or your whole industry?

We also found that ethical concerns varied wildly in scope: varying in how much the organi-

zation’s goals or priorities a given ethical concern questions. While they overlap, we illustrate

this using four scopes of concern: those arising from bugs, intentional features, whole products,

and finally concerns which question their organization’s raison d’être. Scope affected outcomes:

concerns questioning entrenched organizational goals were harder to resolve (see Sec. 4.5.3),

and affected the kinds actions practitioners took (Sec. 4.4).

Bugs

Some practitioners described fixing bugs as their core ethical obligation, one saying: “for a

software developer, [software] quality is the core of ethics. Because if your product is unreliable,

then your representations about the product are probably unethical.” (I17). In some cases,

proposing to fix bugs is uncontroversial, since maintaining intended functionality is often within
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an organization’s best interest. For example, when a practitioner raised concerns about a bug in

construction crane safety, they the practitioner described how this was enthusiastically received

and resolved: “there were a lot of really high profile accidents with lifting cranes [...] Everybody

was really super on edge about making sure that our simulations were correct. [...] And so

when I brought that issue up [...] they did a big investigation and found out that it was a data

entry error.” (I10) However, organizational incentives can instead stifle practitioners’ efforts to

identify, fix and prevent bugs. For instance, one respondent felt non-technical firms tend not to

invest in code maintenance as long as the software is minimally functional: “non-tech companies

[...] just care about business continuity” (S81) Another interviewee explained how cost cutting

at his consulting firm made it difficult to do work of acceptable quality.

A specific feature

Unlike bugs, features were intentional: practitioners were directed to implement them by their

manager or client, and therefore questioning them often required more directly questioning their

organizations’ objectives. For example, one interviewee was asked to implement a feature that

would round down GPS coordinates on properties being evaluated for insurance eligibility, which

“would have denied people access to certain types of insurance.” (I10) Another interviewee

working on workplace compliance software reported that his boss asked him to implement a

feature that he felt was privacy invasive: “My boss [said] we need to put in a thing on the app

so that we can see where people are all the time. And I told him [...] most of the people install

it on their personal phone.” (I6) Other concerns arose when practitioners were disallowed from

implementing features they felt were ethically important. For example, an interviewee developed

ethical concerns about how her product may be exclusionary: “A really famous VR software at

the time, had done inclusivity in terms of the color of the skin [...] and allowing for people with

one hand to operate it. [...] I brought it up as an option” (I11), but this was not pursued and she

was told “well, nobody asked for it.” (I11)
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An entire product

Practitioners also surfaced ethical concerns about entire products, or, as consultants, entire con-

tracts they were assigned to. When respondents had concerns about a product’s very existence,

many felt concern could only be resolved if the product is shut down or dramatically altered.

One contractor at a marketing consulting firm was assigned to develop a customer segmentation

model, to help their client profit from high interest loans by: “find[ing] customers that were

likely to [...] take on unsustainable amounts of debt.” (I5) In this case, changes to the imple-

mentation of the product would not reconcile the practitioner’s concern that building a product

to sell “unsustainable” loans was unethical. Another interviewee reported being assigned onto

a project to make improvements on telecom software which he suspected was being used for

telecom surveillance: “One of the main managers mentioned that the their main client for the

device at the time was AT&T. [...] based on what the device was doing, they figured [...] the main

use case [was] NSA tracking.” (I13) In this case, the practitioner’s concern was with misuse of

the product he was working on, which could not be resolved until the product was terminated, or

its core use cases rethought.

An organization’s raison d’être

Finally, some practitioners reported concerns with their organization’s or industry’s goals or

business practices. Many practitioners were concerned that their work was used for military

purposes, constituting the most common concern type. These included concerns of direct harm,

such as “the software I was contributing to was being used to harm innocent civilians” (S174),

but also ideological issues, one pondering “am I indirectly contributing to the ills of imperial-

ism?” (S161) One practitioner cited his newly-held Buddhist faith as the origin of his concerns

that working in the “weapons domain” at all is “really not good karmically” (I1), later reflecting

that “if you pay attention to what was going on, like in the wars, it doesn’t have to be so esoteric

as like Buddhist precepts.” (I1)
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One interviewee, working at a fintech firm, felt his work “preventing [fraudulent use] was not

really an ethical challenge. The issue was more than the company as a whole, the business model

[...] It was, you know, payday lending.” (I2) In this case, the interviewee felt was concerned about

the very reason the company existed, reflecting that this made raising any concerns feel futile:

“you’re actually asking to shut down the business. [...] you might as well say to the founders,

like, ‘Hey, either you shut down or I’m leaving’, and they’ll be like, ‘Alright, leave, I guess.’ It’s

not really a concern you can raise.” (I2) Even firms that offer services instead of products can

be held to this level of scrutiny; as one practitioner held that their consulting firm’s willingness

to do business with shady clients comprised a core part of their business model: “The company

[...] does a fair amount of work for [...] oil companies, [...] firearms, [...] British American

Tobacco [...] not exactly paragons of morality.” (I5).

4.4 RQ2: What happens when software engineers develop eth-

ical concerns?

4.4.1 Technical Solutions

Some practitioners proposed technical solutions — changes in the functionality or design of

a system through code modifications — in an attempt to mitigate potential harms. Technical

solutions work best on Bug and Feature-scoped concerns, because harms resulting from the core

purpose of a product or the business practices of an organization (i.e. those later in Sec. 4.3.2)

are not able to be resolved through changes to system implementation.

Furthermore, even when practitioners see opportunities for technical solutions, their actual

implementation depends on management agreeing that perceived harms are important enough

to warrant dedicating resources to fix them. For example, both interviewees I6 and I10 (whose

concerns were summarized in 4.3.2) came up with technical solutions that would have resolved

their concerns, which were dismissed by management. Interviewee I6 came up with a design
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affordance to minimize the privacy concern he had about employee location tracking: “if you

really desperately wanted to [...] see where each person is on site, [...] we could geofence the

site [...] If they’re not in [the site], the tracking is off.” (I6). While management was sympathetic

to his privacy concerns – “[my manager] agreed [...] we cannot monitor people’s comings and

goings” (I6), his geofencing solution was ultimately rejected due to resource constraints: “he

blatantly told me that’s too much work. And he’s not signing off on that.” (I6). Interviewee

I10 proposed a solution to avoid erroneously denying people insurance coverage due to GPS

rounding errors, suggesting “we [could] have a three value response [the third being] ‘maybe

need to check further if it was right on the boundary”’ (I10). However, what the practitioner

had experienced as a serious concern “people need flood insurance for their houses [...] I had

been victim to flooding and lost a bunch of my stuff” (I10) was a non-issue for the client: “the

client cut me off and told me she didn’t care and that [...] I just needed to do it.” (I10) He

was later “dressed [...] down for speaking out of turn with the client” (I10), and the manager

“threatened to fire me if I didn’t do the work.” (I10)

4.4.2 Negotiating within organizational incentives

Practitioners also sought to resolve ethical concerns by convincing decision-makers like engi-

neering or product managers that harms are serious enough to warrant action. Often times, this

involves phrasing ethical concerns in terms of their effects on organizational incentives such as

profit or product success.

For example, one ML researcher concerned about his project’s use of facial identification

(i.e. who is in this picture?) reported successfully pivoting the direction of his project to facial

verification (i.e. are these two pictures the same person?). He raised ethical concerns about

downstream uses like bias and surveillance to his management, but couched these within orga-

nizational incentives to pursue an easier and more achievable project (verification) instead of a

more difficult one (identification): “because we were understaffed [I said] ‘ [...] we don’t have
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the resources to do it.”’ (I14) Another interviewee, who had ethical concerns about improper

employer vetting in a job matching application he helped develop, described attempting to get

senior management to shutter the project by appealing to the organization’s core values. “[I said]

we either need to invest more money into understanding what is going on here [...] or we need

to pump the brakes [...] I was quoting, you know, our organization’s code of ethics and stuff like

that.” (I9)

The likelihood of ethics negotiations succeeding are, as one practitioner puts it, “entirely

[dependent] on the organization and your ability to talk to people and [...] capture hearts and

minds.” (I2) A practitioner’s ability to affect change internally through “rocking the boat” relates

to the broader work Debra Meyerson has done on “tempered radicals” [182] — leaders who

leverage their status within organizations to promote their own values and ideals. The approach

of affecting change from atop the corporate ladder was also suggested by one of our interviewees:

“[you could] work your way into a leadership position, and then start making different kinds of

ideas” (I5). However, they acknowledged the fraught existence of individuals attempting both

conformity and rebellion: “you’d have to both hold on to your ideals [...] And at the same time,

be willing to compromise your ideals quite heavily in order to work your way into a leadership

position in the first place.” (I5)

4.4.3 Refusal

One common action respondents reported was refusing to work on the task they found unethical.

Refusals took on various forms, the first being “quiet quitting” – reducing one’s productivity.

One practitioner who was asked to build a system to bypass spam filters wrote: “I purposefully

created a poor implementation and did not dedicate very much energy to make a working solu-

tion.” (S49). Another respondent wrote that they “pretended to complete the task but didn’t”

(S62). We found that the tactic of “quiet quitting” emerged from a feeling of powerlessness to

affect change within organizations, and as a result is often accompanied by searching for other
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jobs (see 4.4.4). One practitioner who reported reducing productivity felt that it was impossible

to resolve their concerns internally, since the product they were concerned about was already

in production: “I don’t think I had any power in this dynamic because [the product] was al-

ready deployed. This was just like a minor upgrades [to] make it more usable.” (I13) Since the

practitioner saw little utility in pursuing a resolution internally, they “reduced productivity to a

minimum and found another job” (S6).

A handful of respondents reported seeking reassignment to a different project. These prac-

titioners removed themselves personally from the concerning project, but did not attempt to use

their leverage to shut the project down: “I was given another project to work on. I didn’t kill

the project, but I also didn’t contribute to it.” (S19). Reassignment is typically only possible

at organizations with many product lines or clients, and practitioners felt they needed seniority

to ask for reassignment, as one described: “My seniority and wide swathe of other projects to

choose from” (S19) made securing a reassignment easier. One participant described a policy to

make it easy to seek reassignment on ethical grounds: “We had a policy at the company that

nobody has to take part in any software projects involving military use.” (S95)

Other practitioners delivered ultimatums to management – putting their job on the line and

making it clear that they would quit unless their concern was addressed, with mixed results

dependent on their leverage and the scope of their concerns. One practitioner working on hospital

software was concerned that the rushed rollout of an update would jeopardize patient outcomes.

In response, he raised the concern to management forcefully: “I looked that manager in the eye

and I said: you are going to have to write me up or fire me, but I’m not doing it. I’m not going

to put patients’ lives at risk, because you’ve got a pile of money sitting on the table.” (I12). This

confrontation resulted in management stepping back and reassessing the necessity of the update.

One participant suggested that ultimatums can be a wake up call for management, forcing them

to take seriously harms they may have ignored in the past: “maybe [leadership] didn’t know how

the individuals in the org felt. And then, individuals in the org might raise a stink. And sometimes
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that leads to some work being paused or just like not being done.” (I7) However, they suggest

that the effectiveness of an ultimatum is highly dependent on how much leverage a practitioner

has, and that collective ultimatums tend to be more effective: “if it looks like we’re gonna lose a

big chunk of employees, [management] might say, we can’t afford that [...] it kind of depends on

the individual, whether you have leverage over leadership.” (I7).

Resignation is typically a last resort: practitioners resign after their technical solutions or

compromises are rejected (I6, I10); when escalations go sour: “he threatened to fire me if I didn’t

do the work. And that’s when I decided I would just quit.” (I10); or when they lose faith that

the ethical concern can be resolved internally: “Raised concerns with executives. Started ethics

discussion group among employees. Left the company after seeing no progress.” (S53). Res-

ignation allowed participants to put distance between themselves and the projects they deemed

harmful, but they often reported this as bittersweet: in resigning, they relinquish control over

development of the harmful system, as another developer is often hired on and progress resumes.

One survey respondent lamented this, saying his concerns were not resolved because “the com-

pany hired someone else. [...] I felt that I would have been in a better position ethically if I had

taken the contract and had done a bad job of it.” (S79) However, in some cases, the resignation

of a crucial developer in an already precarious project can terminate the project. One participant

reasoned that their departure likely doomed the project: “I was also the only one who had any

serious level of software development competence [...] they generally struggled with deploying

the existing models [...] so I can’t imagine that they would have deployed it.” (I5) In another

instance, a contract worker heard that his client canceled the project he worked on after his res-

ignation, reflecting: “[... quitting] can give the client cold feet on the project, it makes it look

like the consulting firm is incapable of managing the project. So [...] they’re likely to just cancel

the project completely.” (I6)
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4.4.4 Feet voting: “This work doesn’t get done without us”

The strategy of “feet voting” describes the proactive actions practitioners took to align their

employment decisions with their ethical views (such as career planning), in contrast to reactively

refusing assignments or quitting jobs due to an unresolved concern. The most common action

reported in this category was refusing offers of employment. Either turning down a job offer:

“I rejected the offer” (S47), dropping out of the interview pipeline: “I decided to not continue

interviewing with said job” (S45), or deciding not to apply to a position: “Ignore the job advert”

(S82). Many saw turning down employment to be easier than resigning, but others lamented

passing up lucrative jobs: “[Anything that made it feel harder to act?] Just the big bag of

money.” (I17) or interesting projects: “I love game development, but I don’t like to work for a

company that does business in gambling.” (I150)

Some practitioners with concerns about their previous industrys’ raison d’être went to great

lengths to transition to another industry. But past experience makes this difficult, as one par-

ticipant trying to transition away from developing war-fighting simulations said: “It’s difficult

because my experience in this industry makes me most attractive to other companies working

in the same industry.” (S88) A different practitioner found it necessary to move to an entirely

different state to find opportunities he was ethically aligned with: “I realized, well, if I’m going

to stay in this area, like the odds of me at some point, working [...] on defense contracts are

pretty high. [...] I’m being kind of a picky applicant on what companies I’ll work for. And if I

really want to do that, then I might have to consider moving [...]” (I1) He also described being

more intentional in screening potential employers for red flags: “I realized you really have to

look at like the ethics of the corporation, like, as part of your interviewing process [for example,

in the interview] I just asked about the details of the project [...] what space they were in, what

type of product they were selling, that sort of thing.” (I1)

One practitioner argued that the favorable software engineering job market implies a unique

ethical responsibility: “Even like the 2008 financial crash [...] every software developer I knew
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still had work. Even if the job they had disappeared, they had a new one within a week or two.

[...] I think software development is incredibly resilient against recession [...] that’s why we

have a responsibility to be sticks in the mud about ethics. This work doesn’t get done without

without us.” (I10) However, more often, participants did not feel this way (see 4.5.1).

Collective bargaining and tech worker boycotts are instances of feet voting at scale, in which

practitioners collectively withhold labor from organizations they had ethical concerns with. These

tactics have grown in prominence at large tech firms [146]. However, among the practitioners

in our study, only one interviewee raised this “the company would have to be pushed and that’d

have to be either externally through [...] legislation or similar tools, or just public opprobrium

or internally through unionization” (I5), mentioning that “I did attempt to do a bit of [union]

organizing work. But unfortunately, I was doing that alone.” (I5)

4.4.5 Leveraging legal systems

One practitioner we spoke to attempted to collect information to raise his concern with law

enforcement but did not ultimately go through with it: “I knew [...] they were going to have

to start skirting rules right from the start. So, so yeah, I asked for all of the requirements,

documents, anything you could give me to help me understand how to build such a system [...]

My intention was just to walk into the FBI.” (I17) Another interviewee echoed this idea, saying

that for harms that call into question the raison d’être of the entire organization (see Section

4.5.3), external enforcement was the sole option: “if you do have a concern, you should take it

up with the legislators or the courts.” (I2)

Practitioners who maintain open source software can also leverage laws around software

licensing to prevent misuse. For instance, one practitioner personally opted to use a “copyleft”

(i.e. see Chapter 2.4.1) license in order to limit downstream harms of OS agricultural software

they created, but conceded that it was unlikely that they would have the resources for costly

litigation to enforce them. In discussing the efficacy of their action, they compared the process
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of choosing a license to what they saw as the small and easy yet important effect of voting as a

way to effect change: “it’s a small, little one time thing you can do, that probably won’t help

you. But, but if it does help you, it is huge. And it only took two minutes of your time to set in

place, and it’s there for years, you know, that you may need to fall back on that if that’s your only

line of defense.” (I19)

4.4.6 The psychological toll of raising concerns

Practitioners reported experiencing anxiety, depression and isolation throughout the process of

identifying and raising ethical concerns. The process of raising ethical concerns to an employer

was stressful, especially for full-time employees, for whom their organizations are their sole

benefactors. One practitioner writes: “it terrified me to confront an ‘authority’ figure, especially

one who was the source of my financial well-being.” (S62) Another practitioner described raising

ethical concerns with a client as: “one of the most terrifying moments in my life.” (I10) The

aftermath of a failed escalation can also seriously affect practitioners’ mental health, as one

interviewee recalled: “I spent a good few weeks lying in my bed [with] serious depression [...] I

didn’t want to leave my apartment [... I] just couldn’t face [...] checking work emails.” (I5) After

his concerns were dismissed by both the client and his direct manager, another described “It gave

me a lot of anxiety and depression. [...] And it kind of made me cynical [... I] approached most

new working situations [...] trying to not get too involved [... ]just so that it would be easier to

cut and run, if somebody asked me to do something unethical.” (I10)

Practitioners also reported that just having an ethical concern at all was distressing. One

interviewee quit multiple jobs over ethical concerns, recounting “I was so distraught over what

I was being asked to do, I threw up in the parking lot before going into work.” (I10) Another

interviewee spoke about the alienating effect of being the only person in the office with an ethical

concern: “[I felt] kind of like an outcast” (I1), and another survey respondent suggested that

raising concerns could lead to hostility: “I do not want to judge, or be judged, by colleagues
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for my views. Without care, such discussions can lead to a hostile work environment.” (S38)

However, others circulated concerns among peers in order to feel less isolated in their concerns.

One interviewee leveraged their organization’s employee directory and intranet to “find other

people who cared about the same things” (I4) and start ethics reading and discussion groups.

Looking back, they reflected: “Finding community in the ethical AI space made me feel so much

more grounded.” (S14)

4.5 RQ3: What affects software engineers’ ability to resolve

their concerns?

In this section, we discuss personal and organizational factors which affect practitioners’ abil-

ity to see their concerns satisfactorily resolved, including financial and immigration precarity,

company culture, and organizational incentives.

4.5.1 Financial and Immigration Precarity

While some software engineers felt comfortable turning down jobs (Sec. 4.4.4) or quitting their

current jobs (Sec. 4.4.3) over ethical concerns, many practitioners expressed financial limitations

on their power to act on their concerns. One explained how concerns over precarity took priority

over ethics: “Any kind of precarity will make your weigh your ethics less, right? [...] having

a family, having dependents who can’t support themselves, [...] medical conditions [and given

this] you kind of are able to talk yourself into, hey, [...] I don’t really have a choice.” (I2) When

asked about anything that made it harder to act, survey respondents echoed this: “The need to

provide a living for me and my family, together with high prices” (S82), “Reliance on the job

to survive” (S8), and simply: “Money.” (S77) Survey respondents also cited financial stability

making it easier to act: “I was single, didn’t have a lot of debt” (S20),“I had a decent savings

and could afford to drop the client.” (S62) One interviewee described a stark example: “aside
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from [the ethical concern...] my father had passed, and so I got some life insurance money [...]

so I didn’t necessarily need the paycheck anymore.” (I21) Support networks mitigate precarity:

“[My parents] said [...] they would help [me not] get put out on the street.” (I10), but so does

lacking dependents to support: “I’m only supporting myself.” (I11)

Precarity from employment-based immigration visas (e.g. US H1B visas [101]) also influ-

enced whether practitioners decide to take action, one interviewee making clear he would only

ever leave a job if he had another opportunity lined up, saying his semi-permanent state of pre-

carity leaves immigrants less freedom act on their ethical scruples: “Indians on H1Bs [often]

need to find something [a job] within a very short period of time or actually have to leave the

country. And when that happens, you end up taking whatever is available.” (I2) Practitioners

were also worried about blacklisting, as one stated fear over “getting [...] bad recommenda-

tions from former employers.” (I10) One interviewee described being blacklisted after raising an

ethics concern: “[the director] sort of ended it with like [...] I can’t fire you. Because you’re in

contract. But like, know this: the aid sector is small. And your career here is like pretty much

over.” (I9)

4.5.2 Workplace Culture

Respondents described how their organization’s culture – including norms, expected practices,

and communication styles – affected their willingness to raise concerns. For example, partic-

ipants cited “trust and respect [and] a common goal” (S71) and an “‘Open door’ policy [...]

easy to get 1-on-1 time with execs” (S52) as things that made it easier to act on concerns. How-

ever, more respondents described “hostile” (S72), “authoritarian/passive aggressive manage-

ment style [...] hierarchical culture” (S110), “suggestions from higher-ups that ethics discus-

sions were a waste of time.” (S52) as things making it more difficult to act on their concerns.

Interviewees expanded on this, one (I10) contrasted his two consulting experiences: the first

where he worked in cubicles “in a building full of thousands of people and feel lonely” (I10),
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and the second where he “had good rapport” and “trusted” his client and therefore felt “safe”

to bring up his concerns.

However, some participants said “friendly” cultures made it harder to raise concerns. For

example, survey respondents recalled that because “The boss was a friendly chap” (S104) or

“bonding attempts from the owners” (S68) made it harder to raise concerns. One interviewee

said that remote work meant fewer social ties, which made it easier to escalate his concerns:

“This remote way of working [...] helped me to create [...] this disconnection with the manager

[which] helped me to say [...] I care less about your opinion on this.” (I14)

4.5.3 Organizational Incentives

Participants demonstrated an acute awareness of organizational incentives, and used them to

reason about their power to act on their ethical concerns. Profit motives lead to ethical concerns,

as many survey respondents identified explicitly: “features were implemented to earn money by

any means necessary” (S69) or “they were selling geolocation data because it’s worth a lot of

money.” (S67) One interviewee said that financial struggles lead to “uncomfortable” tradeoffs:

“between the choice of closing the business [versus] doing something uncomfortable, almost

everyone chooses to do something uncomfortable,” (I7) recalling that a previous employer sold

user data to advertisers when “scrambling [to find] some new revenue stream?” (I7) As seen

in Section 4.4.2, practitioners couched ethical concerns within organizational incentives to gain

support. Consequently, one interviewee described how “ethics wins” were not about an “ethical

concern, but a marketing concern, to be honest. And the way that incentives align.” (I2)

Other practitioners suggested that it is easier to resolve ethics concerns at government agen-

cies and nonprofits, as one interviewee who had recently transitioned into public service de-

scribed: “you’re pursuing your goods beyond profit, right? [...] versus ‘we want to make

money’.” (I5) One interviewee doing software engineering at a public university described how

state funding shaped project priorities, at least in the ideal: “If the companies paid us, I guess

87



the situation would have been a bit different. But we [wanted] to work in the best interest of the

people [...] we are paid by the people’s tax money.” (I20), but another academic described how

pressures to publish led to his concerns about research integrity.

Multiple contractors and consultants described needing to compromise ethics to appease

clients. One interviewee who resigned from a consulting project after being asked to do some-

thing illegal said: “Your interactions with the client weigh very heavily on future decisions for

future engagements and contracts. So there’s a lot of pressure [...] to get along with the client.

[...] If your client asks you to do something you don’t want to do, too bad.” (I12) This ap-

peared especially pronounced at financially precarious firms who felt the need to “act on clients’

whim[s]” (I71) , or non-profits who feel accountable to donors rather than beneficiaries, where

donors may instead have less beneficent geopolitical interests: “the goals of the [project], are

largely to keep refugees [...] in the Middle East. So they don’t affect people in Europe.” (I9)

4.6 Discussion: It’s not about spotting issues, it’s about hav-

ing power to resolve them

Identifying these concerns is only half of the struggle, and an unfulfilling one without the ability

to ensure they are resolved. Despite recent layoffs [139], software engineers are relatively highly

paid, mobile, in-demand and therefore relatively powerful [58] – yet our work shows that power

is still a limiting factor in our participants’ ability to ensure their concerns are resolved. In this

section, discuss the centrality of power in raising and resolving ethical concerns, and implications

for future tech ethics research, interventions, education, and activism.

4.6.1 Putting practitioners’ power under an Organization Science lens

We have seen a variety of ways that participants sought to exert power as they raise ethical con-

cerns (see Sec. 4.4), and factors which often limit their ability to do so (see Sec. 4.5). Here, we
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discuss our results in light of frameworks of power in Organization Science, drawing primar-

ily on that of Fleming and Spicer [91], who outline a framework containing discrete, episodic

“faces” of power including coercion and manipulation, and systemic faces of power including

domination and subjectification. They also note four “sites” of power, including power exercised

in organizations’ boundaries, through organizations as a vehicle for wider change, ways that

external “elites” exert power over organizations, and outside power struggles organized against

organizations. We also secondarily draw on Berti and Simpson [33], who use Fleming and

Spicer’s framework to understand worker disempowerment. Lawrence and Buchanan [153] also

prove useful for their attention to how actors exert agency within their institution, even though

their framework and language overlap yet is not commensurable with the other two frameworks,

risking confusion.

In many cases, the forms of power enacted on practitioners were overt and direct, of the form

Fleming and Spicer call coercion: being simply “told what to do ‘or else”’ [91]. We see this in

how practioners’ proposed technical solutions are shot down directly by managers in Sec 4.4.1.

In Sec. 4.3.2 we show that some practitioners see fixing bugs as core to their duty and identity as

an engineer, which is indeed often an explicit part of their job role, so when they are explicitly

told not to not fix a bug, this creates what Berti and Simpson call a double bind [33], which they

explain is a form of disempowerment exercised through coercive power.

However, sometimes we see how institutional power affects what practitioners felt able to

do and say less directly. We see this in the sense of alienation and psychological toll felt before

and after raising concerns in Sec. 4.4.6, perhaps from resisting a systemic face of power Fleming

and Spicer call subjectification, which “determines an actor’s very sense of self, including their

emotions and identity” [91], and thus is may be stressful to resist incentives which they have

internalized into one’s identity as a “good employee”. On a similar note, in Sec. 4.5.2, we see

how “friendly” bosses and workplace can make it harder to raise concerns, because of a feeling

of not wanting to disappoint, which may also function as a form of subjectification in organi-
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zations, where one is induced into “aligning [one’s sense of] self with the organization” [91].

We also have seen in Sec. 4.5.1 how financial and immigration precarity left some unwilling to

raise concerns, leaving them to keep their discussions within “boundaries of appropriate ... be-

havior” [153]. In explaining how institutional control operates, Lawrence and Buchanan [153]

do note that employees who are “professionally mobile (based on skills or family connections)”

may be better able to resist this control, as we see in this finding.

We also have seen how practitioners seek to resist institutional control, or exercise power

of their own. For example, in Sec 4.4.2 we see practitioners seek to negotiate within organiza-

tional incentives and persuade others of their concern, as one practitioner sought to set the terms

of debate to be about resources, not ethics. Under Fleming and Spicer’s framework, this is a

form of power they term manipulation involving “agenda setting”, which “often relies on rhetor-

ical and persuasion skills, and perhaps most importantly, access to key social networks” [91].

Lawrence and Buchanan position this as a manner of exerting agency within institutions called

influence [153], involving “tactics, including moral suasion, negotiation”. In examining how

practitioners may be able to “climb the ladder” until their their concerns are taken seriously, we

turn to Meyerson’s scholarship on “tempered radicals” [182], who Fleming and Spicer also turn

to as an example of “counter-subjectifying tactics” which they categorize as a face and site of

power as subjectification against organizations.

In Sec. 4.4.3, we see various graduations of refusal: from soft refusal enacted by slow walking

projects or doing bad work, to overt forms including demanding a reassignment, delivering an

ultimatum, to following through with quitting. These forms of agency are hard to locate within

the three organizational science perspectives on power we draw on. However, they seem to fit

best as an example of an actors’ agency within institutions in the face of what Lawrence and

Buchanan call “bureaucratic force”, when “corporations fire employees”, where our participants

had accepted the risk of this force nonetheless [153]. Lawrence and Buchanan also recognize

softer forms than “direct refusal, but rather an indirect subversion” of company interests which
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speak to the examples of soft resistance [276] we also observe.

It is important to note that these frameworks remind us of many faces of power that did not

show up in our empirical results, yet exist in wider discourses around ethics in tech. For example,

Fleming and Spicer point to other forms of power “against organizations”, such as the articulation

of new ideologies to challenge industries to challenge the domination of hegemonic ideologies.

In tech ethics contexts, this may look like critique [108, 142] of the common “Responsible AI”

principles which constitute hegemonic “Ethical AI” discourse [137], and articulations of alterna-

tive values for tech ethics such as indigenous approaches to data governance [51]. In Sec 4.4.4

we see our participants also engage in “feet voting”, proactively planning their individual career

choices in a way that align with ethics.If this kind of action was taken on a wider and collective

scale, it may constitute what Fleming and Spicer characterize as a site of coercive power against

organizations, pointing to work showing how “social movements mobilize valuable resources

to pressure change in firms”, and in our case, practitioners’ own skilled labor is the valuable

resource in question. On this, Berti and Simpson write about how unions may be one way to mit-

igate organizational disempowerment, by “restoring ... collective capacities to .. voice issues and

expose contradictions” [33]. While we do not observe collective action in our data, perhaps due

to our attention to non-tech firms (see below), collective action across the technology industry is

increasingly prevalent and studied [191].

4.6.2 The power to declare an “ethics bug” and dedicate resources to fix it

Smaller ethical concerns, which were often described as “bugs”, represent scopes of concern

where a technical fix is possible, at least in theory. Ethics interventions such as toolkits [156,

217], checklists [165], principles [137], and education [90] are often designed to help prac-

titioners identify issues, and flag them to others using artifacts such as model cards [184] or

datasheets [98]. However, these interventions practically depend on practitioners having the

power to dedicate resources, make design changes, or otherwise fix concerns these interventions
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may help identify. Without this power, these interventions risk being insufficient at best. At

worst, such interventions risk limiting critique to the narrow scope of system design thereby al-

lowing companies to avoid scrutiny of business practices [108], enforceable regulations [196,

259], or fitting into a simple narrative where morally unimaginative engineers are the core prob-

lem and training to find ethical issues the solution [286]. Our work shows what happens after

practitioners identify concerns without these ethics interventions – and discover severe limits on

their power to affect change as they attempt to resolve their concerns.

Similarly to how our interviewee cited academic papers on inclusivity in VR to legitimize

her concerns when raising them to her team in Section 4.3.2, other work suggests that fairness

checklists may “empower [. . . ] individual advocates” [165], and other tools may enable “un-

comfortable design discussions” [120] about gender bias in software design [48]. These tools

legitimize ethics concerns, in part by framing them more palatably as improvements to a product

(i.e. as fixing “bugs”) to improve its chances of success [127, 276], as some of our participants

couched their ethics concerns within organizational incentives (see Sec. 4.4.2) and are occasion-

ally successful (e.g. crane software in Sec. 4.3.2).

However, we show that even when less-threatening, narrowly-scoped issues garner agree-

ment that a concern is legitimate, these concerns are often nullified using the usual logics of

“customer centricity”, as in Section 4.3.2 when inclusive VR was dismissed as something the

customer did not demand, or when management or clients dismissed the two technical solutions

proposed to remedy concerns as requiring too many resources to implement, as in Section. 4.4.1.

In these cases, incentives won out, even for concerns aimed at improving the product rather than

critiquing its entirety.

Therefore, fixing “ethics bugs” often relies on practitioners’ power to persuade others to

dedicate resources to fixing them, and this in turn motivates further work to develop tactics of

persuasion such as justifying solutions to ethics problems in terms of organizational incentives

(see Sec. 4.4.2, see also [276]), and work to quantify and provide outside evidence for rela-
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tionship between ethics fixes (i.e. accessibility, see Sec. 4.3.2) and the incentives that decision

makers care about, such as product success or user growth. Our work also helps answer calls for

“guidance around how to navigate organizational power dynamics” [277] when raising ethical

concerns that toolkits help identify, by helping understand the power structures into which ethics

interventions must work within, and the limits on the power of those who may apply them. Addi-

tionally, practitioners may themselves have power to prioritize among bugs [111], and our work

suggests the opportunity to examine where “ethics bugs” lie in their prioritization. Others show

that practitioners advocate for ethics less powerfully due to career concerns [165, 216], we show

this is inflected by financial and immigration precarity (see Sec. 4.5.1, also [44]) and workplace

culture (see Sec. 4.5.2). This suggests future research should investigate other contingencies on

practitioner’s power to advocate for ethics.

This also has implications for education. A recent survey of undergraduate tech ethics courses

found their “overarching goal [...] appears to be to teach students to recognize ethical issues in the

world” [90], but fewer than one quarter touch on the systems of power – “capitalism, financial

models, marketing, pricing” – within which issues must be addressed. Our study enumerates

ethical concerns that practicing software engineers face in Section 4.3.1, which can help ensure

in class examples are representative of the concerns that practicing software engineers face at

work. However, lest courses help students identify issues but leave them unprepared to advocate

for fixes, the factors we enumerate in Section 4.5 can help tech ethics teach students how they

may encounter these systems of power in their future careers, alongside learning tactical skills to

raise concerns, which we detail in Sections 4.4.1,4.4.2, and 4.4.3.

4.6.3 Labor as counterpower to question an industry’s raison d’être

Practitioners also raised larger concerns which question the raison d’être of their organization or

industry. Other scholars have critiqued design-stage interventions as insufficient [96], especially

when harm is inherent in how systems are used (see Chapter 2, aligned with calls for ethics
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work to “move away from prioritizing notions of good design” and towards critique of “what

and whose goals are being achieved” [192]. Concerns we collect at this end of the spectrum

provide myriad examples of practitioners raising these critiques. Even with the above ways to

improve tech ethics interventions, the kinds of ethics concerns addressable using them are likely

to remain limited to those aligning with the company’s incentives. Therefore, additional research

and education is needed to account for ethical concerns which may threaten a company’s raison

d’être.

Our empirical evidence demonstrates that when practitioners develop concerns with their

company or industry’s business practices, they see few options other than withholding their labor

(i.e. resigning and finding a new job, see Sec. 4.4.3). Though this made some feel less culpable

in harm, some believed they would be easily replaced and the system still built. Indeed, Palan-

tir CEO Alex Karp said “I’ve had some of my favorite employees leave” over the company’s

contract to provide software to US Immigration and Custom’s Enforcement that helped sepa-

rate immigrant children from their families [15, 35], but the contract continued. However, we

hear from other participants that resigning can be powerfully disruptive, leading some clients to

cancel precarious projects (see Sec. 4.4.3). Future research should explore individuals’ power

over outcomes: when is a resignation by a concerned engineer successful in halting a software

project? This can build on research examining volunteer open source projects, which studies how

the departure of crucial “truck factor” developers often puts the project into serious peril [23].

Some of our participants practice “feet voting” by proactively planning their career in alignment

with their values (see Sec. 4.4.4), future work can evaluate how commonly and with what prior-

ity ethical concerns factor into tech job seekers’ priorities, and examine support and information

needs for ethically-concerned job seekers.

Practitioners’ concerns with their industry’s raison d’être also has implications for education.

Very few of the 115 tech ethics courses surveyed in one study encouraged “students to create

their own personal code of ethics” [90]. Given that our work shows that practitioners see their
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employment choices as opportunities to exercise agency in accordance with their ethical views,

tech ethics courses may consider providing help with career planning as a primary opportunity to

align their labor with their values (see Section 4.4.4), in addition to teaching about ethics-focused

tech worker rights organizations such as the Tech Workers Coalition [4]. Tech education may also

expand to teach skills identified in our study, such as negotiating for ethics using organizational

incentives (see 4.4.2), but more powerfully, it can also call attention to strategies for building

collective power, including watercooler talk to socialize concerns (see 4.4.6), whistle blowing

and legal remedies (see 4.4.5) to discussion of tech worker unions (see 4.4.4).

4.6.4 The coherence of a focus on “AI” or “Big Tech” in tech ethics dis-

course

The power of labor is strongest when acting collectively: as one of our participants recognized,

“the work doesn’t get done without us” (see 4.4.4). However, only two of our participants raised

unions as an avenue to advocate for ethics concerns (see Sec. 4.4.4) despite high-profile efforts

to collectively organize over ethics issues at large firms such as Google or Microsoft [146]. Our

study shows show that tech ethics research ought to: firstly, broaden to consider tech ethics be-

yond its contemporary focus on AI; and secondly, broaden beyond studying software engineers

at “Big Tech” companies. This larger focus will examine more contingencies in tech worker

power and enable a broader coalition by finding issues of common concern, but also shift con-

sideration of ethics towards harm irrespective of implementation, instead of a privileged focus

on “AI” concerns.

Firstly, to capture as wide of a scope of ethical concerns as possible, and given divergent con-

ceptions of what “AI” is [145], we did not limit our study to “AI” practitioners, or to concerns

related to “Ethical AI”. While one analysis concluded that “activism” by “the artificial intelli-

gence (AI) community” was “successful” in part because of “a coherent shared culture” bourne

of attending the same conferences, and concluded that “The AI community is acting together
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– it is organised” [29], we argue this casts the AI community as a monolith, characterized by

its most privileged academic members, and the sources of power and concerns they hold. De-

spite not deliberately recruiting AI practitioners, most of our interviewees were “building ‘smart’

machines” in some way (i.e. as per [73]), and some positioned themselves as working on “AI”

systems. Despite this, none of our “AI” participants consider themselves “organized” nor talked

about themselves as part of a wider shared “AI” culture.

Given this, we argue that a focus on “AI” in tech ethics discourse implies a limited scope

of scrutiny, focusing on design-stage interventions [96]. Using “AI” is a design choice, and

whereas many of the concerns our participants raise do not depend on whether the system in

question uses “AI” or not, especially when concerned with the raison d’être of their industry

(see Sec. 4.3.2). Therefore, future work on the ethics with software practitioners should avoid

limiting recruitment to AI practitioners or framing questions to exclusively AI concerns, as such

a limitation may be artificial and limiting in the same way that AI principles may limit scrutiny to

system design [108]. The scopes we present in Section 4.3.2 may help conceptualize practitioner

concerns, beyond AI. Similarly, “AI Ethics” [40] courses may consider expanding to study tech

ethics broadly, as some already do [90].

Secondly, only one of our interviewees currently works for a “Big Tech” company (i.e. [223]),

though he did not speak of concerns working there, and only one other spoke of concerns from

past experience working in Big Tech. The majority of our interviewees were contingent con-

tractors, working in a variety of B2B companies, or working as software engineers at non-tech

companies (see Table 4.1). This is relevant in light of calls to do research beyond “large, internal

software development teams” [250], but also given that many ethics issues “are important but

arcane and not conducive to media coverage [...] in particular for low-visibility AI companies,

including those that do not market to the public but instead sell their AI to governments or other

companies.” [58]. Major companies invest heavily in certain framings of AI ethics to the point

they raise concerns of capture of not only AI resources [265] but also AI ethics discourse [281],
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and they also are the site of the most high-profile examples of countervailing collective organiz-

ing [16, 54, 146], and thus their workers may well be aware of (certain versions of) broader ethics

discussions. Therefore, we argue that studies of practitioner ethics challenges, which often focus

on “large U.S.-based technology companies” [276] or “major companies” [216] risk assuming a

base level of exposure to AI ethics discourse, and thus risk assuming a certain level of generality

around what ethics concerns exist.

Given this, we suggests that AI Ethics research may need to broaden to better account for the

majority of software practitioners who do not work at “major” companies. For example, we be-

lieve that our participants’ feelings of being isolated in their ethics concerns and resulting mental

health consequences (see Sec. 4.4.6) and attempts to build this community by socializing their

concerns (see Sec. 4.4.6) may reflect unique isolation in contrast to in tech-centric companies,

where processing concerns with similarly aware colleagues may help [245]. To account for this,

and to find ways to build collective power across diverse experiences, future work on software

practitioners’ ethics concerns ought to deliberately recruit from beyond tech companies, perhaps

using existing catalogs of collective actions from a broad variety of tech workers including blue

and white collar tech workers [190, 191].

4.7 Conclusion

In this chapter, we report on the ethical concerns software engineers identify themselves, without

the use of ethics interventions such as fairness checklists [165], codified principles [137], or

institutionalized ethics programs [179], which others argue impose a limited scope of ethical

scrutiny [108, 142]. Our results show that with an open ended scope, practitioners raise a wide

variety of ethical concerns, including those which question the raison d’être of their company

or industry. We examine the strategies practitioners use to seek to resolve their concerns, and

the way in which personal precarity, workplace culture, and organizational incentives limit their

power to do so. In our discussion, we highlight the centrality of power: our results suggest
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that ethics interventions, research, and education must expand from helping practitioners merely

identify issues to instead helping them build their (collective) power to resolve them.
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Gender Highest

Degree

Seniority Sector Role Yrs

Coding

Org. Size Concern(s)

Male MS Sr. Government ML Researcher 10 100-499 inequality, surveillance

Male HS Sr. Government CTO 35 20-99 surveillance

Male BS Sr. Government CTO 20 100-499 legal

Male BS Mid. Government Software Eng. 8 10,000+ security

Male BA Jr. Military Software Eng. 20 10,000+ military

Male BS Jr. Military Software Eng. 6 1,000-4,999 military

Male PhD Sr. Edtech CTO 37 <10 privacy

Female MS Jr. Edtech VR Developer 14 1,000-4,999 accessibility, inclusivity

Male MS Sr. Academia Researcher 17 500-999 surveillance

Male BS Jr. Academia Researcher 8 10,000+ research ethics

Male BS Jr. Insurance Software Consult. 22 100-499 insurance denial

(declined) MS Jr. Fintech Data Scientist 18 10,000+ inequality

N.B. femme MS Mid. Banking Data Scientist 12 1,000-4,999 inequality

Male BS Sr. Humanitarian Software Eng. 10 1,000-4,999 labor exploitation

N.B BA Mid. Health nonprofit Software Config. 6 10,000+ life safety

N.B BS Jr. Security Software Eng. 9 10,000+ privacy, labor

Male HS Mid. Construction Software Eng. 15 10-19 privacy

Male PhD Sr. Mobile dev. Data Scientist 25 100-499 privacy

Male BS Jr. Networking Software Eng. 12 500-999 privacy

Male BS Jr. Video software Software Eng. 6 20-99 manipulation, misuse

Male HS Mid. Agriculture Software Eng. 7 <10 environment, labor exploitation

Table 4.1: Interview Participant demographics grouped by sector. To protect anonymity, we do

not provide participant numbers nor uniquely identify their continents (spanning Africa, Aus-

tralia, Europe, with the majority in North America) in this table.
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Chapter 5

How Workers Discuss AI Ethics: Can a

Game Provide a “License to Critique”?

This chapter is based on ongoing work done in collaboration with Nik Martelaro, Laura Dabbish,

and James Herbsleb.

5.1 Introduction and Related Work

Many companies have Responsible AI guidelines, which often revolve around principles like

Fairness, Accountability, and Transparency [137]. However, research shows how Silicon Valley

cultural norms, such as technological solutionism and normalization of failure limit those who

lead these programs as they seek to enact change [179]. In the meantime, high-profile incidents

illustrate these limits. In separate incidents, Meredith Whittaker [63] and Timnit Gebru [181]

were ousted from their positions at Google after seeking to organize on issues including military

drone tech, and bias and environmental impacts of ever larger language models, respectively. In

a recent case of self-removal, “godfather of AI ” Geoffrey Hinton left Google in the spring of

2023, “so he can freely speak out about the risks of A.I” [180] (emphasis added) and not impact

his employer while doing so. While different in many ways, these cases demonstrate that there
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are limits to the kind of direct ethical critique acceptable within tech companies.

The prolific adoption of Responsible AI standards in companies [137] may initially seem

to legitimize workers as they raise ethical concerns [165]. However, other work shows that they

may, in fact, have the side effect of setting specific bounds on what is and is not legitimate to raise

as an ethical concern. In their work examining standards encouraging environmental sustainabil-

ity in companies, Christensen et al. show how standards can enact “discursive closure”, which

they understand in light of Deetz [75] to mean legitimizing certain narrow kinds of employee

critique while tacitly ruling others out of scope [57]. They suggest that a “license to critique”

must be deliberately created to work against this limiting of discourse, so that such standards can

be flexible and enable discussion of concerns they do not specifically enumerate.

Analogous arguments exist for the effect of Responsible AI standards. For example, Keyes

et al. satirically argue that a system can be Fair, Accountable, and Transparent yet still mulch

elderly people into milkshakes, showing how dire harms may be outside of the scope of discur-

sively closed principles [142]. Greene et al. show how Responsible AI standards place questions

of how to design a system as needing the most scrutiny, but “rejecting critiques of business

practice” in their focus on system design [108]. In this sense, principles that define responsible

AI standards may comprise the de facto language of AI ethics, thereby making it harder to ar-

ticulate concerns outside of this language, both for workers in companies and for activists and

policymakers seeking to influence companies’ actions.

Others have examined how teams implement AI ethics guidelines (i.e., [137]) into organiza-

tional processes [216]. For example, some examine checklists as a way to enable team discussion

on designing fair AI systems [165]. This study found that some workers were concerned that

advocating for AI fairness issues may impact their career advancement, or lead to them being

“labeled a troublemaker”, but found that a checklist may be able to “empower individual advo-

cates” to raise issues that are legitimized by the checklist [165]. Related work on UX profession-

als seeking to steer their company’s values has also found using a set of “soft” tactics based on
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larger “discourses and logics of the technology industry,” allowing these teams to change values

while still operating within perceived acceptable bounds of their company [276]. Furthermore,

many AI ethics tools or guidelines are often focused on a subset of technical machine learning

topics [277]—such examples from CSCW include systems for leveraging crowds to develop eth-

ical constraint specification of AI systems [169] or observing how datasheets for datasets may

support ethical thinking [42]. However, given the concerns about the discursive closure effects

of standards and sets of principles we outlined above, we question whether enumerated lists of

principles, checklists, or other tools rooted directly in technical aspects of machine learning can

support workers in raising broad and varying ethical concerns. Additionally, the wider culture in

which they are enacted—organizations with certain notions of “efficiency”, technological solu-

tionism, and status hierarchies based on technical merit [179]—may limit what concerns workers

feel able to raise under these kinds of interventions. Checklists and other artifacts which seek

to operationalize AI ethics standards may enact discursive closure, limiting discussion to those

issues they enumerate, rather than enabling a broader license to critique. Prior work analyzing

AI ethics toolkits find that they often frame the work of AI ethics to be narrow technical work,

rarely engaging with wider social issues, or the power dynamics in which this work must take

place [277].

To this end, we ask the research question: RQ1: What factors appear to influence mem-

bers’ “license to critique” when discussing AI ethics with their team? While many have

interviewed AI practitioners individually about ethics issues and processes [122, 165, 257, 258],

group dynamics influence how discussion proceeds. We have only identified one study which ex-

amines group discussions of AI ethics, however, this study was a priori scoped to Fairness [164],

forclosing discussion of wider concerns as discussed above. Understandably, answering ques-

tions about group discussions through direct observation is difficult to study—often, by their

nature, AI ethics conversations in companies involve proprietary information and ethical or legal

issues that may be highly sensitive. Even in other contexts, such as in activist groups, discussions
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may be hard to observe as they are often unplanned, spontaneous, or involve sensitive plans that

the group may be unwilling to reveal.

To overcome these challenges, we asked existing teams who have experience discussing AI

ethics in their team to discuss AI ethics scenarios in a hypothetical context created for our study

(described below). This is done to minimize the risk of revealing sensitive information. We

recruited three teams across two companies and one activist group. Inviting real teams allows

them to bring their associated shared experiences and context, shared understanding of process,

and power dynamics into the study discussions. Including an activist group provides a point

of comparison from which to question norms in company contexts. In individual follow-up

interviews, we used participants’ experience discussing AI ethics in this hypothetical context

as a probe to enable them to reflect on differences and similarities between it and AI ethics in

their ordinary team context. In short, we seek to learn about how organizational and team norms

influence discussion of AI ethics, by using a hypothetical context to (a) enable participants to

speak more freely in contrast to sensitive company discussions, and (b) serve as a probe that

participants can compare to their past experience.

In designing a hypothetical context to facilitate AI ethics discussions, we also seek to study

factors that may help create a license to critique within these discussions. In his book Domination

and the Arts of Resistance, James Scott drew from his fieldwork to argue that people speak and

act differently depending on power differentials between them and their audience, with less pow-

erful subjects using “public transcripts” when in earshot of the powerful, while persistently using

“hidden transcripts” when speaking “offstage ... outside the intimidating gaze of power” [228].

Scott emphasizes continuity between these two stages, in particular, that “rumors, gossip, folk-

tales, songs, gestures, jokes” are where people may dissent more freely while “hiding behind

anonymity or behind innocuous understandings” [228].

Motivated by Scott’s concept of offstage talk [228], we see a connection with games based

around speculative futures as a way to provide an “innocuous” context for discussion. We look
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toward the literature on speculative futures and the power of speculative games to create more

playful contexts which may help resist discursive closure. In their book Speculative Everything,

Dunne and Rabby articulate how using speculative futures exercises can allow teams to “ex-

plor[e] alternative scenarios” to enable them to “be discussed, debated, and used to collectively

define a preferable future” [82]. Mankoff et al. articulate the value and methods of Futures

Studies within human-computer interaction, and in particular the value of “critical reflection” to

examine “the relationship between present-day realities and potential futures”, mentioning the

possibility of fiction and multiplayer games to support this critical reflection [171]. In a tech-

nology context specifically, Project Amelia used immersive theater to encourage participants to

reflect on their privacy behavior within technology [234]. There are also at least two existing

examples of games proposed for AI ethics contexts. Ballard et al.’s Judgment Call was designed

around Microsoft’s articulated ethical principles to create “space for difficult or uncomfortable

conversations” [28]. Martelaro & Ju’s What Could Go Wrong? is a game where participants

combine cards outlining a particular scenario with cards naming a particular user group or ex-

ceptional circumstance, and discuss concerns starting from these new combinations. To examine

the possibility for these kinds of games to create the “innocuous” understandings that Scott wrote

of [228], and to examine how they may work against discursive closure [57], we pose another

research question: RQ2: How do AI ethics discussions unfold while playing a game oriented

toward speculative critique?

We next describe how we observe four existing corporate and activist teams as they play the

What Could Go Wrong? game, and conduct one-on-one follow-up interviews to compare and

contrast their conversations during the game with their perceptions of their past typical discussion

of AI ethics. We use the game to provide a point of comparison for participants, to allow them to

more easily reflect on their ordinary discussions of AI ethics, and how they may or may not feel

license to critique (RQ1). We find that notions of “scope” bound the kinds of concerns that can

be raised in AI ethics discussions, and how this is inflected by group power dynamics. We then
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look at the specifics of the conversations in the game (RQ2). We find that a game context can

broaden conversation, but that games may be unlikely to lead to change directly but may help

teammates better understand each other’s critical orientation and thus may help form collectives

for future action. Our results help AI ethics research better account for team power dynamics,

and have implications for research where games are framed as interventions [270].

5.2 Methods

We engage three teams from companies and one group of activists to first play the What Could Go

Wrong? game, and then follow up with one-on-one interviews to probe on differences between

conversations had during the game and their past AI ethics discussions.

5.2.1 Procedure

Given that we seek to examine how games affect AI ethics discussions rather than build a game

ourselves, we choose to conduct the present study using Martelaro et al.’s What Could Go

Wrong? a game in which groups of 4–5 participants discuss a series of AI applications and

potential harms. Other games for AI ethics discussion exist [28], but we choose this one because

its source materials are readily available, can be easily adapted by adding cards, and includes an

online version for remote participants,1 and because it is modeled on popular party games Apples

to Apples or Cards Against Humanity which may make it more easily understood by participants.

In this game, players first select a random Prompt of a particular automated technology (e.g.,

“autonomous food delivery”) and then each chooses one Response card which includes particular

user groups (e.g., “blind user”), events (e.g., “non-consenter infringement”, “random crashes”)

or exceptional circumstances (e.g., “locusts”) to create scenarios in which to discuss the game’s

eponymous question. A “Card Czar”, who does not play a Response card leads the discussion by

1https://github.com/nikmart/what-could-go-wrong-ai

105

https://github.com/nikmart/what-could-go-wrong-ai


either choosing one Response to match with the Prompt or by discussing all cards played. The

round ends when the group decides to move forward and the Card Czar chooses one card as the

winning combination.

Gameplay sessions lasted 1.5 hours, there was no time limit set for each round, with groups

completing between three to eight game rounds each.

5.2.2 Participants

We recruited 17 participants across four teams, all who had prior history of discussing ethical is-

sues in AI, existing norms of interaction, and a shared organizational context. The first two teams

were from a US-based multinational technology company; the first team works on research and

engineering for an AI-enabled hardware deployment designed to observe and aid workers in man-

ufacturing environments, and the second provides ethical evaluation and guidance for products

and services the company develops. The third team worked at a European-based multinational

media streaming company, all of whom conduct research and development work to build algo-

rithmic features and evaluate them for possible ethical issues. The fourth team included members

of an activist collective focusing on raising awareness of carceral technology developed and de-

ployed in the city where they are based. Their participation provided a contrasting set of team

norms, less influenced by strict hierarchies or tech company practices. Company teams played

the game over a video conferencing platform using an online card table simulator2, and the ac-

tivist group played in person using a printed deck, reflecting how each of these teams ordinarily

meet together. While team C1-T2 played with their manager (which we discuss in Section 5.3.3),

no other company teams did, but we note significant diversity in team seniority (which we discuss

in Section 5.3.3) as can be seen in Demographic details for each group provided in Table 5.1.

2www.playingcards.io
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5.2.3 Data collection

Each team played the game in a session lasting 1.5 hrs. The conversations for each team were

audio recorded with consent and IRB approval. Except for one participant who declined, all par-

ticipants participated in a one-on-one semi-structured [264] recorded follow-up interview (lasting

an average of 34 minutes, but as long as 49 minutes or as short as 22 minutes), asking them to

reflect on in-game experiences and conversations which arose, but with special focus on contrasts

between in-game discussions and past AI-ethics discussions within their team or organizational

context, and on the extent to which they did or did not feel comfortable raising anything, or

disagreeing, during in-game or prior AI ethics discussions (see Appendix XX for the interview

guide). For remote sessions, researchers turned off their cameras unless answering questions to

minimize any effect their presence may have had on teams’ discussion.

5.2.4 Data analysis

We analyzed data under an interpretive epistemological paradigm [160] using deductive the-

matic analysis [59] . We began by open coding [242] a selection of six transcripts of two play

sessions and follow-up interviews selected for diversity of role, company, team, and past experi-

ence, annotating portions relevant to our research questions, while collating coded portions and

associated themes into an analysis document. After reoccurring themes emerged in this docu-

ment, a tentative code book [59] comprised of five initial codes was constructed, and applied

to all transcripts. In approximately weekly meetings between authors, new codes arose to cap-

ture new themes of interest, in which case the coding frame was updated and data re-coded in

an iterative process. Two categories–those addressing our research questions specifically–had a

large amount of divergent data, so coded portions were printed out and sorted into finer grained

cohesive categories using an open qualitative card sort [284].
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5.3 RQ1: What factors influence members’ “license to cri-

tique” when discussing AI ethics with their team?

We find that organizational norms push against critique, in particular through a notion of “scope”,

and that the power and critical orientation of those in the room affects whether participants feel

able to bring up ethical issues. Here, we rely primarily on data collected during one-on-one

follow-up interviews, while their experiences during the game primarily serving as a probe to

encourage reflection on ordinary discussions of ethics.

5.3.1 Organizational norms push against ethical critique

Across company participants, a feeling of organizational norms, often implicitly understood,

modulated whether they feel able to bring up ethical issues during their typical conversations

around AI in their work. For example, one participant reflecting on past deliberation around AI

ethics noted an expectation that there should be a “significant enough concern” (J)C1-T2 before

they would “have a conversation about it” (J)C1-T2, suggesting that raising issues should be

saved for only the most dire cases.

Other participants relayed how it felt difficult to raise ethical critique about new technologies,

in the face of wider company excitement. She said that “just saying no [¡about a product idea,

redacted¿] just makes everybody frustrated [...] striking that balance is something I’m still

learning how to do properly. And so it takes some work [and] conscious effort.” (L)C2-T1. She

gave the example that during “large forum” company meetings, when someone is presenting new

technology that she might have ethical issues with, there is often “a lot of enthusiasm going in,

[which] I think make[s] it hard to kind of speak out. [...] you’ve got like all these like, emojis like

‘thumbs up’, ‘loving it’, and then like the chat is blowing up with people saying how amazing

[the tech] is.” (D)C2-T1.

Another participant discussed how she was self conscious that negativity might go against
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company norms and forward progress for their team, relaying that she had been told that she

is“too negative at work. And don’t focus enough on the positives [...] It’s difficult to pull that

back” (E)C1-T1, but that she was recently“trying to be a ‘team player’, and really trying to hold

back when I disagree.” (E)C1-T1 After being told by a close confidant that “you complain a lot

[...] you shouldn’t do that.” (E)C1-T1 she has“been trying to ramp back on disagreements and

save it for when I feel most passionately.” (E)C1-T1

5.3.2 “Scope”, its contestations, and its effects

In our results, we saw the notion of scope invoked to bound or express what a corporate team

believes it can or will take action on, and thus where discussion is focused. It appeared as a

softer way to limit bounds of discussion—saying a statement is “out of scope” is not a judgment

that it was incorrect or imaginary—but that it was beyond what a group believes organizational

norms or incentives would permit them to discuss or take action on. We found that scope is often

enforced through reference to time pressures, a push to solve particular problems often through

technical means, and through role divisions leading to compartmentalization of ethical questions.

Scope: broadness or narrowness of critique

Various notions of “scope” surfaced as key attributes defining what participants consider accept-

able to raise in work discussions about AI ethics. For example, in contrast to game discussions,

one participant said, “a lot of the discussions I’ve been having recently have been much more

narrow” (L)C2-T1, often focused on specific aspects or features of a product. One participant

suggested that her work discussions about AI ethics don’t have the “sense of freedom to go off

and think about very unlikely harms that could happen and discuss those further” (K)C1-T2.

She went on to say how she would like to integrate some of her outside “passions” into AI ethics

discussions at work, for example “dystopian” themes from “watching shows like Black Mirror

and reading all of these, you know, sci-fi dystopian stories” (K)C1-T2, but “those are things
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that I probably wouldn’t share in an Ethical Impact Assessment review” (K)C1-T2, because it

wouldn’t be “applicable.”

Participants perceived that certain kinds of harms or remedies, such as climate harms or those

requiring systemic change ”diffuse” across society can often be seen as out of scope and hard to

discuss. For example, one participant relayed how someone brought up in a large team setting

how “LLMs have like a major climate impact. [...] And you try to bring these things up. [...]

it’s kind of falling on deaf ears that are unwilling [to hear this,] they’re just kind of like, ‘nope,

we’re being told use LLMs, [so] we’re using it.”’ (D)C2-T1 Another suggested that “AI ethics

is that it often falls short of trying to work towards systemic change.” (R)C2-T1 One participant

spoke about how she feels most AI ethics conversations don’t talk about more “diffuse” cultural

effects, elaborating “Like what does it mean for people to use technology kind of pervasively in

a specific way? [...] we don’t, as often, I think, talk about [this]” (F)AC.

However, some ethical issues were seen as so potentially damaging to product success, that

they cease to be ethical questions, instead expanding in importance to become “product ques-

tions”, as one participant relayed: “big enough problems that [...] it’s beyond the ethical ques-

tions. It’s also just a product [question]” (L)C2-T1. This suggests that something being an

“ethical question” may be its own kind of limiting or minimizing scope.

Time pressures and questions of relevance

Participants reflected concerns in follow-up interviews about how time pressure scopes discus-

sion only to ethical issues seen as most “relevant”. Multiple participants reflected on time pres-

sures within their teams, showing how this served to continually foreclose discussion of less

direct yet pressing–in the eyes of participants–concerns. Others suggested how engineers on

their broader team may perceive AI Ethics conversations as lacking relevance to their work. One

said, that some engineers thoughtfully think through ethical issues, some engineers push back

with questions of relevance: “sometimes the pushback of ‘oh, that’s an edge case, that’s never
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going to happen.”’ (D)C2-T1. Others suggested that there might not “be too much enthusiasm”

(J)C1-T2, because it would be perceived as “a big chunk of time without a great ROI [return

on investment]” (J)C1-T2, or that some might not “see how it would [...] be applicable to the

work” (RB)C1-T1 they do.

Push to “solve”: discursive closure by being scoped to “fix” a particular system

In a similar sense to what Christensen et al. call “closure by design” in sustainability stan-

dards [57], participants wrote about how in past AI ethics discussions, a “goal orientation” af-

fected, and to an extent, limited, the kinds of conversations which arose. In some ways, this

makes sense: participants in companies often were tasked with evaluating existing or proposed

systems for ethical concerns, and then suggesting mitigations—largely technical changes to the

system —to (partially) resolve those concerns. In other ways, techno-solutionist or techno-

chauvinist thinking can entrench existing inequities, and obscure other ways of thinking or con-

ceiving of problems or solutions [69]. Along these lines, some participants reflected on how the

“problem-solution” script could preclude discussion of wider changes, such as systemic change,

and does not fit into their prescribed role.

Some talked about how AI Ethics conversations are often prompted by a specific product or

problem: “maybe we’re talking about large language models [and the] impacts of generation

on, like, artists [...] So it’s a little bit more targeted” (L)C2-T1, comparing this to in-game

discussion which “felt more generative [because] there wasn’t as much of a goal” (L)C2-T1.

A participant also noticed how conversations often “jump towards like, what’s, what’s a good

technical solution?” (L)C2-T1, continuing to say that most past conversations were “solution-

oriented, [like] if we’re looking for a mitigation, what’s the best or most practical way that [...]

we can do that [...]you’re trying to get at a smaller solution space” (L)C2-T1. In this way,

narrowing the scope of discussion was viewed as a process of “solving the problem”.

Participants even spoke of how internal ethics tooling and processes lead to discursive clo-
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sure: “the tools internally, they’re a bit more guided [saying] ‘if you’re interested in building a

system or model, here are a bunch of questions that we want you to answer’ [...] tend to be a

lot more directed” (L)C2-T1, for example asking narrower questions about whether a system she

might work on uses protected demographic information. She mentioned, therefore, “They’re a

little bit less broad in terms of [...] societal impacts off [of our] platform. [...] the focus feels

a little bit narrower.” (L)C2-T1 A participant from a different company spoke of this too, sug-

gesting that conversations in-game were more “creative” than when dealing with “reality” when

“having all the details, like we do [when we do] an Ethical Impact Assessment” (J)C1-T2

Participants suggested a variety of possible reasons for this rush to discuss technical solutions.

One suggested that in a “tech company” (D)C2-T1, with an “engineering mindset” (D)C2-T1

open-ended introspection is “not always the vibe” (D)C2-T1. One participant reasoned that this

may be due to “what is possible to change” (R)C2-T1 within an individual worker or team’s

power, but also due to a cultural mindset biasing towards being “able to measure particular

harms, the things that are not measurable, end up not being as easy to solve for.” (R)C2-T1

Role divisions leading to compartmentalization of ethics

Some participants discussed how role divisions affect who is expected to care about, and handle,

AI ethics questions. For example, one said that this wasn’t his job, saying these issues were

handled by a specialist committee, and a member of his team who “target or address those

topics on [our] projects[...]we have people that do that” (G)C1-T1. However, many others were

concerned about this apparent “compartmentalization” of ethics: “the compartmentalization of

what we do with any individual horizontal capability, I think this is a huge problem with respect to

ethical uses of AI” (RB)C1-T1. Participants spoke about countering this compartmentalization,

saying they “need we need more diverse thoughts here” (RM)C1-T1 and seek to “strengthen

the bonds among some of the product, ML product practitioners, and me [in her ethics-focused

role]” (R)C2-T1.
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5.3.3 The power and critical orientations of those in the “room”

If managers (or others with power) are in the room

More than just demonstrating a general awareness of who is in the room and how that affects

what is safe to share, participants appeared acutely aware and concerned with how bosses and

managers shape the conversation. One noted that compared to other conversations, the game

was a space where: “your boss isn’t here” (E)C1-T1 nor was the session being recorded by

her employer. Therefore, “you’re free to talk about things that you think are weird or risky.”

(E)C1-T1 Another participant said that in the play session “the things that I discuss here, it’s not

going to impact my paycheck next month. So it’s more comfortable” (RM)C1-T1. One participant

commented on the “surveillance technology that’s on everyone’s [company] laptops” (R)C2-T1,

and also on “worker exploitation” (R)C2-T1 during the play session, but noted she wouldn’t feel

comfortable “bringing [this] up when it’s not just around peers [and if] we had managers in the

room [who are] on the company side.” (R)C2-T1

Some participants suggested that disavowal of their critique was sometimes justified by man-

agers using an ostensibly altruistic rationale, saying “‘I’m trying to make your life easier,’ we

don’t need to do this.” (D)C2-T1. Others reported their “manager, and like, my skip level[ man-

agers]” (K)C2-T1 encouraging her to prioritize work that “they felt would be more impactful in

a product” (D)C2-T1. However, this did not always appear to be the case. In one play session

including a manager, their subordinates said “I don’t feel like there’s really censoring that goes

on or filtering if you will.” (J)C1-T2, and another said that given their past experience working

in formal ethics team, “we’re all peers [...] I knew I could share freely in front of this group of

people.” (K)C1-T2 Thus, while hierarchies may impact what some team members feel they can

discuss, specific team norms may help to support all team members in speaking more freely.
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Awareness of teammates’ Critical Orientation

Participants displayed awareness of who was in the room, and what their ethical views and crit-

ical orientation, and reflected on how that may have influenced how they expressed themselves,

especially when raising certain kinds of critique. One participant said this directly: “who is in

the room can change the tenor of a conversation and can change the tenor of how you deliver

critiques or hold back critiques” (E)C1-T1 She went on to say she’d frequently discuss concerns

like “privacy” and “fairness” with all members of her group, but discuss concerns like AI dis-

placing human labor with only a subset of them: “there’s some people in the group, who are,

whether by virtue of their discipline or their interests, are more attuned to [...] discussing things

like labor” (E)C1-T1

Others suggested that they habitually discuss AI ethics topics among their team, but that

“the dynamics [...] probably would [...] be different if it was, like, any of us, with people from

other teams” (RB)C1-T1, because they wouldn’t have a “shared baseline” (RB)C1-T1. Another

participant stated “it would have taken me longer to sort of establish sort of as an internal feeling

that people were sort of engaged in a discussion in good faith.” (L)C2-T1. Even those on AI

ethics teams may not feel completely aligned with their direct team when shared views of the

critical questions around AI are “not so sharply in focus” (D)C2-T1, as they were on their past

teams.

Some were worried about particular consequences arising from raising critique around unfa-

miliar people, including that this could “impact [...] who I [can] collaborate with [...] some peo-

ple can be really sensitive.” (RM)C1-T1 One participant suggested that webs of social and col-

laboration networks are opaque in companies, leaving her unwilling to critique other researcher’s

projects. Others reflected on raising specific topics during the game due to the (dis)comfort with

their team. One company participant said she felt comfortable raising topics like worker ex-

ploitation because she knew “it’s a group of [...] like-minded people.” (R-Act) In a different

example, an activist participant felt pressure to stay “on topic” and raise critical points, because
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her fellow players were such a “critical group of people. I might [otherwise] have been goofier

in playing a card game. [...] more like trying to[...] just like fuck around” (A)AC.

Personal attributes and status hierarchies

Participants recognized and discussed how gender, seniority, and level of technical experience

affected the status one might have in a particular room, and thus the license with which they felt

able to raise critique, or affected group dynamics in such a way that made raising critiques feel

more or less possible.

We observed that age and gender affected perceptions of who is able to speak up. For exam-

ple, one participant, lamented that his younger colleague “ was not really talking up [speaking

up]. He was not grabbing time” (RM)C1-T1 because “he is really young. And [...] he joined

very recently” (RM)C1-T1, In contrast, another very senior participant joked “you know me, I

talk about anything. Maybe when I was younger, I might have been more cautious.” (RB)C1-T1.

Another participant whose play session included female-identified people suggested “there’s a

different way these conversations happen in all-female groups than when there are other genders

present [...] men take up space in particular ways” (R)C2-T1 Such comments suggest how age,

seniority, and gender may affect perceptions of who can or should speak up.

Participants also spoke about their roles within engineering organizations and their back-

grounds. One female-identified participant with a non-engineering background stated: “if an

engineer seems to be saying something that I think is wrong, I don’t know, he’s an engineer, and

he’s been here 20 years, maybe I’m wrong” (E)C1-T1, suggesting how seniority, “engineering”

expertise, and perhaps gender, may impact who is perceived as “wrong” in company contexts.

Participants in the activist group also noted if they should engage in critique while not having an

engineering background. A female-identified member of the activist group suggested her lack

of computer science expertise may be a shortcoming, saying “if I was in the room with people

who were developing AI, I might feel uncomfortable just because I don’t have the same depth of
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knowledge on the topic as they do.” (R-act) Another participant felt they might not qualify to

participate in this study “I’m not one of the requirements in [study criteria] was to be like in an

engineering field. So I was like, I’m not that.” ()AC

Some participants, many of whom had graduate educations, also reflected on the status of

those with academic backgrounds and how this can quell critique in AI ethics discussions:

“whenever there’s some very senior professor speaking [...] people don’t speak out against

them [...] people tend to agree” (RM)C1-T1.

One participant noted that their personality and the amount he speaks may lead others to

agree too quickly, “overpowering others” (C1-T1).

5.4 RQ2: How do AI ethics discussions unfold while playing

a game oriented toward speculative critique?

Relying primarily on observations and recordings of the game session, here we examine how the

game was able to expand scope, how participants remixed rules, and used the game context as an

opportunity to learn about teammate’s past experiences and critical orientation.

5.4.1 Expanding scope

Randomness as scope expander

Participants found that the randomness provided by the cards and game rules could be a valuable

way to expand their conversations and critiques, especially beyond what they might normally

discuss. One participant whose work focuses on the ethical challenges of content recommen-

dation reflected that “it was cool to [be] outside of the [content] recommendation space for a

second [...] Because you can get into a rut [and] having like a new [example] helps you see

some of the gaps [...] in your own thinking [that you’re ] habituated to” (R)C2-T1. Participants

from other sessions corroborated this, one stating “the format of giving responses [cards] ends
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up, like, forcing you to make connections that maybe you wouldn’t have thought about before.”

(L in session)C1-T2. Another mentioned that a format where “there’s not really a correct an-

swer” (L)C2-T1 is one she hadn’t considered before, but noted that it “got a lot of us thinking in

different directions” (L)C2-T1.

Participants also suggested that subjective interpretations of the same card served to expand

the scope of discussion. One said this directly: “people came up with things I didn’t expect,

despite looking at the same card” (L)C1-T2 A member of the team from the activist group

suggested that “randomization” helped expand scope which was useful for a different reason, as

“usually when I have conversations like this they’re about a very specific real thing, right there,

like either something’s happened in public in the news, or something that someone’s working

on something [concerning]. They’re not necessarily like speculative.” (A)AC, thereby helping

drive conversations about speculative possible futures that need not be reactive to any particular

news event. Other participants also expanded the scope of discussion by integrating parts of

their own lived experiences during in-game discussions, integrating discussion from outside of

the particular set of cards at hand. One participant referenced how technology had changed

street culture in her native India by putting the “juice man” on the corner out of business as

people moved to app-based delivery services, another relayed about protests against visual noise

wrought by advertising on metro trains in her native Saint Petersburg, a third relayed how her

native Berkeley was “awash in Kiwibots” with their “pixel heart” eyes, and fourth spoke about

their experiences on a team where a robot had physically harmed someone. As one member of

the activist group reflected: “all of us had such a different frame of reference” (F)AC, and people

appeared to feel space to speak from this frame of reference throughout game play.

Thinking beyond the product

Participants also found that the game led them to consider scope beyond the product and towards

second or third-order harms. One participant stated “[we] were thinking like a couple of steps

117



ahead [to] society at large, whereas [discussions] in practice tend to be about a more narrow,

so like [...] how is this product, harming users in ways that are measurable and quantifiable? ”

(R)C2-T1 Similar sentiments were echoed by members of the activist group. For example, one

participant reflected that in her life, she usually discusses concerns about AI within the context

of a specific AI system “actively happening” in the present or recent past, and appreciated the

opportunity to talk about future possibilities: “[our discussions] were more theoretical in the

sense that we weren’t talking so much about a specific form of AI [...] So it was interesting

to kind of talk about it in a more intangible way. Although it’s always about, you know, kind of

predicting the future in an intangible way.” (R-Act) Another member of the activist group echoed

this separately in their own follow up interview, suggesting that their in-game discussion spoke

to “these cultural intangibles that really got to, I think, the deeper root of some of our concerns.”

(F)AC

Hypothetical situations as an “innocuous” context for discussion

Several participants brought up how a hypothetical context in the game, which may provide an

“innocuous” context, as suggested by James Scott [228], to raise critique that may otherwise be

too socially costly to raise. Given randomly drawn prompts and dealt response cards provided,

one participant suggested if the “structure of the game” “pushes” one to “bring up things that you

[otherwise] wouldn’t feel comfortable bringing up” (L)C1-T2 then “in that context, it probably

does make it easier” (L)C1-T2. Reflecting on other hypothetical interventions she’s participated

in before, this participant also reflected that this makes it easier for people not just to raise critique

they may have but be nervous to raise, but accept and themselves raise critique of things similar

to their own work while being less “defensive”: “once we did it in a hypothetical sense, people

were looking at this and going ‘oh, okay, well, yeah, it’s not about whether we intended for

something to go wrong [...] things can really go wrong!”’ (L)C1-T2, saying that this allowed

people to “disconnect” from the frame of “‘something that you’re doing is incorrect’, or ‘there’s
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something unethical about your work”’ (L)C1-T2, that when conversation is is “taken away from

the project that we were doing [...] everyone was very free” (RM)C1-T1.

Others corroborated this, suggesting that raising concerns “hypothetically in a game [...] is

really nice because it’s just it’s a lower barrier [...] versus talking about a specific project which

[...] is going to be much more serious and have potential real-life implications right as you bring

up different concerns” (Session)C1-T2 One said the point is to “make assumptions”: “I saw this

one is, you know, if you I mean, I’m making a lot of assumptions here. But that I think that’s

maybe the point of some of these discussions. ” (Session)C1-T2 Another participant remarked

how she appreciated the opportunity to “take ourselves out of, you know, okay, ‘this is a real

product that we have to provide actionable guidance and feedback on’ to [instead] ‘okay, let’s

just have our, you know, brain flowing to think about all the possible what ifs, what could go

wrong with this scenario.”’ (K)C1-T2

Hard to transfer from hypothetical context to real world action

However, we found that this hypothetical context may make it difficult for in game discussions to

transfer to real world action. Importantly, this raises questions about whether discussions rooted

in in-game hypotheticals can spur real-world action. Reflecting on past AI Ethics trainings based

on hypotheticals, one participant found them effective, but noted: “The minute you start talking

about their projects, you see a very different behavior. [...] They’re very concerned about these

projects showing up in a negative light. And that that being I mean, people start to become more

defensive. They don’t expand into all the things that can go wrong.” (L)C1-T2

Revisiting a quote from the first part of this section, one participant said: “hypothetically

in a game [...] is really nice because it’s just it’s a lower barrier [...] versus talking about a

specific project which just by nature is going to be much more serious and have potential real

life implications right as you bring up different concerns” (Session)C1-T2. Among these “real-

life implications” may be the idea of real world action, such as through existing compliance
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processes. However, one recommended against this: “I could see possible resistance is if it’s

seen as a checklist activity. So if it’s perhaps tied into like a compliance process, and like, you

must do this before your product goes out the door, then there could be some resistance there”

(C1-T2) This suggests that it may be difficult to fuse the hypothetical context created with the

game with an integration with requirements for mandated changes to actual products.

A participant in a different group echoed this, reflecting on the good conversation from her

groups play session, and wishing there would be a way to translate this into action: “My com-

plaint [...] with team based [...] conversations... like when two people talk [...] the whole is

greater than the sum of the parts. [...] But translating that thing that is made into something

that is captured and can be operationalized [...] has been a consistent issue.” (E)C1-T1 This

was also apparent in the words some participants used to refer to the session, one calling it a

“non-work space [...] almost like a team building exercise” (R)C2-T1, which appeared to set the

expectation that this is not the context from which immediate or actionable changes to product

or process in work contexts would arise.

5.4.2 Learning about teammates

Vulnerability and space to socialize

Participants spoke about how the game context made certain conversations possible that they felt

otherwise unable to have. In one instance the Response card “Random Crashes” prompted a par-

ticipant to share that he had previously worked on a robot which had killed its operator. This was

the first time he had shared this with his teammates despite them working on physical systems

and frequently discussing safety and ethics concerns. In follow-up interviews, his colleagues

reflected on this: “[he] shared with us that he was working in this factory, where actually a

robot did a “random crash” and [...] killed somebody. [...] It was impact, like it was, it was

really shocking. Like ‘Oh, wow’ like he was part of it. Like he was there.” (G)C1-T1 Another

participant suggested that with an “all-audio [meeting] culture” (E)C1-T1 that “It was nice to
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get that kind of space where we could more like, really talk about things we were seeing or things

that we were thinking about [that were] not necessarily constrained by our work” (E)C1-T1.

Learning others’ critical orientation and finding allies

Apart from sharing sensitive past experiences, some spoke about how the vulnerability prompted

by the game created a unique opportunity to learn about a teammate’s critical orientation. By

critical orientation, we refer both to their values and perspective on ethical issues in technology,

but also their willingness to critique project’s goals or company incentives, when this may be in

conflict with the former.

For example, one reflected how in a “non-work space, but [where we were] still be able to

have conversations that are adjacent to what we’re doing [...] helped me see that we’re more or

less all on the same page [and] who my allies are in this in this fight.” (R)C2-T1 On a similar

point, one participant in another company stated how she had previously discussed more critically

oriented topics, such as labor displacement, with only some of her coworkers, but had“probably

self-selected out of discussing certain things with [other] folks due to [their] backgrounds [or]

presuming that they’re not interested” (E)C1-T1. However, reflecting on the game session, she

relayed how she appreciated hearing from teammates “with whom conversations can be very

tight and narrow, to hear them pontificating a little more, engaging in [an] imaginative exercise.

[...] I’ve only ever heard them talk about dialogue prompts [so] it can be easy to assume [that

they] don’t think the same way that I do [...] theory of mind can be difficult to achieve.” (E)C1-T1

In her view, this game provided an opportunity for her to learn how more members of her team

felt about more critically-oriented topics.

In a follow-up interview, one of the members of the activist group discovered that she had

similar concerns to a member of the group she had only met briefly, and after playing the game

noted: “I really like their perspective [,...]some things that they said [...] made me want to talk

to them further.” (A)AC
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We note that exposing one’s critical orientation, especially around those you do not know

well, may be a risky endeavor: one risks being labeled a trouble maker [10] or concerns of career

repercussions [165]. We return to this further in Section 5.5.1, below.

5.5 Discussion

Our results show that in game and in ordinary work, discussants seek to understand and display

sensitivity to both the differentiated power and critical orientation of their discussion partners,

which they use to modulate AI ethics issues they choose to raise and how they present them.

When one’s boss is in the room, or colleagues of unknown critical orientation, people may be

less willing to raise critique. This echoes the work of James Scott, demonstrating how people

employ “public transcripts” when those with power over them are present, but use more frank

offstage talk when speaking to teammates they trust [228]. Additionally, a variety of factors affect

people’s perception of their own status, such as their seniority in the team or their proximity to

engineering knowledge, in turn also affecting their willingness to raise critique.

The most straightforward implication of this finding is that those designing future AI ethics

interventions intended to be used in a group discussion context must attend to the differentiated

power relations of discussants. Explicit attention to this may include exercises for a group dis-

cussion to begin by reflecting on these, reflexively discussing these as a group, or even simply an

enumeration of what kind of power relationships (i.e.,, boss/subordinate, as well as those related

to age, seniority and gender) to look out for. Naming these things will not level them, but doing

so is already more attentive to power dynamics than many existing AI ethics interventions. Our

work joins a great deal of other work [38, 96, 138, 154] which makes clear that research on AI

Ethics must be more attentive to the differentiated power and relationships of power in those that

may use, request, or engage in proposed AI ethics interventions or when discussing AI ethics is-

sues (see also Chapter 4). If future empirical work examining how those discussing AI ethics in

any context do not attend to power in their analysis, such work risks missing major determinants
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of any apparent agreements or disagreements that may arise.

5.5.1 Hypothetical game context may not lead to change directly, but it

may help find critically-aligned allies

Our work casts doubt on whether the innocuous context, such as those created by games, may

enable discussions that transfer to changes in a team’s real-world context. While Scott’s sug-

gestion that “rumors, gossip, folktales, songs, gestures, jokes” are the places where people may

demonstrate dissent more freely by “hiding behind anonymity or behind innocuous understand-

ings” [228] and suggest that game-based AI Ethics interventions may expand the scope of what

is sayable “on-stage” and create such contexts to make dissent more safe, our results tell a more

complicated story. As we detail in Section 5.4.1, participants spoke about how they felt able

to speak freely specifically because the context was hypothetical: not connected to a particular

project and not tied to a particular “compliance process,” as one participant said, which may

demand politically difficult or time-consuming changes to one’s product. This gap between the

hypothetical context and “real-life implications,” as one participant put it, is both a powerful at-

tribute of the intervention—it is the feature that made specific conversations possible that were

not before—but also a powerfully limiting factor of the intervention, in that this gap was seen as

being maintained by not implying any change outside of the hypothetical context.

Our findings therefore cast doubt on whether discussions or agreements during in-game con-

texts may transfer back to action in business contexts, where this would imply real work, real

shifts in direction, or sign-off from higher-ups. Given this, our findings render a critique of the

framings of AI ethics games that purport to spur real-world action. For example, when propos-

ing the game we study, Martelaro et al. claim that a “little lightheartedness can promote more

productive conversation about otherwise negative topics” [175], and Ballard et al. found that

“having a serious conversation about ethics and technology in the context of a game creates

space for difficult or uncomfortable conversations. Within this conversation, the use of design
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fiction to create discursive space [...] deflects blame or charges of irresponsibility in actual set-

tings with actual harms” [28]. While our results suggest that discursive space may indeed have

been created, it is still unclear and unknown how such conversation may lead to averting actual

harm from real work.

This being said, our results suggest a more subtle but perhaps enduring mechanism of action

for games to shift organizational realities—finding allies by developing an understanding of their

critical orientation through gameplay. Our results suggest that the hypothetical context fosters

vulnerability, such as through sharing sensitive past experiences working on AI systems that

had caused deadly harm. Such stories help reveal parts of team members’ critical orientation

and allow others to learn about their critical orientation. When these personal understandings

and relationships transfer to real-world contexts, this may help form coalitions to address real-

world “actual harms.” Scott emphasizes continuity between the two “stages” [228] he proposes,

and relationships that form “off-stage” appear to be the conduit towards enabling “on-stage”

solidarity. Another participant discussed how they had felt comfortable discussing possible labor

displacement implications of AI systems they were themselves building, conversations which

they had not previously had with certain members of their group, presuming some were not

interested in such topics. Reflecting that in ordinary work contexts, “theory of mind can be

difficult to achieve”, she relayed how she appreciated learning more about her teammates on

topics they didn’t usually discuss through this “imaginative exercise”. Another participant in a

different group reflected on how this game helped her learn “who my allies are in this fight”.

While strengthened social ties, or one or two more allies may seem small, “if subordinates are

entirely atomized, of course, there is no lens through which a critical, collective account” can

emerge [228], and we join Scott to suggest that collective accounts are where solidarity begins.

While formal AI ethics activities such as checklists may be able to “empower individual

advocates” (emphasis added) by legitimizing a particular issue [165] contained on a narrowly

scoped checklist, intersubjectivity developed through gameplay may enable individuals to better
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know one another, who their “allies are” in the words of one participant, from which a broader

collective to raise critique may be fashioned, less constrained by the discursive limits of any

particular standard [57]. Chapter 4 demonstrated the severely limited ability of employees to

raise concerns beyond a very narrow scope, and instead suggest that future “ethics interventions,

research, and education must expand from helping practitioners merely identify issues to instead

helping them build their (collective) power to resolve them, and our results here suggest that “in-

nocuous” contexts (i.e., [228]) created by games may provide space for collective power to begin

to form. In organizational psychology, this concept is termed “cross-understanding”, defined

as “the extent to which team members understand the other members’ mental models” [132],

and while the literature on this construct often focuses on the impact of cross-understanding for

“product quality” and to avoid cases where group members may make “proposals concerning

the group’s processes and product features” that other members would find ”technically, politi-

cally, or otherwise unacceptable” [124], parallels may be drawn beyond quality and features, to

questions of product ethics.

Feminist theory helps illuminate the distinction between hypothetical or “innocuous” [228]

contexts enabling real-world changes directly versus enabling stronger ties, which then become

a powerful basis from which action may then arise. Donna Haraway argued that we ought not

to suppose that there is a “view from above, from nowhere”, and thus that trying to suppose a

context that can create one, is both unlikely to succeed and may be harmful [115]. Extending

Haraways argument, Lucy Suchman argues that responsibly developing technology must be a

“boundary-crossing activity, taking place through the deliberate creation of situations that allow

for the meeting of different partial knowledges” [247]. Rather than theorizing games as separate

safe spaces from which to speak from nowhere, we suggest that games may be opportunity to

deliberately allow different partial knowledges to meet, learn what they have in common, and

enable “collective knowledge of the specific locations of our respective visions”, from which

durable coalitions and collectivities for action may arise. Drawing on both Haraway and Such-
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man, Chapter 3 showed how social ties, responsibilities, and concerns, developed outside of en-

gineers’ assigned duties are the basis for AI ethics work that does get done, innocuous contexts

created by games may enable non-work contexts these ties to form and strengthen.

This has implications for game design research, especially if intending to intervene in group

dynamics for prosocial ends, particularly in contexts like workplaces with built-in power hier-

archies. Such work may consider framing their game as an opportunity for relationship and

coalition building more so than a context where direct changes to real practice will arise. This

may include examining the effect of any such intervention and examining contingencies on the

durability and outcomes from any resulting relationships formed, over a longer time span.

5.5.2 “Out of scope” as a rhetorical device to softly dismiss critique

Our results show how notions of “scope”–received notions of team believes it can or will take

action on and thus they bound discussion–are constructed and maintained, how this limits what is

considered acceptable in AI ethics conversations, and ways that participants sought to say things

outside of these bounds (see Sections 4.3.2 and 5.4.1). Some of our participants discussed how

individuals compartmentalize ethics, in ways that limit what they perceive as in scope during

AI ethics discussions, with participants from companies suggesting that out-of-work experiences

or passions are not in scope for AI ethics discussions. In contrast, those in the community

activist group did not feel this way. Additionally, some of our participants discussed how labor

is divided in ways that leave ethics to be the primary remit of one team member, leaving others

feeling that ethics issues are beyond their own “scope.” Some of our participants also segment

critique between projects, in order to avoid perceived career consequences when working with

different team members. In these ways, the wholeness of any individual’s perspective is itself

compartmentalized, leading to a narrowed scope of discussion when teams meet. This elaborates

what was argued in Chapter 3, demonstrating how ethics is modularized between team members

and within individuals as they choose to bring only fragments of their own partial perspective to
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these discussions.

Secondly, others have discussed how tech industry logics such as technological solutionsism

affect ethics initiatives [179], our results illustrate how notions of efficiency become a scope

limiter, casting a subjective assessment of priorities in the more objective language of “scope”.

Participants’ direct references to their calendar and scarcity of time, and to less direct notions of

relevance or framing some harms as “unlikely”, lead to a situation where only possible harms

perceived as most relevant, or most likely, are seen as most in scope and thus most legitimate to

raise for discussion.

Thirdly, given these time pressures, teams report how discussion is most often scoped towards

that which feels actionable, often technical changes, in line with how technosolutionism op-

erates to limit discussion to immediately actionable fixes. This is evident in how participants

describe their workflow as being presented with particular systems they are supposed to evaluate

for ethical issues in company contexts, and propose “mitigations” to solve said issues, and how

this already can make it harder to discuss how the systems they’re evaluating relate or many re-

quire “systemic changes” questions this current process does not present as part of their agency

to discuss.

Finally, our results suggest how scope can be tested or expanded, in how affordances from

game-like interventions such as randomness may give social permission to do this 5.4.1, and

how people may employ rhetorical moves to frame ethics questions as larger scoped product

questions.

We theorize scope, in many cases, as a softer way to dismiss critique. This functioned as

an instance of problem closure [125], whereby “rhetorical process through which relevant social

groups perceive their problems with an artifact to be solved or closed”, but in a way that softly

dismissed those who may wish to keep it open or believe it to be unsolved. Casting an issue

as “out of scope” merely says that it is beyond the team’s remit or practical ability to act on,

without forcing one to contend directly with the issue raised. By avoiding denying the validity
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of the issue outright, and thus avoiding dismissing the validity of a colleague’s sincerely raised

ethical concern. This is a particular instantiation of jurisdictional stasis – a concept in rhetorical

analysis with its roots in classical Greek, but with more modern adaptations to questions of

“moral decision making or ... practical concerns” [253]. Instead of arguing that an issue is

false, arguments based on jurisdictional stasis question the “jurisdictional appropriateness of the

issue” [253], that is, whether an issue is within the jurisdiction or scope of a particular group or

team.

While not always described as such, many scholars have theorized how standards, principles,

and toolkits seeking to guide organizational behavior toward “pro-social” are discursively closed.

In their analysis of environmental sustainability standards, Chistensen et al. [57] demonstrate

how they risk discursive closure: closure by the past, where responses to future problems are

limited by standards developed for past concerns; closure by design, where overly-prescriptive

standards leave no freedom for adaption and become a putative “seal of approval”; and clo-

sure by routinization, where standards are solidified into organizational processes in ways that

are difficult to change. In an AI ethics context specifically, Greene et al. analyze AI ethics

statements of principles, examining how they “legitimate (and delegitimize) certain practices”,

finding in part that by focusing on how to design AI systems rather than the business practices

they enable, they frame “business practices [as] being discursively ‘off the table”’, implying that

“‘better building’ is the only ethical path forward”’ [108]. Keyes et al. satirically demonstrate

how narrowly scoped “Fair, Accountable, Transparent” design principles scope scrutiny to sys-

tem design, warning against “treatment of ethics as a series of heuristic checkboxes that can be

resolved technically” and thereby avoiding engagement with “wider societal issues” [142].

This suggests that designers of future AI ethics interventions ought to see the risk of discur-

sive closure and deploy particular ways to reduce this risk. Our results suggest particular design

affordances that may help do this. While the designers of the 2020 Microsoft AI Fairness check-

list recognized the risk of discursive closure in that they included disclaimers in the checklist’s
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extensive preamble like “Undertaking the items in this checklist will not guarantee fairness. The

items are intended to prompt discussion and reflection” [166], our results suggest that more than

written disclaimers or warnings are needed to avoid discursive closure. More extensive changes

to an intervention’s form and including deliberate design affordances, such as randomization, are

needed to resist this closure.

5.6 Conclusion

Past work has sought to design AI ethics interventions–such as checklists [165] or toolkits [36]–

to help practitioners design more ethical AI systems. However, other work demonstrates how

these interventions [277] and the principles they’re based on [108] may serve to instead limit

critique to those addressed within the intervention, while rendering broader concerns illegitimate.

In this paper, we draw on work examining how standards in other contexts enact discursive

closure [57] and work on how power relations affect whether and how critique is raised [228] to

examine how teams discuss AI ethics issues. We recruit three corporate teams, and one activist

team, each with prior context, to play a game designed to trigger broad discussion around AI

ethics, and firstly use this as a point of contrast to trigger reflection on their teams’ past discus-

sions, examining factors which may affect their “license to critique” in AI ethics discussion. We

then report on how particular affordances of this game may influence discussion, paying partic-

ular attention to hypothetical games as a viable mechanism for real world change. We discuss

how power dynamics in a group and notions of “scope” affect whether people may be willing

to raise critique in AI ethics discussions, and our finding that games may not be able to lead to

direct change, but may be more likely to allow members to find critically-aligned allies for future

action.
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Resides Citizen Gender Current Role Yrs in org Highest Degree, Field

Company 1, Team 1 (C1-T1) — Remote Session

USA USA Woman Research Scientist <1 yr PhD, Social Sciences

USA USA Man Research Scientist >25 yrs PhD, Social Sciences

Germany India Man Research Scientist 1-5 yrs PhD, Computer Sciences

Mexico Mexico Man Research Engineer 1-5 yrs MS, Computer Sciences

USA India Man Research Scientist 1-5 yrs PhD, Computer Sciences

Company 1, Team 2 (C1-T2) — Remote Session

USA USA Woman Program Manager 5-15 yrs MS, Humanities

USA USA Woman Program Manager >25 yrs MBA

USA USA Woman Director 15-25 yrs MS, Computer Sciences

Company 2, Team 1 (C2-T1) — Remote Session

USA USA N.B. Femme Research Scientist <1 yr PhD, Social Sciences

USA USA Woman Research Scientist 1-5 yrs PhD, Computer Sciences

USA USA Woman Research Scientist 1-5 yrs MA, Humanities, Social Sci.

USA USA Woman Research Engineer 1-5 yrs MS, Computer Sciences

Activist Collective (AC) — In-person session

USA India Woman Masters Student 1-5 yrs BA, Arts

USA USA Woman PhD Student 1-5 yrs BA, Humanities, Arts

USA Russia Woman PhD Student 1-5 yrs MA, Social Sciences

USA USA Woman Designer <1 yr MS, Arts

Table 5.1: Participant demographics. To protect anonymity and reduce re-identification risk,

some descriptors here have been generalized, and we provide group rather than individual iden-

tifiers alongside quotes.
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Chapter 6

Discussion and Implications

My dissertation has found that organizational norms and boundaries limit software creators’

sense of responsibility and agency over the downstream impact of what they create. I have also

examined the possibilities and shortfalls of play as a way to resist these limits, and found that

while offstage games are unlikely to lead directly to onstage change, they may provide an oppor-

tunity to forge stronger relations for onstage action. In this section, I discuss the implications of

this dissertation for tech research, interventions, education, and policy.

6.1 Research Implications

6.1.1 Relations and Scope

My research demonstrates how dislocations between units–individuals, teams, organizations–

shape what ethics work gets done, and what is ruled out of scope. The supply chain metaphor–

briefly introduced in Chapter 2 and developed in Chapter 3–zooms out from a particular context

to demonstrate these dislocations, but also allows us to situate social and technical units in the

context of their social and technical relations, thus rendering these relations visible for strength-

ening or scrutiny.
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The supply chain metaphor has implications for how tech ethics researchers choose what to

focus on. The link between one’s chosen unit of analysis is already understood to be a funda-

mentally important aspect of research study design, for example, in case study research [280].

However, my findings may help tech ethics researchers better understand how these other kinds

of scope they may adopt in their study–implicitly or explicitly–may determine the kind of results

they are likely to find. While the boundaries between technical systems, teams, or organizations

may seem like reasonable boundaries to scope research studies, my findings in Chapters 3 and 4

show that things at these boundaries often affect what ethics work does and does not get done.

Narrowly-scoped studies on tech ethics–for example, focusing on the challenges of a particular

team developing a particular system–may inadvertently represent issues found in terms of the

work the team focuses on, and miss relations at organizational boundaries which my research

shows can be core to to ethics work.

My research also demonstrates particular kinds of relations that future tech ethics research

should be sensitive to. These include customer demands, public perceptions or pressure, indi-

vidual’s friendships and kinships, how developers (do not) relate to users or data subjects, as

I examine in Chapter 3; power relations between managers and workers, precarity, and orga-

nizational incentives, as I examine in Chapters 4 and 5; and software licenses as I examine in

Chapter 2. My work shows that these relations shape how ethics concerns are conceived of, le-

gitimized, and acted upon, contextual factors which may be missed with a too narrowly-scoped

unit of analysis, such as that of individual decision makers or a specific team.

Relations should not be seen as messy outside influences, but instead tech ethics research

should consider relations at unit boundaries in scope for study, or even a primary object of study.

This may look like dissecting the “anatomy” of the wider system, including its labor, data, re-

source, and funding relationships following Crawford And Joler [68]. This may also look like

using Dumit’s exposition on Haraway’s method of inquisitively “imploding” a particular artifact

to examine labor, epistemological, material, political, economic, historical and other dimensions

132



of “connectedness” [81]. Finally, research may be inspired by approaches drawing on Such-

man’s argument for responsible technology development as the “entry into a network of working

relations” and the partial knowledges within this network.

Practicality may demand a preordained, particular conception of what is in or out of scope

for study, as may be the case under some research paradigms [280] or organizational pressures.

However, attempting to position and acknowledge the unit’s technical, social, and organizational

relations, and acknowledging these in the writing, however briefly, will help position these rela-

tions as visible and contestable in future study and critique. For example, if tech ethics research

adopts a methodology that does not include scrutinizing the system’s relationship to business

practices, hopefully this can be acknowledged in how it is written and discussed, in order to

avoid rendering such critique implicitly out of scope and invisible.

Change in the real world is often a stated goal of tech ethics research, and some argue it

is rarely achieved [96], but understanding relations which preclude or enable change will help

make desired change more likely. Past work argues that tech ethics research orients towards “the

environments in which technologists research, design, and develop digital objects and systems”,

but without understanding the (lack of) relations in separate deployment contexts [96]. This

suggests parts of tech ethics research may suffer from its own rhetorical closure: prematurely

“perceiv[ing] their problems with an artifact to be solved or closed” [125]. Is an ethics issue

solved when a technical solution is shown to exist, or when that solution is shown to be effective

within the relations of a real organization? I explore this further, below.

My dissertation motivates greater tech ethics research attention to open source development

contexts. A long line of research seeks to understand practitioners’ challenges doing tech ethics

work in company contexts[76, 122, 165]. However, my research in Chapter 2 shows that as-

sumptions in corporate contexts do not hold in open source contexts committed to the sharing

and release of code. For example, companies can avoid releasing a system until ethics issues

have been remedied (in theory, even while many do not). This suggests that tech ethics re-
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search should broaden to include open source development contexts. Importantly, however, the

boundary between corporate and open source contexts may not be so clear. the open source com-

munity I studied in Chapter 2 is independent from corporate influence, but many open source AI

projects have corporate sponsors, stewardship or employee contributors. Future research should

investigate the intersections of corporate and open source norms in corporate-backed open source

projects: how do the corporate norms and incentives we study interact with open source norms

we study, and how does this inflect AI ethics possibilities and limits?

Future research should examine the ethical impact of different “gradations” between fully

open and closed [236]. Among these are “ethical source licences”1 or “behavioral use licences” [64],

which seek to proscribe uses of the licensed code or model that the licensor deems unethical.

There are open questions about whether these licenses are enforceable in practice, concerns

about the headaches from multiple licenses with different ethical commitments, as well as resis-

tance from those seeking to preserve ideologically pure notions of openness [237]. However, my

research in Chapter 2 shows that licenses and the communities which adopt them can both set

norms around acceptable use. Future research should examine software communities’ processes

of adopting them, as well as how effective they are both in a literal legal sense and in setting

norms down the supply chain.

Finally, as I suggest towards the end of Chapter 4, the term “AI ethics” may itself imply a

another kind of narrow scope that future research should interrogate, insofar as the deployment

of AI is one design choice among many which may achieve similar goals. Using this term in

research may have its own effect in limiting efforts to design side interventions, a focus already

implicitly embedded and excavated in scrutiny of AI ethics guidelines [108].

1See: https://ethicalsource.dev
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6.1.2 Practitioner Responsibility, Agency, and Power

My work helps answer calls that center questions of power in tech ethics research [38, 96, 196],

instead of reducing ethics to technocratic notions of building better technology [108, 142].

Among such calls, my work helps answer a call to understand the power of “who gets to make

decisions?” [155]: my work traces the contours of how people building software systems un-

derstand their responsibility for and agency over the impact of what they create, both between

organizations (primarily in Chapter 3), within organizations (primarily in Chapter 4), and within

teams discussing ethics (primarily in Chapter 5). While some research argues that “The AI com-

munity is acting together – it is organised” [29], and paints this community as broadly powerful,

my work shows that this community is not so homogeneous. In many cases, my work shows

how it is rarely practitioners themselves who have the authority to make consequential decisions

on questions of ethics, even while ethics work is delegated to them.

My research shows how limited visibility between organizational boundaries can make “do-

ing ethics” difficult. For example, in Chapter 3, a lack of visibility into and authority over down-

stream uses made it difficult for those practitioners I study to understand or feel responsible for

downstream harms. Yet, when software engineers did develop ethical concerns of their own in

Chapter 4, attention to these concerns were often overruled by countervailing incentives, such as

being responsive to market or customer demands. In Chapter 2, we see how broader discourses

of Technological Solutionism and Technological Inevitability limit what practitioners feel able

to affect, in this case arising from norms underwritten by open source licenses.

Past work has examined practitioner’s work practices as they engage in tech ethics work [76,

122, 165, 201], and others have written about how broad silicon valley logics hamper ethics

initiatives [14, 179]. My work illustrates continuity between the micro-politics of developers

(not) doing ethics work, and the larger forces these developers may not recognize explicitly that

play a large role in shaping ethical outcomes. Future research seeking to understand barriers

as practitioners do tech ethics work should interpret these barriers within the ideologies under
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which they often must operate, and conversely, broader examinations of contradictions in tech

discourses around ethics should examine how these contradictions are viewed and managed by

those called to do the work. To do otherwise would be to locate accountability incorrectly: on

one hand absolving practitioners who have some agency in how technical systems are built for

the choices they are able to make, on the other, being blind to the fact that they are “operating

within a limited sphere of knowing and acting” [247] that leave other options feeling unthinkable.

Within organizations, future tech ethics research focused on practitioners should examine

how they seek respond to larger scoped concerns such as those that challenge their organization’s

raison d’etre that I identify in Chapter 4 , given that my findings show these are often hardest

for workers to raise and seek to resolve. Ethics concerns cannot be tactically expressed in terms

of improving project success [127, pg 131] or other organizational incentives, when the wider

goals of the project or company itself is of ethical concern, as I demonstrate in Chapter 4. In a

world where tech ethics is often the onus of individual workers [14], tech ethics research should

continue to incorporate perspectives from collective action and labor studies [93, 224, 245], and

examine ways of building worker power to advocate for ethics.

On an additional note centering labor, my research in chapter 4 shows that some technologists

seek to make career changes in line with their personal sense of ethics, and see this action as a

primary opportunity to exert agency over the ethical impact of their work. However, we find

that many are only able to understand the ethical impact of a job once they are doing it. Future

research could examine how ethics fits into technologists’ job seeking priorities, and examine

their information needs to support these decisions, including possible labor market transparency

mechanisms so that job seekers can anticipate in advance whether a given job aligns with their

own ethics.

Within teams discussing ethics, future research should be sensitive to discursive closure–

the termination of reflection and debate [57] –following my work in Chapter 5. This chapter

showed how organizational norms, power dynamics, and discursive frames brought into ethics
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conversations may affect what is and isn’t raised and scrutinized. Future tech ethics research

examining practitioners’ work practices should be sensitive to the discursive norms at work in

these practices–how they function to leave some changes feeling possible while others unable

to be raised in conversation, and how practitioners may seek to resist or re-enforce this closure.

In particular: given mine and others’ findings [57, 91] that whether “the boss is in the room”

determines what some practitioners will raise in discussion–future research should be sensitive

to managerial hierarchies (manager/ subordinate) and other power dynamics, and how “agenda

setting” power is enacted, which may be investigated by adopting a sensitivity to onstage and

offstage talk [228]. This may involve looking past direct utterances or straightforward interviews,

to what is joked about rather than said directly, or what is said in group contexts versus what is

left to one-on-one side channels.

The salience of gender–and power dynamics thereof–surfaces through my work, even while

this is not the focus of my analysis here (even as it is in some of my other work [95, 266]).

All participants developing the deepfake tool identified as men even as the majority of harms

from deepfakes accrue to women (as some did acknowledge, see Chapter 2). All participants in

my examination of how AI supply chains dislocate ethical responsibility identified as men (see

Chapter 3), except one woman, who described how ethics questionnaires were cast as secretarial

work, and always relegated to her. When I surveyed 115 people who had ethical concerns with

what they had been asked to create (see Chapter 4), ten responses came from women and six

from non-binary or gender nonconforming participants, one of whom recounted how she was

dismissed when she sought to advocate for more inclusive VR. Finally, when I conducted four

game sessions with 16 participants (see Chapter 5), eleven identified as women and one as non-

binary. This is notable given that three of these four teams were those specifically formed either

to think about ethics in their technology, or to advocate against carceral technology, and in the

latter case, many did so from explicitly feminist perspectives. In this study, we also observed

how age, gender and technical background influenced who was afforded a “license to critique,”
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noting that older, male, and technical people appeared to recognize themselves and be seen by

others as being more able to be contrarian. There are undoubtedly many gendered forces at play

here: the most basic being the under-representation and marginalization of women in technical

fields. Joining this, there is the notion that within the technical companies I focus on, it is techni-

cal expertise that is privileged above social science or other expertise more often held by women.

And in these companies, I show how ethics is often itself compartmentalized and modularized,

seen as work to be assigned to those with particular expertise, rather than everyone’s responsi-

bility (see Chapters 3 and 5). In this way, in a world where “ethics work” is secretarial, it may

be seen as an instance of “non-promotable work” [26].

Software engineering research may consider contending with the negative ethical side effects

of modularity, namely that its technical practice reifies a cultural practice of disavowal, under

which thinking about ethical harms not encapsulated within the module is made difficult, as I

argue in Chapter 3. This may include radical imaginings of alternative conceptions of program-

ming languages than those based around encapsulation and separation of concerns, and more

immediate questions of how to modularize ethical concerns (i.e., explicitly delineating division

of ethics labor) or expose interfaces that allow ethical questions to be more easily asked and

answered between modules.

6.2 For Interventions and Practice

In this section, I discuss implications of my work for practitioners, and those seeking to design

tech ethics interventions to influence practice. I note that in some cases, the very framing of

an “intervention”, as a discrete or packaged action towards change, may undersell the scope of

what may be needed–given how deeply entrenched modularity is within software engineering,

or profit incentives within firms, for example.

My work shows how practitioners’ understandings of their responsibility and agency limit

what ethics work is done. Therefore, those designing tech interventions (e.g., checklists [3,
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165]s) should first seek to understand the agency and responsibility of those they hope will use

their intervention, lest they design an intervention that works in theory but which practitioners

feel unable or unmotivated to use in practice. For example, many of the practitioners I report

on in Chapter 3 worked in companies with tools and processes designed to enable Responsible

AI: but divisions of labor and authority, notions of scale, and other factors meant these inter-

ventions were often seen as meaningless. My research shows that practitioners sense of agency

and responsibility is informed by their position on the supply chain, decision making power, and

proximity to a particular user. By accounting for target users’ agency and responsibility, this

will help designers ensure the interventions they propose do not only work in the lab [96], but

are able to more effectively transfer to changes in practice. Indeed, interventions like checklist

or guidelines seeking to work under divisions of labor and uncertain responsibility should seek

to delineate ethics labor, making it more specifically clear who is supposed to do which task,

in order to localize interventions to different roles within technology companies, and help ease

coordination challenges across roles [76]. However, if interventions do seek to delineate labor,

there is a risk that this will reify discursive closure in how they are applied, by rendering only

very narrow kinds of input legitimate from each role. Following my examination of discursive

closure [57] in how tech practitioners discuss ethics in Chapter 5, I suggest ways discursive

closure may be avoided in ethics interventions, including the use of informal and hypothetical

contexts, and allowing people to speak from their own personal experiences. However, even

writing what is or is not in scope for a given intervention (i.e., technical considerations only?

customers? business models?) will help, by rendering this visible and more easily contested,

rather than this being presented as natural [186]

Some practitioners disavow any responsibility, as I show in Chapters 2 and 3, often under-

pinned by commitments to permissive software licenses or technical practices of software mod-

ularity. As I argued in Chapter 3, modularity functions not only as a technical practice but as

an epistemic culture, which often serves to bracket off harms not addressable within the module
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practitioners may be working on. Challenging the technical practice of modularity may be a

practically difficult exercise (as I discuss above), but future tech ethics interventions may seek to

challenge the negative cultural side effects of this deeply entrenched practice, by seeking to com-

bat ethical disavowal which accompanies it. In a company context, this may look like intervening

to make connections in supply chains more explicit, possibly using means I show in Chapter 3,

including highlighting the power of contractual obligations, marketing, relationships with family

and friends, or journalism in intervention design. In an open source context, this may include

further development of open source licenses, manifestos, and contributor guidelines, along with

other ways of countering the norm of ‘for use by anyone for anything’ [238]. Platforms host-

ing open source code could recognize the power they have to set norms or platform policy, and

choose to intervene and make demands that projects take steps to enforce policies against harmful

or illegal uses, as I show happens already in Chapter 2, at least in an ad-hoc manner.

Tech ethics interventions sometimes assume developers can know who will use their technol-

ogy, and control how it is used. In Chapter 2, I introduce this as “Assumptions of Downstream

Control”: tech ethics interventions sometimes assume a single organization has control over the

development process, or whether and how interventions are employed. For example, Google’s

Responsible AI tutorial for TensorFlow lists “Who am I building this for? [...] How are they

going to use it?” as primary questions to ask before starting to build something [78]. However,

my work in Chapters 2 and 3 show how these are often questions that developers are unable to

answer. Interventions must be designed to operate under weaker Assumptions of Downstream

Control, which often only hold in large, vertically integrated technology companies which con-

trol a large majority of their tech stack, and often still only for products deployed to users directly.

Obliquely recognizing this, a different document from Google outlining their broader approach

to Responsible AI recognizes how questions of downstream control and use are not often answer-

able, instead asking “how closely the solution is related to or adaptable to a harmful use” and

“whether we are providing general-purpose tools, integrating tools for customers, or developing
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custom solutions” [208]. Future tech ethics interventions should ideally find ways to spell out the

the answers to these questions at the outset, but if downstream control cannot be assumed, help

practitioners better think through ways their work may enable or be adapted for harmful uses.

Interventions may seek to help practitioners communicate their concerns, forge relations,

or build collective power. As I show in Chapter 4, fixing small ethics bugs often boils down

to negotiating with managers to dedicate resources to do so. Past work designing tech ethics

interventions seeks to help legitimize this work [165]. Future tech ethics interventions could

focus on helping practitioners communicate their concerns, better understand the incentives of

those who have power to deploy resources to remedy them, and establish processes or bodies to

protect employees as they raise concerns.

However, as discussed also in Chapter 4 larger ethics problems often question the fundamen-

tal incentives of a practitioner’s organization or industry, and in a world where ethics work is

too often left to individual practitioners [277], tools to build their collective power would prove

useful here. Therefore, future tech ethics interventions could focus on helping practitioners build

relations across the fractures in supply chains that I demonstrate in Chapter 3. In the small scale,

this may look like informal networks, outside of company structures, to help practitioners meet

more of the “many hands” [194] which have a part in working on related technology. One way

of building informal networks outside of company structures may take the form of games, as I

explore in Chapter 5, and this work provides a possibly more nuanced and realistic mechanism

for action: building relations between partial knowledges, that may form a basis for future ac-

tions, rather than assuming agreements in-game will directly transfer to real world action. This

may also look like interventions designed to help practitioners engage in “soft resistance”, which

I demonstrate in Chapters 3 and 4, and as found in past work [276]: slow walking projects, doing

bad work, and other methods of quietly subverting company incentives. In the large, this may

look like interventions designed to help practitioners unionize their workplace and engage in

wider collective action [4].
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Despite warnings on the follies of technosolutionistic approaches to tech ethics that I and

others make (Chapter 2, also [108, 142, 277]), there can be a partial role for technological in-

terventions to support the creation of ethical technology. In cases where downstream control is

needed but cannot otherwise be achieved, technological solutions such as encryption or moni-

toring [134] may help prevent or detect proscribed uses, respectively. My findings in Chapters 3

and 4 show that practitioners often do not know how their code is used, but often develop ethical

concerns about this use once they do. To help discover this use, open source platforms or others

may seek to trace the usage of code throughout repositories, to reassemble dislocated software

supply chains. This may help practitioners understand how the fruits of their labor are used,

and make decisions on what they work on in the future accordingly. This would require much

engineering resources to build–but surely no more than did the Amazon Echo I opened my thesis

by discussing.

6.3 For Education

My research in Chapters 3 and 4 demonstrate real world ethics concerns that practitioners face

“in the wild”, which are sometimes more banal than those which garner media attention [58].

This may help tailor education towards the kinds of ethics issues and barriers to resolving them

which students may face in their future career, and may support students in developing a sense of

their own personal codes of ethics (as some courses already do [90]) that is informed by specific

ethics issues my research shows that practitioners have faced in the past. Also, my research

shows strategies (Chapter 4) and relations (Chapter 3) that practitioners seek to use to resolve

their ethical concerns, and while some tech ethics courses do include some training on this–

for example, focusing on communication and argumentation skills [90]–my research may help

broaden the range of strategies taught to students to raise ethical concerns to managers, and see

them resolved.

However, my work shows that a strongly communicated or argued ethical concern is rarely
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enough. Ethics education should consider teaching about ways of advocating for ethics that do

not depend on persuasion but instead teach students to build counterpower to resist organizational

incentives (recognizing that this places a lot of onus on individuals, see Policy interventions enu-

merated below). My research shows how a significant source of power engineers have is in their

labor (Chapter 4), in the absence of being able to otherwise resolve their concerns, participants

refuse jobs or find ones which align with their ethical views. Similarly, ethics education could

therefore consider including career counseling, to help students find jobs that align with their eth-

ical views or concerns. As some may already, more courses should consider teaching about tech

worker collectives and unions, some of which advocate for ethical concerns in addition to more

traditional labor issues such as benefits or pay, such as the right to “raise concerns about prod-

ucts, initiatives, features, or their intended use that is, in their considered view, unethical” [4].

Courses should consider including content on more subversive tactics of soft resistance–slow

walking unethical projects, for example–as my work in Chapter 3 and others [276] show how

these strategies can be effective, if partial.

Tech ethics education should consider framing tech ethics as a supply chain problem, by

including content beyond the ways to build “more ethical” discrete technological systems. Ac-

cording to a recent review of syllabi, issues of “fairness, bias, and profiling” within algorithmic

and AI systems were a predominant focus in tech ethics courses [90]. This is good, but as my

findings in Chapters 2, 3 and 4 show, incomplete. Courses should help students learn to see

how systems are situated within a wider supply chain of modules and organizations, each hav-

ing different intended uses, representing creators’ partial knowledges, and imbued with different

kinds of “ethical debt” [89]. This will help students understand tech ethics as a wider process

where technology has politics [272], and that organizations, relations between them, and their

incentives and downstream customers merit scrutiny.

Similarly, tech ethics education should educate students about the power dynamics which

may await them in their future employment, as informed by my research. The same survey of
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tech ethics courses referenced above [90] found that the majority of courses tend to be designed

to help students “recognize ethical issues in the world”, with fewer than a quarter including

content on “capitalism, financial models” or other systems of power which await them in tech-

nology organizations in their future careers. My research can help teach future practitioners to

understand how these systems of power may affect their future practice of tech ethics.

Finally, my work shows that engineers may use arguments of technological solutionism dis-

avow ethical responsibility (Chapter 2). Even if this education is designed for future software

engineers, for whom technical approaches to solving ethical issues are most likely to be within

the authority of their job role, future engineers should be taught to recognize the limits of these

arguments, as some educational approaches already attempt to do [21].

6.4 For Policy

A key insight of my work is that policy makers should reject self-regulatory approaches, such as

those based on AI ethics guidelines that companies often develop themselves [137], because they

rely on individual practitioners having authority within their organization to operationalize and

implement them, which in Chapters 3 and 4, I show is often not the case. These guidelines [137]

are also often narrowly scoped to questoins of design rather than use [108, 142], but my work

provides evidence that practitioners’ ethical concerns exceed this scope in ways that they do not

have the power to address. This motivates the need for regulation to account for these larger

scoped concerns about the business uses that new technology enables.

My work in Chapter 4 shows that given the lack of agency to act on ethics within their job

role, software engineers instead seek to quit jobs they find unethical and find ones that align

better with their ethical views. However, in the past, technology firms have colluded to not hire

employees from their competitors, and other actions which the US Department of Justice said

“disrupted the normal price-setting mechanisms that apply in the labor setting” [2]. Tech com-

panies have also engaged in union busting [74], foreclosing another mechanism which may help
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practitioners resolve their ethical concerns [4]. My research in Chapter 4 also shows that some

practitioners on employment-based visas cannot quit jobs even when they develop ethical con-

cerns with what they’re asked to do, because of this immigration precarity. Therefore, regulatory

and enforcement agencies should examine ways of tracking and better protecting tech workers’

right to bargain collectively and raise legitimate workplace concerns without fear of reprisal.

My work motivates a supply chain view of regulating technology companies. OpenAI re-

cently disavowed ethics issues in how Kenyan data labelers identify traumatic content in their

datasets, by saying that they had subcontracted this out to another firm and thus these working

conditions were not their responsibility [5]. Policymakers seeking to regulate AI should hold

companies accountable for conducting due diligence for ethics issues in their software supply

chain, analogously to how existing laws seek to hold suppliers of physical goods responsible

for supply chain ethics issues like child and slave labor. This regulation may require companies

to verify that the datasets were collected with consent, or whether upstream crowdworker data

labelers were properly paid. This approach may also look down the supply chain, perhaps taking

a “product safety” framing, such as requiring that companies verify that models companies seek

sell or use in a specific domain are indeed fit for that purpose (e.g., in medicine or legal contexts),

especially as recent examples show that not doing so can cause harm [278]. Other approaches

may include demanding supply chain transparency, for example demanding companies reveal

which libraries, models, or datasets they use, to permit scrutiny and audits by external third par-

ties. In particularly high stakes (such as recidivism prediction tools) or regulated contexts (such

in fair housing advertising), regulation should demand that companies release the models and

source code, to aid in audits which policy could also require.

Past research into ethics concerns and how practitioners respond to them tend to focus on

marquee US-based technology companies [122, 165]. Some of this scrutiny is warranted, as these

companies tend to be economically powerful and also drive a fair amount of AI ethics discourse

through their issuance of AI ethics guidelines [137]. However, past policy research has suggested
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that many ethics issues “are important but arcane and not conducive to media coverage”, and

noting this may be true “in particular for low-visibility AI companies, including those that do not

market to the public but instead sell their AI to governments or other companies.” [58]. Across all

of my interviews which are the basis of the work presented here, very few (on the order of three)

were with participants working in marquee tech companies (so called FAANG companies, i.e.,

Google, Facebook, Microsoft, or similar). My research demonstrates a wider variety of ethical

concerns that software engineers working outside of technology companies may face, and which

policymakers should attend to. Software engineers and tech ethics concerns exist outside of

FAANG, but may not get as much scrutiny due to their lower profile [58].

My work also motivates expanding policy attention beyond company contexts, where some

existing regulatory levers exist, to open source software, where due to its decentralization and

lack of central corporate governance structure, traditional approaches to regulation are difficult.

This may include scrutinizing content policies for platforms which host open source projects

designed for the creation of illegal content, recognizing the power of platforms as I lay out in

Chapter 2. However, given corporate control over many open source AI projects–and corporate

lobbying for an “open source exception” to recent proposed AI regulations [102]–regulators

should not paint open source with a broad brush, instead being attentive to corporate power and

interests masquerading as free software, which has traditionally opposed it [62].
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