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Abstract

Cameras are everywhere, and are increasingly coupled with video analytics software that can iden-
tify our face, track our mood, recognize what we are doing, and more. We present the results of a
10-day in-situ study designed to understand how people feel about these capabilities, looking both
at the extent to which they expect to encounter them at venues they visit as part of their everyday
activities and at how comfortable they are with the presence of such technologies across a range
of realistic scenarios. Results indicate that while some widespread deployments are expected by
many (e.g., surveillance in public spaces), others are not, with some making people feel particu-
larly uncomfortable. Our results further show that people’s privacy preferences and expectations
are complicated and vary with a number of factors such as the purpose for which footage is cap-
tured and analyzed, the particular venue where it is captured, or whom it is shared with. Finally, we
consider recent technical advances where video analytics can only be used on footage of individu-
als who consent to it (“opt in”). New regulations such as the General Data Protection Regulation
actually mandate obtaining such consent “at or before the point of collection.” Because obtaining
consent from users at or before each point of collection could result in significant user burden, we
use our data to explore the development of predictive models that could one day assist people in
managing such consent. Our results are rather encouraging.





1 Introduction

In August of 2019, a high school in Sweden was �ned for unnecessarily relying on facial recog-
nition to track students' attendance, despite obtaining consent [3]. Over the past few years, the
growing deployment of video analytics has prompted increased scrutiny from both privacy advo-
cates and regulators [29, 24]. Yet, little is known about how people actually feel about the many
different contexts where this technology is being deployed. Video analytics technologies such
as facial recognition have generally become increasingly accurate thanks to recent advances in
deep learning and computer vision [39], even if some deployments have also been shown to suffer
from race and gender bias [74, 40]. The increasing ubiquity of video analytics is contributing to
the collection and inference of vast amounts of personal information, including not only people's
whereabouts, their activities, whom they are with, and information about their mood, health, and
behavior. As the accuracy of algorithms improves and as data continue to be collected across an
ever wider range of contexts, inferences made from this data can be expected to reveal ever more
sensitive information about individuals. To make things worse, such data collection and usage
often take place without people's awareness or consent. While video analytics technologies ar-
guably have many potentially bene�cial uses (e.g., law enforcement, authentication, mental health,
advanced user interfaces), their broad deployment raises important privacy questions [90].

In the US, the GAO and NIST have recommended more transparency when it comes to appro-
priate use of facial recognition [93, 4]. New regulations such as the European Union's GDPR and
the California Consumer Privacy Act (CCPA) actually mandate speci�c disclosure and choice re-
quirements, which apply to the deployment of video analytics technologies (e.g., opt-in or opt-out).
While these regulations are important steps towards providing data subjects with more information
about and more control over their data, they do not specify how people should be noti�ed about the
presence of video analytics, or how to effectively empower them to exercise their opt-in or opt-out
rights. This includes addressing questions such as when to notify users, what to notify them about,
how often to notify them, how to effectively capture their opt-in or opt-out choices, and more.
Our research aims to address these issues by developing a more comprehensive understanding of
how people feel about video analytics deployments in different contexts, looking both at the extent
to which they expect to encounter them at venues they visit as part of their everyday activities
and at how comfortable they are with the presence of such technologies across a range of realistic
scenarios. Our study is organized around two broad sets of questions.

The �rst set focuses on understanding people's privacy expectations and preferences. This
includes looking for possible social norms that might extend to a larger population [67], or alter-
natively identifying differences in how people respond to various deployment scenarios.

The second set of questions is motivated by recent technical advances introduced by Das et
al.[27], namely (1) the development of real-time face denaturing functionality that enables video
analytics software to only be applied to people who provide consent, and (2) the development
of a privacy infrastructure for the Internet of Things (IoT) that enables entities deploying video
analytics software to publicize their data practices and allow data subjects to opt in or out of having
their footage analyzed and/or shared. Using this functionality, it becomes possible to notify people
in real-time as they approach areas where video analytics technologies are deployed and allow
them to selectively opt in or out—as required by regulations such as GDPR or CCPA. Because
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expecting people to manually opt in or out of video analytics each time they come near this type
of functionality would entail an unrealistically high number of privacy decisions, we use our data
to explore the feasibility of developing predictive models that could assist users with their privacy
decisions—with users able to review recommendations from the predictive models.

The main contributions of this work are as follows:

• We conducted a �rst 10-day in-situ study of people's privacy expectations and preferences
across a wide range of realistic video analytics deployment scenarios. We offer an in-depth
analysis of the data collected as part of a study involving 123 participants who provided
us with detailed insight into their degree of awareness and comfort across a total of 2,328
deployment scenarios.

• Our analysis reveals that many people have little awareness of many of the contexts where
video analytics can be deployed and also show diverse levels of comfort with different types
of deployment scenarios. Noti�cation preferences are also shown to be diverse and complex,
and seem to evolve over time, as people become more sophisticated in their expectations as
well as in their realization of the number of noti�cations they are likely to receive if they are
not selective in their noti�cation preferences.

• We use the data collected as part of our study to explore the feasibility of developing predic-
tive models to help people cope with the large number of allow/deny decisions they would
otherwise have to make each time they encountered video analytics deployments. In particu-
lar, we show that even using simple clustering techniques, it is possible to accurately predict
people's privacy decisions across many deployment scenarios. We discuss different ways in
which this type of technology could be con�gured to help people more effectively manage
opt-in or opt-out privacy decisions they are entitled to under new regulations such as GDPR
and CCPA.

2 Related Work

2.1 Privacy Challenges of Video Analytics

Video analytics, often equipped with facial recognition, is increasingly being integrated with the
Internet of Things (IoT) systems [47, 62, 46]. Data privacy has been a central discussion in IoT [71]
because IoT systems rely on the collection and use of contextual information (e.g., people, time,
location, activity) in environments that often contains identi�able personal data [72, 73, 18]. Re-
searchers have explored technical solutions to safeguard user data in IoT [30, 31, 83], including al-
gorithms to avoid being tracked by video analytics [87, 99, 86]. However, transparency around IoT
data privacy remains an unsolved issue [78, 18]. People often have no way to know the existence
of video analytics deployments in their daily environments, what personal data is being collected,
what purpose the footage is used for, and how long the footage will be retained. Moreover, video
analytics has unique data privacy challenges. First, it can collect people's biometric data (e.g., fa-
cial features, body pose) [75], which is considered more sensitive than digital identi�ers like email
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addresses. Second, it can be applied later to video footage already collected by existing cameras
for a myriad of purposes (e.g., security, operation optimization, targeted advertising).

These challenges indicate that the privacy implications of video analytics differ greatly in real-
world scenarios, and should be evaluated case by case. Nissenbaum's privacy as contextual in-
tegrity framework [67] is a theory best suited to evaluate the appropriateness of data practices of
new technologies by considering important contextual factors. Under the framework, data prac-
tices can be evaluated against certain privacy norms in �ve information �ow parameters — the
sender, the recipient, the attribute, the subject, and the acceptable transmission principle. Changes
to these parameters are likely to cause a privacy norm violation and must be examined closely [68].
However, privacy norms can vary across societies/cultures and may change over time, so existing
privacy norms may not be suitable for new technologies like facial recognition in video analytics.
Therefore, the �rst step to address data privacy challenges of video analytics is to establish a base-
line of privacy norms by understanding people's opinions and attitudes towards the technology.

2.2 Sampling and Modeling Privacy Preferences

Researchers have made initial progress in discovering privacy norms with IoT technologies in gen-
eral by sampling people's privacy expectations and preferences through vignette scenarios using
large-scale online surveys [10, 65]. However, vignette studies are limited because participants have
to imagine themselves in hypothetical scenarios that are not immediately relevant [6]. The expe-
rience sampling method (ESM), where both the context and content of individuals' daily life are
collected as research data, better examine links between external context and the contents of the
mind [42]. Particularly, mobile-based ESM can prompt participants with the actual context they
are in, enabling the collection of higher quality, more valid responses [13, 25]. This motivates us
to use ESM to elicit people's privacy expectations and preferences towards video analytics. As
part of this study, we notify participants about realistic scenarios of video analytics deployment
that could happen at the places they actually visit. Then, we ask about their privacy preferences
towards these scenarios in situ, aiming to collect high quality responses to elucidate privacy norms
regarding video analytics.

This study is also related to previous research on privacy preference modeling. Prior work
has shown that individual privacy preferences vary greatly from one person to another and across
different data collection and use scenarios [57, 51, 88]. One-size-�ts-all models are often unable
to capture individuals' diverse privacy preferences when it comes to the collection and use of their
data by mobile and IoT technologies. Research on mobile app permission preferences has shown
that it is often possible to identify common patterns among the privacy preferences of different
subgroups of users [56, 63]. Similar results have been reported in the context of IoT scenarios [51,
52, 65]. Some of this work has also demonstrated the use of machine learning models to predict
individuals' privacy preferences [59, 97] and help them manage their privacy decisions [58, 98].

2.3 Designing and Implementing Privacy Assistants

The past ten years have seen a proliferation of privacy settings, whether to enable users to block
web trackers or to deny mobile apps access to their location. In practice however, users often

3



struggle to con�gure privacy settings to match their privacy preferences, whether it is because
these settings are unintelligible [84], or because the number of available settings is unmanageable
[7, 88, 57, 59], or both.

To overcome these usability challenges, recent research has advocated the introduction of “pri-
vacy assistants” to (1) notify people about sensitive data collection and use practices and motivate
them to manage associated privacy settings [9], and to (2) also help them con�gure privacy set-
tings [58, 79]. Privacy assistants can be enhanced by incorporating machine learning models of
individuals' privacy preferences to further reduce user burden [98, 57, 59, 58, 91]. For example,
Liu et al. successfully demonstrated an Android privacy assistant app that relied on machine learn-
ing to generate personalized recommendations about which permission to grant or deny to different
apps based on a small number of personalized questions answered by each user [58]. Users could
review the recommendations and decide whether or not to accept them. The authors report on a
pilot of this technology in the wild, with users indicating they saw value in the way in which this
technology made it easier for them to manage a large number of privacy decisions without taking
away control over their privacy decisions.

There is a growing body of research focusing on helping people manage their privacy in IoT
contexts [33, 26]. This work ranges from the delivery of machine-readable privacy notices to users
who are responsible for manually making all privacy decisions [44] to functionality that leverages
models of individuals' privacy preferences to help them manage their privacy. The latter includes
the use of machine learning to generate privacy setting recommendations that users can review and
accept (or reject) [58] as well as functionality that attempts to automate some privacy decisions
on behalf of users [33]. Recent work generally indicates that people appreciate privacy assistant
technology that helps them manage privacy decisions, while it also reveals that not everyone feels
the same way about how much control they are willing to give up in return for a lighter user bur-
den [21]. The work reported herein is intended to supplement this prior research by providing a
more in-depth understanding of individuals' privacy expectations and preferences in the context of
a diverse set of video analytics scenarios. By understanding how rich and diverse people's expec-
tations and preferences actually are across these scenarios, we aim to build a better understanding
of the complexity involved in notifying people about the presence of video analytics deployments
and in enabling them to effectively manage associated privacy choices.

3 Designing an Experience Sampling Study

3.1 Experience Sampling Method

Context has been shown to play an important role in in�uencing people's privacy attitudes and de-
cisions (e.g., contextual integrity [68]). Studying people's privacy attitudes through online surveys
is often limited because participants answer questions about hypothetical scenarios and often lack
context to provide meaningful answers. Accordingly, we conducted an experience sampling study,
where we collected information about people's responses to a variety of video analytics deploy-
ments (or “scenarios”) in the context of their regular everyday activities. The experience sampling
method [42] has been repeatedly used in clinical trials [95, 48], psychological experiments [43, 17]
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and human-computer interaction (HCI) studies [80, 36], yielding “a more accurate representation
of the participants' natural behaviour” [94]. This enables us to engage and survey participants in
a timely and ecologically valid manner as they go about their normal daily lives [70]. Participants
are prompted to answer questions about plausible video analytics scenarios at places representative
of their actual whereabouts.

3.2 Selecting Realistic Scenarios

Previous research mainly surveyed participants' privacy attitudes in the context of generic IoT sce-
narios, including some facial recognition scenarios [65, 52]. By systematically exploring more
concrete scenarios in actual settings associated with people's day-to-day activities, we are able to
elicit signi�cantly richer reactions from participants and develop more nuanced models of their
awareness, comfort level, and noti�cation preferences pertaining to different deployment scenar-
ios. The scenarios considered in our in-situ study were informed by an extensive survey of news
articles about real-world deployments of video analytics in a variety of different contexts (e.g.,
surveillance, marketing, authentication, employee performance evaluation, and church attendance
tracking). These scenarios provided the basis for the identi�cation of a set of relevant contextual
attributes which were randomly manipulated and matched against the different types of venues our
subjects visited to ensure that the scenarios presented to them were consistent with the scenarios
identi�ed in our survey.

Our baseline scenario described the use of generic surveillance cameras with no video analyt-
ics. All other scenarios in our study involved the use of some type of video analytics.Security-
related scenarios included automatic detection of petty crime [81], and identi�cation of known
shoplifters and criminals in public places [45, 23, 2, 37]. Scenarios forcommercialpurposes
included helping businesses to optimize operations [69, 82, 64], displaying personalized adver-
tisements based on the detection of demographic features [34, 37, 76, 92], collecting patrons'
facial reaction to merchandise [15, 20, 85, 16], and detecting users' engagement at entertainment
facilities [60, 53, 96]. Other signi�cant use case scenarios revolve aroundidenti�cation andau-
thentication. Here, we considered two broad categories of scenarios: (1) replacing ID cards with
facial authentication in schools, gyms, libraries, and places with loyalty programs [32, 66, 11, 89],
and (2) attendance tracking in the workplace, at churches, and at gyms [38, 12, 11]. Lastly, we
included a small number of plausible, yet hypothetical, scenarios inspired by emerging practices as
discussed in news articles or as contemplated in research. This includes health insurance providers
using facial recognition and emotion analysis to make health-related predictions [55, 8, 77]; em-
ployers using emotion analysis to evaluate employee performance [28, 35, 49, 54]; and hospitals
using emotion recognition to make health-related predictions [1, 35, 41].

In total, we identi�ed 16 purposes, as shown in Table 1, representative of a diverse set of video
analytics scenarios. A representative list of the scenarios as well as the corresponding text shown
to participants to elicit their reactions can be found in the Appendix (Table 6). The scenario text
was crafted through multiple iterations to sound plausible without deceiving participants.
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Attribute Name Values

Purpose

Generic Surveillance,
Petty crime detection
Known criminal detection
(Anonymous) people counting
(Individualized) jump the line offers
(Anonymized) demographic ad targeting
(Individualized) ad targeting
(Anonymized) sentiment-based ad targeting
(Individualized) sentiment-based ad targeting
(Anonymous) sentiment-based customer service evaluation
(Individualized) customer engagement detection
Attendance tracking
Using face as IDs
Work productivity predictions
Health predictions - eatery visits
Health predictions - medical visits

Anonymity level
No video analytics
Anonymous face detection
Facial recognition

Retention of
ephemeral, 30 days, unspeci�ed

raw footage
Retention of

ephemeral, 30 days, unspeci�ed
analysis results
Sharing speci�ed Yes, No
Detection of who

Yes, No
people are with

Type of places
store, eatery, workplace, education, hospital, service,
alcohol, entertainment, �tness, gas, large public places,
transportation, worship, library, mall, airport, �nance

Table 1: Contextual attributes: Among all the possible combinations of these attributes, our study
focused on a subset of 102 scenarios representative of common and emerging deployments of video
analytics technology.

3.3 Factorial Design

We employed a factorial study design and developed a taxonomy that captured a representative set
of attributes one might expect to in�uence people's privacy attitudes. These attributes are shown
in Table 1. We speci�ed a discrete set of possible values for each attribute, taking into account
our desire to cover a broad spectrum of scenarios while also ensuring that we would be able to
collect a suf�ciently large number of data points for each scenario. Here, we differentiate between
the retention time of raw footage and of video analytics results because raw video data, containing
biometrics, can be very sensitive, and possibly be exploited for additional analyses afterwards.
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3.4 Study Protocol and Procedures

The 10-day study comprised the following �ve stages.
Stage 1: Eligible participants completed the consent forms for this study, and downloaded

the study app from the Google Play Store. Upon installing the app, participants completed a pre-
study survey about their perceived knowledge level, comfort level, and noti�cation preference with
regard to facial recognition.

Stage 2:Participants were instructed to go about their regular daily activities. The study app
collected participants' GPS locations via their smartphones. As they visited points of interest,
namely places for which we had one or more plausible deployment scenarios, the app would send
them a push noti�cation, prompting them to complete a short survey on a facial recognition sce-
nario pertaining to their location, as illustrated in the app screenshots in Fig. 1(i)–(iv). The protocol
limited the number of scenarios presented to each participant to 6 per day, though most of the time
participants' whereabouts would trigger a smaller number of scenarios—closer to 3 per day.

Stage 3:On the days participants received push noti�cations via the app, they also received an
email in the evening to answer a daily summary web survey (“evening review”). This web survey
showed participants the places they visited when they received noti�cations, probed reasons for
their in-situ answers, and asked a few additional questions. See Fig. 1(v) for an example of the
evening review.

Stage 4: After completing 10 days of evening reviews, participants concluded the study by
�lling out a post-study survey administrated via Qualtrics. This survey contained free-response
questions about their attitudes on facial recognition, their responses to three scenarios, the 10-item
IUIPC scale on privacy concerns [61], as well as additional demographic questions like income,
education level, and marital status.

Stage 5 (Optional): Participants who indicated they were willing to be interviewed in their
post-study survey may be invited to an online semi-structured interview. The interview contained
questions about study validity, perceptions of scenarios, and clari�cations with regard to their
earlier responses.

To maximize the contextual bene�ts provided by the experience sampling method [19], we
designed a sophisticated payment scheme to incentivize prompt responses to in-situ noti�cations.
Participants were compensated $2 per day for each day of the study. They received an additional
25 cents per noti�cation they responded to within 15 minutes, or 10 cents if they responded to
the noti�cation between 15 and 60 minutes. We also compensated them $2 for the time spent on
answering pre-study and post-study surveys. In total, participants could earn between $37 and $52
and were compensated with Amazon gift cards. Participants who completed the online interviews
were awarded $10.

3.5 Ensuring Study Validity

Due to the complexity and the number of different components of the study framework, we con-
ducted several pilot rounds, with initial rounds involving members of our research team and later
rounds involving a small number (N=9) of external participants. Each pilot round helped identify
issues that needed to be addressed, whether in the form of small re�nements of our protocol or
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adjustment to technical components of our system (e.g., study app, web survey app, study server).
Below, we brie�y discuss the two most important re�nements that were made as a result of this
process.

Because of the limitations of location tracking functionality, we determined that we could not
automatically pinpoint the location of our subjects and use that location to automatically identify
a relevant video analytics scenario. Instead, we opted to use location tracking to automatically
generate a drop-down list of venues near our subject. We then asked them to select the actual
venue where they were. The drop-down list of venues always included three additional options: “I
was somewhere else in the area,” “I was passing by,” and “I was not there.” This ensured that our
protocols also accounted for missing venues, situations where our subjects were passing by a given
location (e.g., being stuck in traf�c), as well as situations where location tracking was potentially
inaccurate. Participants still received payments for each scenario when they selected one of these
three additional choices. In other words, they had no incentive to select a place which they did not
visit.

During the �rst pilot, we found that some participants did not seem to pay close attention to
some of the scenario attributes (Table 1). This was remedied by introducing two multiple-choice
attention check questions (see Figure 1(ii)). These questions required participants to correctly iden-
tify two different and randomly selected contextual attributes assumed in the scenario (attributes in
Table 1, excluding type of places). Participants were only allowed to proceed with the remaining
in-situ questions once they had passed the two attention checks. These attention checks proved
rather effective, as discussed in the Section 4.3.

3.6 Recruitment and Ethics

We recruited participants using four methods: posts on local online forums for the Pittsburgh area
(e.g., Craigslist, Reddit), posts in a university-based research participant pool, promotional ads on
Facebook, and physical �yers posted on local community bulletin boards and at bus stops. Potential
participants were asked to take a short screening survey to determine eligibility (age 18 or older,
able to speak English, using an Android smartphone with data plan). The screening survey also
displayed the consent form for the study and collected basic demographic information such as age,
gender, and occupation. Recruitment materials, the consent form, and the screening survey did
not mention or refer to privacy. We tried to avoid convenience samples of undergraduate college
students, and purposely looked for participants with a variety of occupations.

This research was approved by our university's institutional review board (IRB) as well as the
funding agency's human research protection of�ce. As location data collected over a period of time
can be particularly sensitive, we refrained from using off-the-shelf experience sampling software
and developed our own system and location-aware Android app.
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4 Analyzing Privacy Attitudes

4.1 Participants and Responses

A total of 164 individuals (excluding 9 pilot participants) took part in the study and downloaded
our study app from the Google Play Store between May and November 2019, among which 124
completed the 10-day study. One participant was removed due to poor response quality as that
person selected “I was somewhere else” for all the noti�cations received. Among the remaining
123 participants, 10 (8%) were 18-24 years old, 67 (54.5%) were 25-34, 29 (23.6%) were 35-44,
10 (8%) were 45-54, 4 (3%) were 55-64, and 3 (2%) were between 65 and 74. In our sample, 58%
identi�ed as female, 41% as male, and 2% as other. Most participants were highly educated: 43
(35%) had bachelor's degrees, and 46 (37%) had graduate degrees. Half of the participants were
single and never married, and 42% were married or in a domestic partnership. The majority of our
participants (82%) reported having no children under 18 living with them. Participants reported
diverse occupations (Table 4 in the Appendix). The average IUIPC factor scores of our participants
were shown in Table 2. Comparing our results with those of a large MTurk sample from another
study (N=1007) [65] using Mann-Whitney U tests, we found no difference in the collection and
the awareness factors, and a signi�cant difference in the control factor with a small effect size
(r = 0:1; p < 0:01).

Ours Mean [SD] MTurk Mean [SD] Reject H0
IUIPC-Collection 5.90 [1.04] 5.79 [1.11] No
IUIPC-Control 6.21 [0.78] 5.95 [0.90] Yes
IUIPC-Awareness 6.53 [0.66] 6.44 [0.82] No

Table 2: Comparison of IUIPC scores of our participants (N=123) with an MTurk sample
(N=1007). H0 stipulates that two samples come from the same population. Cannot reject H0
means that 2 groups are not signi�cantly different.

We recruited interviewees about halfway through the study. Participants were selected based
on their demographics. We sent out 17 invitations and conducted online interviews with 10 partic-
ipants who followed up.

In total, participants were sent 3,589 noti�cations, prompting them to identify their speci�c
location (Fig. 1(i)). In the majority of cases (65%), our system was able to retrieve a scenario
relevant to the location reported by the participant, such as the two different scenarios shown in
Fig. 1(ii) and (iii). For the remaining 35%, the system did not have a pre-identi�ed scenario that
matched the response provided by the participant, in which case we were unable to elicit any
additional information from the participant for that particular location. Based on answers provided
by participants, common examples of such situations included the participant being at home or
visiting a partner, friend, or relative. Other situations included the participant waiting for a bus or
passing by a location. In some instances, participants reported that they did not see the location at
which they were in the drop down menu shown to them (Fig. 1(i)). This seemed to most commonly
occur when participants were in parks, parking lots, farmers' markets, new establishments, or small
local stores.
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For the 65% of the 3,589 noti�cations, once participants had reported their location, they were
presented with a plausible scenario given their reported location, and were prompted to answer
a few quick questions related to that scenario (e.g., see Fig. 1(ii) and (iii)). In addition to these
in-situ responses, they were also requested to answer a more complete set of questions about the
scenario in the evening. As a result, we were able to collect in-situ and evening responses for a
total of 2,328 scenarios. Each participant on average provided in-situ and evening responses to 19
scenarios over a 10-day period, and received an average compensation of $41.

4.2 Collecting People's Privacy Attitudes

When surveying participants' privacy responses to different facial recognition scenarios, we de-
cided to focus on four related sets of questions, namely how surprised they were by the scenario
presented to them (surprise level), how comfortable they were with the collection and use of
their data as assumed in that scenario (comfort level), to what extent they would want to be no-
ti�ed about the deployment scenario at the location they visited (noti�cation preference), and
whether, if given a choice (e.g., opt-in or opt-out), they would haveallowed or denied the data
practices described in that scenario at that particular location at the time they visited that loca-
tion (allow/deny preference). These questions were worded as follows—withController being a
variable that would be instantiated with the name of the venue participants were visiting:

• How surprised are you withController engaging in this data practice?

– Very surprised, Somewhat surprised, Not at all surprised

• How comfortable are you withController engaging in this data practice?

– Very uncomfortable, Somewhat uncomfortable, Somewhat comfortable, Very comfort-
able

• Would you want to be noti�ed of this data practice as you enterController?

– Yes, notify me every time it happens.

– Yes, but only once in a while to refresh my memory.

– Yes, but only the �rst time I enter this location.

– I don't care I am noti�ed or not.

– No, don't ever notify me.

• If you had the choice, would you allow or deny this data practice?

– Allow, Deny

Fig. 2 provides a summary of collected responses organized around the 16 different categories
of scenarios (or “purposes”) introduced in Table 1. As can be seen, people's responses vary for
each scenario. In other words, “one size �ts all” would fail to capture people's diverse preferences
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Figure 1: Screenshots of the study app and the web survey app used for the evening review

when presented with these different scenarios. At the same time, some scenarios elicit more con-
sistent responses from participants than others. For instance, generic surveillance scenarios appear
to surprise participants the least and to elicit acceptance by the most (close to 70% would agree to
such scenarios if given a choice and fewer than 10% reported feeling “very uncomfortable” with
such scenarios). Yet, even in the presence of such scenarios, 60% of participants reported they
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