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Abstract

The approximation of matrices by smaller, simpler, or structured matrices is a fundamental problem in various fields of mathematics and computer science including numerical linear algebra, graph algorithms, computational geometry, signal processing, statistics, machine learning, and optimization. Recently, matrix approximation has been particularly important in modern computing as a key technique for efficiently processing enormous datasets in running time and memory scaling linearly, or even sublinearly, in the size of the dataset. In this thesis, we develop new and improved algorithms for a wide variety of matrix approximation tasks, drawing particularly heavily from sketching and sampling techniques from randomized numerical linear algebra, as well as sparse optimization techniques. We also utilize and develop connections of these problems with the literature of geometric functional analysis.

We develop and improve foundational tools for matrix approximation, and find novel applications of these building blocks to solve central questions in matrix approximation. Some of the basic tools that we develop and sharpen include nearly optimal constructions of oblivious and non-oblivious subspace embeddings, improved low rank approximation algorithms, and new properties of \( \ell_1 \) regularization. Using our improved understanding of these primitives, we obtain a suite of applications such as the first polynomial space algorithms for high-dimensional computational geometry, nearly optimal algorithms for active linear regression, and the first nearly optimal coresets for multiple regression and subspace approximation. Many of our results have implications in big data computing settings, such as streaming, online, and distributed computation.
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Chapter 1

Introduction

Matrices are one of the most fundamental forms of representing data. As data-driven technologies proliferate throughout modern computer science, large matrices that represent enormous datasets have become central objects of study, and designing approximation algorithms for efficiently handling these matrices and datasets has become one of the most important computational challenges today. A natural and highly effective idea for computing with such large matrices is to first approximate them by smaller or more structured matrices, so that downstream algorithms enjoy a more well-behaved instance. Popular approximations that have been studied include low dimensional embeddings, low rank approximations, approximations by a small subset of rows or columns (subset selection and feature selection), projections onto a collection of points or subspaces (clustering and projective clustering), sparse linear combinations (sparse dictionary learning), or in general, any other structured object with efficient representation. We generally refer to such problems as *matrix approximation*, and algorithms and lower bounds for matrix approximation tasks are the focus of this thesis.

1.1 Randomized numerical linear algebra

The rise of the field of *randomized numerical linear algebra* [Mah11, Woo14, MT20] in the past two decades has been particularly fruitful for the development of algorithmic results for matrix approximation, and many results of this thesis are best placed in the context of this literature. Traditionally, the study of computational and numerical aspects of matrices and linear algebra, or *numerical linear algebra* [TB97, GVL13], focused on designing deterministic algorithms for manipulating matrices at machine precision, with input instances that are small enough to fit in memory. Thus, in this regime, algorithms are generally assumed to have access to the entire input instance, and running time and space complexity scaling polynomially in the input dimensions are acceptable. In contrast, randomized numerical linear algebra places an emphasis on massive input instances that arise in big data settings, where the datasets are so large that only small parts of the input can be accessed at a time, and algorithms must run in at most linear or even sublinear time to be considered practical. To handle such inputs, we allow for *randomized* and *approximate* algorithms, that is, the algorithm is allowed to fail with some small probability $\delta$ (say 1% probability), and is considered successful if it outputs a solution that is correct up to some
small tolerance parameter $\varepsilon$ (say 1% error in some appropriate sense).

### 1.1.1 Sketching

**Linear sketching** is a fundamental technique of randomized numerical linear algebra, where input matrices are compressed by multiplication with a random matrix. More concretely, sketching algorithms roughly follow the following framework. Given as input an $n \times d$ matrix $A$, first apply a random $r \times n$ matrix $S$ for some $r \ll n$ to obtain a compressed $r \times d$ input $SA$. Then, perform some computations on the compressed instance $SA$, and use the result to output a solution for the original instance $A$. By drawing the random sketching matrix $S$ from a carefully chosen distribution, this framework yields the fastest known algorithms for a wide range of linear algebraic tasks including linear regression, low rank approximation, matrix multiplication, and trace estimation [DMMW12, CW13, CEM+15, CNW16, MMMW21, CSWZ23, CDDR23] as well as further applications to clustering [CEM+15, MMR19], sparse dictionary learning [DDWY23], subspace approximation [FMSW10, CW15a], minimum volume enclosing ellipsoids [CCLY19, WY22a], graph algorithms [CKL22, AKY23], tensor decompositions [MWZ24], and far beyond. Sketching algorithms often (but not always) take $S$ to be drawn independently of the input $A$, which facilitates its application in settings when $A$ may change, for example if $A$ undergoes additive updates in a stream or is multiplied on the right by some projection. These sketches are known as oblivious sketches, and our results for oblivious sketching algorithms for matrix approximation is the subject of Part I of this thesis.

### 1.1.2 Subspace embeddings

The study of sketching algorithms and their applications has generated a number of foundational definitions for formalizing useful guarantees in matrix approximation. One such definition is that of a *subspace embedding*, which we describe here to provide a more detailed illustration of the sketching paradigm.

A subspace embedding is a notion of matrix approximation which considers an approximation $A'$ to be close to a matrix $A$ if the norms of vectors in $\text{colspan}(A') = \{ A' x : x \in \mathbb{R}^d \}$ are close to those of $\text{colspan}(A) = \{ Ax : x \in \mathbb{R}^d \}$. While $A'$ could, in principle, be constructed in any way, we will always focus on constructions of the form $A' = SA$ for a sketching matrix $S$ in this thesis.

**Definition 1.1.1 (Subspace embedding).** Let $A \in \mathbb{R}^{n \times d}$ and $S \in \mathbb{R}^{r \times n}$. Let $\kappa \geq 1$ be a distortion parameter and let $\| \cdot \|$ be a norm. Then, $S$ is a $\kappa$-approximate subspace embedding if

\[
\text{for every } x \in \mathbb{R}^d, \quad \| Ax \| \leq \| SAx \| \leq \kappa \| Ax \|. 
\]

One of the most ideal settings for the application of subspace embeddings is the design of efficient approximation algorithms for the overdetermined least squares linear regression problem [DMM06a, Sar06]. Let $A \in \mathbb{R}^{n \times d}$ be a tall $(n \gg d)$ design matrix and let $b \in \mathbb{R}^n$ be a label vector, and suppose that we want to efficiently approximate

\[
\min_{x \in \mathbb{R}^d} \| Ax - b \|_2^2,
\]
where $\|\cdot\|_2$ denotes the $\ell_2$ norm given by $\|y\|_2 = \sqrt{\sum_{i=1}^{n} y(i)^2}$ for an $n$-dimensional vector $y$. Classically, this problem requires $O(nd^2)$ time to solve exactly by using Gaussian elimination.\footnote{By using fast matrix multiplication, this running time can be improved to $O(nd^{\omega-1})$ for $\omega \approx 2.372$ [DWZ23, WXXZ23], but such algorithms are rarely used in practice.} However, if $n$ and $d$ are large, then this running time is much larger than the size of the input which is $nd$, and thus may be prohibitive. We will now describe a way to design much faster algorithms by using efficient constructions of subspace embeddings. Suppose that we have an algorithm for efficiently computing a $\kappa$-approximate subspace embedding $S \in \mathbb{R}^{r \times n}$ in the $\ell_2$ norm for the $n \times (d+1)$ matrix $[A \ b]$, that is, $A$ together with $b$ appended as an additional column. Note then that, for every $x \in \mathbb{R}^d$, \begin{equation}
\|Ax - b\|_2 \leq \|SAx - Sb\|_2 \leq \kappa^2 \|Ax - b\|_2, \tag{1.1}\end{equation}
since $Ax - b$ is in the column span of $[A \ b]$. Now suppose we set \[
\hat{x} := \arg \min_{x \in \mathbb{R}^d} \|SAx - Sb\|_2 \n\]
and \[
x^* := \arg \min_{x \in \mathbb{R}^d} \|Ax - b\|_2 \n\]
Then, $\hat{x}$ is a $\kappa^2$-approximately optimal solution since \begin{align}
\|Ax - b\|_2 &\leq \|SAx - Sb\|_2 \tag{1.1} \\
&\leq \|SAx^* - Sb\|_2 \quad \text{optimality of } \hat{x} \\
&\leq \kappa^2 \|Ax^* - b\|_2 = \kappa^2 \min_{x \in \mathbb{R}^d} \|Ax - b\|_2 \tag{1.1} 
\end{align}
and furthermore, it can be computed in the time that it takes to compute $SA$ and $Sb$, plus only $O(rd^2)$ time. This can potentially be much faster than the original $O(nd^2)$ time, if $r \ll n$ and the computation of $SA$ and $Sb$ is fast. Indeed, this framework has been applied to develop some of the fastest known algorithms for least squares linear regression, as well as a variety of other related linear algebraic tasks [DMMW12, CW13, CCKW22, CSWZ23, CDDR23].

Throughout this thesis, we will place great emphasis on developing subspace embeddings for norms $\|\cdot\|$ beyond the $\ell_2$ norm, as well as new applications of related ideas to solve problems such as streaming computational geometry, active regression, multiple regression, subspace approximation, and column subset selection.

### 1.2 Oblivious sketches

We begin our discussion of algorithms for subspace embeddings (Definition 1.1.1) by considering a particularly useful restricted class of subspace embeddings known as oblivious subspace embeddings. As the name suggests, the construction of oblivious subspace embeddings $S$ are oblivious to the input matrix $A$, that is, they are constructed independently of $A$. More formally, we have the following definition:
**Definition 1.2.1** (Oblivious subspace embedding). Let $0 < \delta < 1$. Let $\mathcal{D}$ be a distribution over $r \times n$ matrices $S$. Let $\kappa \geq 1$ be a distortion parameter and let $\| \cdot \|$ be a norm. Then, $\mathcal{D}$ is a $\kappa$-approximate oblivious subspace embedding with probability $1 - \delta$ if for every $A \in \mathbb{R}^{n \times d}$, $S \sim \mathcal{D}$ is a $\kappa$-approximate subspace embedding (Definition 1.1.1) for $A$ with probability at least $1 - \delta$.

**Remark 1.2.2.** Note that in order to construct nontrivial oblivious subspace embeddings embeddings, i.e. constructions with $r < n$ and $\kappa < \infty$, then randomized constructions are necessary. Indeed, otherwise, for any fixed $S \in \mathbb{R}^{r \times n}$ with $r < n$, there exists some nonzero $y \in \mathbb{R}^n$ such that $Sy = 0$.

### 1.2.1 Why are oblivious subspace embeddings useful?

Oblivious subspace embeddings are particularly useful in settings where we need to efficiently update the sketch $SA$, for example in streaming algorithms or distributed computing. For instance, consider the turnstile streaming model, in which our input matrix $A$ undergoes entrywise additive updates of the form $A_{i,j} \leftarrow A_{i,j} + \Delta$ for $\Delta \in \mathbb{R}$. Then, the sketch $SA$ can be updated efficiently under this model by using the linearity of the sketch, and furthermore, $S$ is still a subspace embedding for the updated matrix with high probability due to the oblivious property. This simple yet powerful observation has been extremely useful in the design of streaming algorithms for many problems in numerical linear algebra and machine learning, including $\ell_p$ linear regression [SW11, MM13, WZ13, WW19, LWY21, WY23a], ridge regression [KW22], low rank approximation [CW09, BWZ16], robust regression [CW15b], and logistic regression [MOW21, MOW23]. Similar benefits apply in distributed models of computation, where the input matrix $A$ is represented as a sum of matrices, each of which is stored in a separate server.

### 1.2.2 Oblivious $\ell_2$ subspace embeddings

Consider the problem of computing an oblivious subspace embedding for the $\ell_2$ norm for $d = 1$, which simply corresponds to the problem of finding a norm-preserving linear map for a single vector. This natural problem is resolved by a classical result due to Johnson and Lindenstrauss [JL84], which states that given a set $S \subseteq \mathbb{R}^n$ of $m$ vectors in $n$ dimensions, a random linear projection $S \in \mathbb{R}^{r \times n}$ from $n$ dimensions to $r = O(\varepsilon^{-2} \log m)$ dimensions has the property that

$$\|Sy\|_2 = (1 \pm \varepsilon)\|y\|_2$$

simultaneously for every $y \in S$, with probability at least $2/3$. Thus, the $\ell_2$ norm of a finite number of vectors can be preserved up to $(1 \pm \varepsilon)$ factors. Furthermore, note that the matrix $S$ is an independent random linear map, so it satisfies the obliviousness property of Definition 1.2.1. Thus, for $d = 1$, oblivious subspace embeddings for the exist for the $\ell_2$ norm with dimension $r = O(\varepsilon^{-2})$ and distortion $\kappa = (1 + \varepsilon)$.

It may not be immediately clear that the technique of random projections also solves the problem of computing a subspace embedding for $d > 1$, since this involves preserving the $\ell_2$ norm of every vector in the column space of $A$, which is an uncountably infinite number of vectors,
rather than a finite number \( m \). Nevertheless, the following seminal result of Sarlos [Sar06] shows that random projections in fact do yield \( \ell_2 \) subspace embeddings with distortion \( \kappa = (1 + \varepsilon) \).

**Theorem 1.2.3** (Sarlos [Sar06]). Let \( S \) be an \( r \times n \) matrix of i.i.d. Gaussian random variables. There is an \( r = O(\varepsilon^{-2}d\log d) \) such that for any \( A \in \mathbb{R}^{n \times d} \),

\[
\Pr \{ \text{ for all } x \in \mathbb{R}^d, \|Ax\|_2 \leq \|SAx\|_2 \leq (1 + \varepsilon)\|Ax\|_2 \} \geq \frac{99}{100}
\]

that is, \( S \) is an \( \ell_2 \) subspace embedding of \( A \) with distortion \( (1 + \varepsilon) \), with probability at least 99/100.

It is known that the bound on the embedding dimension \( r \) in Theorem 1.2.3 is nearly optimal for oblivious subspace embeddings [NN14]. Since the result of Theorem 1.2.3, a long line of work has studied further improvements to oblivious \( \ell_2 \) subspace embeddings, yielding smaller embedding dimensions, faster algorithms, and simpler proofs [Sar06, CW13, NN13, Coh16, CCKW22, CSWZ23, CDDR23]. Similar techniques have been also been applied to embedding objects beyond subspaces, including sparse vectors, collections of subspaces, and manifolds [BDN15].

1.2.3 Overview of Part I

With the construction of oblivious \( \ell_2 \) norms established, a natural question is whether similar results can be obtained for \( \ell_p \) norms rather than \( \ell_2 \) norms, where the \( \ell_p \) norm of a vector \( y \in \mathbb{R}^n \) for \( 1 \leq p < \infty \) is defined by

\[
\|y\|_p := \left( \sum_{i=1}^{n} |y(i)|^p \right)^{1/p}.
\]

For example, for \( p = 1 \), the \( \ell_1 \) norm corresponds to the use of the absolute deviations loss in the context of linear regression, and captures the average loss rather than the average squared loss as in the \( \ell_2 \) norm. This gives a more robust loss function that is less sensitive to outliers, and is more appropriate in settings where the data may be more prone to corruption by noise. On the other hand, if \( p = \infty \), the \( \ell_\infty \) norm measures the maximum error in the context of linear regression, and is more appropriate when the worst-case error must be minimized. In general, \( \ell_p \) norms allow us to smoothly interpolate between these two cases, with \( p < 2 \) giving more robust losses and \( p > 2 \) giving more worst-case losses.

Unfortunately, it is in fact impossible to construct oblivious \( \ell_p \) subspace embeddings that match the guarantees of Theorem 1.2.3 in general for \( p \neq 2 \). As we discuss further in Chapter 3, there are lower bounds that prohibit the sketching dimension \( r \) from being subpolynomial in \( n \) for \( p > 2 \), and subexponential in \( d \) for \( p < 2 \), if we insist on a distortion of \( \kappa = (1 + \varepsilon) \). For \( p < 2 \), however, we can at least salvage a useful result if \( d \) is relatively small compared to \( n \). In Chapter 3, we will show how to obtain the best possible oblivious \( \ell_p \) subspace embedding when we allow for \( \kappa \) to be as large as \( \kappa = \text{poly}(d) \), where we achieve a trade-off of \( \kappa = \tilde{O}(d^{1/p}) \) distortion with \( r = \tilde{O}(d) \) sketching dimension, based on work of [WY23a]. In Chapter 4, we show new results when we insist on a distortion of \( \kappa = (1 + \varepsilon) \), showing an upper bound of \( r = \exp(\tilde{O}(d/\varepsilon)) \) based on work of [LWY21], which exponentially improves upon a prior bound of \( r = \exp \exp(O(d)) \).

Open questions arising from work in this part are collected in Chapter 5.
1.3 Sampling

Another particularly useful special case of sketching techniques is *sampling*, in which the sketching matrix \( S \) has at most one nonzero entry in each row. Sampling methods are appealing since they can be interpreted as subset selection (also known as *coresets*), which is an important and well-studied problem in its own right. Another advantage of sampling is that it often preserves useful properties of the input such as sparsity or tensor product structure, which can be important for efficient algorithms when consuming the resulting sketch \( SA \). Furthermore, despite the restriction to a simpler class of sketching matrices \( S \), sampling-based sketches, in many cases, in fact achieve the best known upper bounds in a variety of sketching problems. Sampling-based matrix approximation algorithms is a major focus of this thesis, and our results in this setting are found in Part II of this thesis.

Unlike matrix approximations discussed in Part I based on oblivious sketching, sampling-based methods will generally be constructed as a function of the input matrix \( A \in \mathbb{R}^{n \times d} \), that is, they are *non-oblivious*. The use of additional information about the input matrix \( A \) has both drawbacks and advantages. On one hand, the requirement of knowing \( A \) beforehand prevents the use of these techniques in various information-limited settings, such as turnstile streaming (see Section 1.2.1). However, this additional information will, in many cases, lead to dramatically improved guarantees such as smaller approximation errors, greater compression of the matrix size, or both. Furthermore, when the input matrix \( A \) is structured, sampling methods often produce matrix approximations that preserve these structural properties, for example if the rows of the matrix are sparse or carry tensor product structure. These characteristics make sampling methods a highly attractive class of matrix approximation algorithms to study.

In this section, we introduce the notion of *coresets* and its relationship to sampling algorithms in Section 1.3.1, the technique of *leverage score sampling* for sampling \( \ell_2 \) subspace embeddings in Section 1.3.2, and the *online coreset model* in Section 1.3.3 which extends the problem of constructing coresets to the setting of online algorithms. All of these concepts will be recurring fundamental themes throughout Part II of this thesis. Finally, we give an overview of the rest of Part II in Section 1.3.5.

1.3.1 Coresets and sensitivity sampling

Sampling-based matrix approximations are intimately related to the notion of *coresets*, which broadly refer to the paradigm of solving computational problems on large datasets by first approximating the dataset by a small reweighted subset of the dataset. The “computational problem on datasets” that have been studied in this context range from statistical inference tasks such as mean and median estimation, linear regression, and logistic regression, computational geometric tasks such as low rank approximation, clustering, convex hull estimation, and ellipsoidal rounding, machine learning tasks such as training deep neural networks, and far beyond. In all of these problems, datasets are typically represented as matrices, and thus each of these coreset problems correspond to a different matrix approximation problem. Furthermore, sampling methods naturally give approximations that are of the form of a subset of the dataset, and thus there is a rich interplay between the literature of coreset algorithms and matrix approximation. We refer the reader to [Fel20] for a survey on the literature of coreset algorithms.
Sensitivity sampling

One of the most important sampling-based approaches to constructing coresets is the *sensitivity sampling* method, and will form the starting point for many of the sampling-based algorithms that we study in Part II. The sensitivity framework was introduced by [LS10, FL11] and further optimized by [BFL16, FSS20] in order to develop a unified approach to sampling-based approximation algorithms for a wide range of problems including clustering, projective clustering, low rank approximation and subspace approximation, empirical risk minimization, and others.

In this general framework, we seek to approximate an objective function $f : X \rightarrow \mathbb{R}_{\geq 0}$ of the form of a sum

$$f(x) := \sum_{i=1}^{n} f_i(x)$$

by sampling a subset $S \subseteq [n]$ as well as associated weights $w_i$ for $i \in S$, so that

$$f(x) = (1 \pm \varepsilon) \sum_{i \in S} w_i f_i(x)$$

simultaneously for every $x \in X$. As an example instantiation of this framework, we may consider the approximate mean estimation problem, where given an input matrix $A \in \mathbb{R}^{n \times d}$, we wish to find some vector $\hat{x} \in \mathbb{R}^d$ such that

$$\sum_{i=1}^{n} \|a_i - \hat{x}\|_2^2 \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \sum_{i=1}^{n} \|a_i - x\|_2^2.$$

The functions $f_i$ in this case correspond to $f_i(x) = \|a_i - x\|_2^2$.

To sample our approximation, we define *sensitivity scores* $\sigma_i$, and sample functions $f_i$ with probabilities $p_i$ proportional to $\sigma_i$ with weights $w_i = 1/p_i$.

**Definition 1.3.1** (Sensitivity score [LS10, FL11]). For $i \in [n]$, let $f_i : X \rightarrow \mathbb{R}_{\geq 0}$ be functions. Then, the *ith sensitivity score* is defined as

$$\sigma_i := \sup_{x \in X} \frac{f_i(x)}{\sum_{j=1}^{n} f_j(x)}$$

and the *total sensitivity* is defined as $S := \sum_{i=1}^{n} \sigma_i$.

**A preview of sampling arguments**

Suppose that we construct weights $\{w_i\}_{i=1}^{n}$ via the sensitivity sampling framework by sampling the weight $w_i = 1/p_i$ with probability $\min\{1, \sigma_i/\alpha\}$ for some $\alpha > 0$ to be determined later. Then for any fixed $x \in X$, we have that

$$\mathbb{E}\left[\sum_{i \in S} w_i f_i(x)\right] = \sum_{i=1}^{n} \mathbb{E}[w_i f_i(x)] = \sum_{i=1}^{n} p_i f_i(x) = \sum_{i=1}^{n} f_i(x)$$
so \( \sum_{i \in S} w_i f_i(x) \) is an unbiased estimator of \( \sum_{i=1}^{n} f_i(x) \). We can also bound the variance as

\[
\text{Var} \left[ \sum_{i \in S} w_i f_i(x) \right] = \sum_{i=1}^{n} \text{Var}(w_i f_i(x)) \leq \sum_{i=1}^{n} \frac{f_i(x)^2}{p_i^2} = \sum_{i=1}^{n} \frac{f_i(x)}{\sigma_i} f_i(x) \leq \alpha \left( \sum_{i=1}^{n} f_i(x) \right)^2.
\]

Thus, it follows from Chebyshev’s inequality that

\[
\sum_{i \in S} w_i f_i(x) = (1 \pm O(\sqrt{\alpha})) \sum_{i=1}^{n} f_i(x)
\]

with constant probability, so setting \( \alpha = O(\varepsilon^2) \) gives a \((1 \pm \varepsilon)\) approximation for any fixed \( x \) with constant probability. We can further replace the use of Chebyshev’s inequality with a Bernstein bound to get improved concentration, so that if we set \( \alpha = O(\varepsilon^2) / \log 1/\delta \), then the above bound holds with probability at least \( 1 - \delta \), for each fixed \( x \in X \). Note that the support size required for this guarantee is \( E|S| = O(\mathcal{S} / \alpha) = O(\varepsilon^{-2} \mathcal{S} \log \frac{1}{\delta}) \) in expectation.

The sampling argument so far gives a \((1 \pm \varepsilon)\) approximation of the objective function \( f(x) \) for any fixed \( x \in X \), but this alone is not sufficient to guarantee that \( \sum_{i \in S} w_i f_i(x) = (1 \pm \varepsilon)f(x) \) simultaneously for every \( x \in X \), which is what we need if we wish to find an approximate minimizer of \( f \). To obtain such a guarantee, we need a net argument where we approximate the domain \( X \) by a finite subset \( \mathcal{N} \subseteq X \) known as a net, for which \((1 \pm \varepsilon)\) approximations on \( \mathcal{N} \) imply \((1 \pm O(\varepsilon))\) approximations on \( X \). We can then apply the previous result with \( \delta = O(1/|\mathcal{N}|) \) and union bound over all \( x \in \mathcal{N} \) to conclude that the sampling weights \( w \) yield approximations for every \( x \in X \). For \( X \) in \( d \)-dimensional space, \(|\mathcal{N}|\) is typically on the order of \((1/\varepsilon)^d\), and thus the above argument typically gives a coreset size of roughly \( |S| = \tilde{O}(\varepsilon^{-2} \mathcal{S} d) \). In fact, for a wide variety of applications, it can be shown that sampling \(|S| = \tilde{O}(\varepsilon^{-2} \mathcal{S} d)\) functions \( f_i \) is sufficient to achieve the guarantee of (1.2), where \( d \) is a complexity parameter known as the VC-dimension of a certain set system associated with the functions \( \{f_i\}_{i=1}^{n} \) [LS10, FL11, BFL16, FSS20].

**Beyond VC-dimension arguments**

While the above basic sensitivity sampling framework gives a strong baseline sampling result, the resulting guarantees are often far from optimal, and more sophisticated arguments are needed to obtain nearly optimal coreset sizes \(|S|\). A large fraction of Part II of this thesis will be concerned with studying and developing arguments to improve over the basic union bound and/or VC-dimension argument, which often lead to nearly optimal bounds on coreset sizes for a variety of problems. In particular, we will work extensively with a technique known as chaining in later chapters, which improves the basic union bound argument discussed above by carefully constructing a sequence of nets at different levels of granularity, rather than considering only a single nets.
1.3.2 Leverage score sampling

Suppose that we apply the sensitivity sampling framework to the objective function \( f(x) = \|Ax\|_2^2 = \sum_{i=1}^{n} (a_i, x)^2 \), where \( A \) is an \( n \times d \) matrix and the domain of \( f \) is \( \mathbb{R}^d \). In this case, the sensitivity sampling framework samples weights \( w_i \) for \( i \in S \subseteq [n] \) such that

\[
\sum_{i \in S} w_i (a_i, x)^2 = (1 \pm \varepsilon) \|Ax\|_2^2.
\]

Note that if we set \( S \) to be a diagonal matrix with \( S_{i,i} = \sqrt{w_i} \) whenever \( i \in S \) is sampled, then we can write the above guarantee as

\[
\|SAx\|_2^2 = (1 \pm \varepsilon) \|Ax\|_2^2
\]

simultaneously for every \( x \in \mathbb{R}^d \). That is, \( S \) is an \( \ell_2 \) subspace embedding (Definition 1.1.1) for \( A \). In this special case of sensitivity sampling, the sensitivity scores have been known for a long time in the statistics literature as the leverage scores of \( A \). Indeed, the use of leverage scores in the context of coreset algorithms preceded the development of the sensitivity sampling framework, and was studied in works such as [BSST13, BK15] in the context of graph sparsification as well as [DMM06a, DMM06b, DKM06a, DKM06b, RV07, DMM08, Mag10] to construct coresets for \( \ell_2 \) linear regression and Frobenius norm low rank approximation. Furthermore, it is known that leverage scores can be approximated extremely efficiently by combining ideas from sketching and recursive sampling [SS11, DMMW12, CW13, LMP13, CLM^{15}], in fact in time \( \tilde{O}(\text{nnz}(A) + d^ω) \), and thus leverage score sampling has become an important primitive for designing fast randomized algorithms for numerical linear algebra.

**Definition 1.3.2 (Leverage scores).** Let \( A \in \mathbb{R}^{n \times d} \). Then for each \( i \in [n] \), the \( i \)th leverage score of \( A \) is defined to be

\[
\tau_i(A) := \sup_{Ax \neq 0} \frac{[Ax](i)^2}{\|Ax\|_2^2} = a_i^\top (A^\top A)^{-1} a_i,
\]

where \( a_i = e_i^\top A \) is the \( i \)th row of \( A \).

Let us now instantiate the sensitivity sampling guarantee discussed in Section 1.3.1 to the setting of \( \ell_2 \) subspace embeddings. We first bound the total sensitivity \( \mathcal{S} = \sum_{i=1}^{n} \tau_i(A) \). Let \( U \in \mathbb{R}^{n \times \text{rank}(A)} \) be an orthogonal basis for the column space of \( A \). Then, the supremum characterization of leverage scores in Definition 1.3.2 does not depend on the particular basis chosen for the column space of \( A \), so we have that

\[
\tau_i(A) = \sup_{Ux \neq 0} \frac{[Ux](i)^2}{\|Ux\|_2^2} = \sup_{Ux \neq 0} \frac{[Ux](i)^2}{\|x\|_2^2} = \sup_{\|x\|_2 = 1} [Ux](i)^2 = \|e_i^\top U\|_2^2.
\]

It is then easy to see that

\[
\sum_{i=1}^{n} \tau_i(A) = \sum_{i=1}^{n} \|e_i^\top U\|_2^2 = \|U\|_F^2 = \text{rank}(A).
\]
Thus, the bound given by the sensitivity sampling framework on the number of rows $r$ sampled by the leverage score sampling-based $\ell_2$ subspace embedding is

$$r = \tilde{O}(\varepsilon^{-2} \mathcal{G} d) = \tilde{O}(\varepsilon^{-2} d^2)$$

Recall from Theorem 1.2.3 in Part I, however, that a bound of $r = \tilde{O}(\varepsilon^{-2} d)$ is achievable via oblivious random projections, even without knowing $A$. A bound of $r = \tilde{O}(\varepsilon^{-2} d)$ is thus quite pessimistic, and in fact, the analysis can be improved to a bound of $r = \tilde{O}(\varepsilon^{-2} d)$. Indeed, a series of works have culminated in the following guarantee for leverage score sampling, which achieves a nearly linear dependence on $d$ in the row count $r$.

**Theorem 1.3.3** (Leverage score sampling [DMM06a, RV07, Mag10]). Let $A \in \mathbb{R}^{n \times d}$. Let $\alpha > 0$ and let $p_i = \min\{1, \tau_i(A)/\alpha\}$ for $i \in [n]$. Let $S \in \mathbb{R}^{n \times n}$ be the diagonal matrix formed by independently setting

$$S_{i,i} = \begin{cases} 
\frac{1}{\sqrt{p_i}} & \text{with probability } p_i \\
0 & \text{with probability } 1 - p_i 
\end{cases}$$

for each $i \in [n]$. Then, there is an $\alpha$ such that with probability at least $99/100$, $S$ is an $\ell_2$ subspace embedding satisfying Definition 1.1.1 with $\kappa = (1 + \varepsilon)$, and furthermore, $S$ has at most $r = O(\varepsilon^{-2} d \log d)$ nonzero rows.

The proofs of the above result given by the works [RV07, Mag10] crucially rely on the special structure of the $\ell_2$ norm, which allows one to translate the problem of analyzing the maximum sampling error $\sup\|Ax\|_2 \leq 1 \|SAx\|_2 - \|Ax\|_2^2$ to a problem about analyzing the spectral norm of random matrices. However, such an argument does not generalize easily to other sampling problems such as $\ell_p$ subspace embeddings. In order to obtain similar improvements for these other problems, we will instead need a technique known as chaining. These arguments will be discussed extensively in later chapters.

### 1.3.3 Streaming and online coresets

In many big data settings, one does not have the luxury of accessing the entire dataset at once, and one must instead settle for accessing the dataset one row at a time. This is known as the row arrival streaming model or the geometric streaming model, and represents many realistic settings, for example when data is loaded into memory in batches of rows from disk. Coresets are a valuable tool in this setting, since they can be used to store representatives of large amounts of data in a small amount of space, for example via the use of the merge-and-reduce technique which repeatedly accumulates data and computes coresets to maintain a coreset without ever requiring a large amount of working memory. A further useful restriction to this setting is to require that the coreset be constructed in an online fashion, meaning that the a row must be selected to be included in the coreset irrevocably at the time of arrival. This setting is known as the online coreset model introduced by [CMP16, CMP20], and has proven to be a highly valuable tool for streaming algorithms, with applications to the design of sliding window algorithms [BDM+20] as well as smaller space row arrival algorithms [CWZ23]. Throughout our study of coresets and sampling algorithms, we will often simultaneously study how to extend our constructions to the online setting.
Online leverage score sampling

As an introduction to results and techniques in the online coreset setting, we discuss a result of [CMP16, CMP20] which shows how to construct online coresets for \( \ell_2 \) subspace embeddings. In this setting, our input is an \( n \times d \) matrix \( A \) whose rows \( a_i \in \mathbb{R}^d \) arrive one at a time. At each time step \( i \in [n] \), the row \( a_i \) arrives, and we must irrevocably commit to some weight \( s_i \) for this row and discard \( a_i \) if \( s_i = 0 \) or keep \( a_i \) if \( s_i \neq 0 \). Finally, we must have that \( \| S_i A_i x \|_2^2 = (1 \pm \varepsilon) \| A_i x \|_2^2 \) simultaneously for every \( x \in \mathbb{R}^d \) for each \( i \in [n] \), where \( A_i \in \mathbb{R}^{n \times d} \) denotes the matrix formed by the first \( i \) rows of \( A \). Our goal is to take \( r = \text{nnz}(S) \) to be as small as possible.

To analyze algorithms for this problem, we first introduce a couple of definitions. The first and most important definition is the online leverage scores of \( A \), which defines a version of leverage scores that can be computed in a manner compatible with the online coreset model.

**Definition 1.3.4** (Definition 2.1 of [BDM+20], Theorem 2.2 of [CMP20]). Let \( A \in \mathbb{R}^{n \times d} \). Then, for each \( i \in [n] \), the \( i \)th online leverage score of \( A \) is defined as

\[
\tau_{i}^{\text{OL}}(A) := \begin{cases} 
\min \{ a_i^\top (A_{i-1}^\top A_{i-1})^{-1} a_i, 1 \} & a_i \in \text{rowspan}(A_{i-1}) \\
1 & \text{otherwise}
\end{cases}
\]

where \( A_j \in \mathbb{R}^{j \times d} \) denotes the submatrix of \( A \) formed by the first \( j \) rows.

It is not hard to see that the online leverage scores upper bound the usual leverage scores of \( A \), since each of the rows \( a_i \) are being compared with a smaller quadratic form.

**Lemma 1.3.5** (Online leverage scores bound leverage scores). Let \( A \in \mathbb{R}^{n \times d} \). Then, for each \( i \in [n] \),

\[
\tau_{i}^{\text{OL}}(A) \geq \tau_i(A).
\]

Furthermore, the quadratic form \( A_{i-1}^\top A_{i-1} \) needed to compute the online leverage scores can be maintained in \( d^2 \) words of space. Thus, if the sum of the leverage scores is not too large, then sampling proportionally to the online leverage score immediately yields online coresets for \( \ell_2 \) subspace embeddings. The remaining task is to show that the sum of the online leverage scores can be bounded. We define the online condition number of \( A \), which is a quantity that will characterize this crucial quantity.

**Definition 1.3.6** (Online condition number). Let \( A \in \mathbb{R}^{n \times d} \). Then, the online condition number of \( A \) is defined as

\[
\kappa^{\text{OL}} := \| A\|_2 \max_{i=1}^n \| (A_i)^{-1} \|_2.
\]

One of the main results of [CMP16, CMP20] is to show that the online leverage scores sum to at most \( O(d \log \kappa^{\text{OL}}) \). It is known that such a dependence on the condition number is necessary [CMP16, CMP20]. A crucial lemma used in the bound on the sum of online leverage scores is the matrix determinant lemma:

**Lemma 1.3.7** (Matrix determinant lemma). Let \( M \in \mathbb{R}^{d \times d} \) be an invertible matrix and let \( a \in \mathbb{R}^d \). Then,

\[
\det(M + aa^\top) = \det(M)(1 + a^\top M^{-1} a)
\]

**Lemma 1.3.8** (Sum of online leverage scores [CMP16, CMP20]). Let \( A \in \mathbb{R}^{n \times d} \). Then,

\[
\sum_{i=1}^n \tau_{i}^{\text{OL}}(A) = O(d \log \kappa^{\text{OL}}).
\]
Online leverage scores for integer points [WY22a]

Although the $O(d \log \kappa_{OL})$ bound is necessary in general, this bound is quite pessimistic, especially if $A$ is an integer matrix with entries bounded by, say, $\text{poly}(n)$. In this case, the online condition number can be as large as $\text{poly}(n)^d$ [AVu97], so Lemma 1.3.8 results in a bound of $O(d^2 \log n)$ on the sum of online leverage scores. Note that this is quadratically worse than $d$ bound that holds for offline leverage scores (1.3). In fact, we show in [WY22b] (see Theorem 11.1.1 in Chapter 11) that for integer matrices with entries bounded by $\text{poly}(n)$, we can improve the bound on the sum of online leverage scores to $O(d \log n)$, matching the offline result up to just a $O(\log n)$ factor.

1.3.4 Applications of sampling algorithms beyond coresets

So far, we have motivated sampling algorithms mostly as a way of obtaining dataset compressions via small coresets. While this is certainly a compelling application, the special form of compression by sampling lends itself to many uses beyond this simple use case.

One setting in which sampling algorithms excel is the setting of active learning. In this setting, we wish to solve a supervised learning problem which usually involves solving an optimization problem with training examples as well as corresponding labels. Furthermore, we consider accessing labels to be an expensive process; for example, labeling a training example may involve conducting a survey, a physical experiment, or a time-intensive computer simulation. Thus, it is desirable to solve this supervised learning problem while minimizing the number of label entries that we need to read. In this setting, sampling algorithms are a natural strategy to consider, since if a small subset of the dataset is sufficient to solve the optimization problem, then we only need to access the labels corresponding to these dataset entries. This observation has indeed been utilized to solve least squares regression in work of [CP19], and we use a similar strategy to obtain nearly optimal algorithms for active $\ell_p$ linear regression in Chapter 12.

Another setting involving the analysis of sampling algorithms to design query-efficient algorithms is sublinear power mean estimation. In this problem, we have query access to a set of $n$ points $\{x_1, x_2, \ldots, x_n\}$ in $d$ dimensions, and we wish to estimate the power mean of this dataset, that is, the point $x \in \mathbb{R}^d$ that minimizes the $\ell_p$ norm of the Euclidean distances of $x_i$ to $x$. It is in fact possible to approximately solve this problem in sublinear time, i.e., in time substantially less than the time it takes to read the entire dataset. Indeed, prior results of [CSS21] show that a uniform sample of $\text{poly}(\varepsilon^{-1})$ points is sufficient to optimize the objective up to a $(1 + \varepsilon)$ factor. In Chapter 13, we will show that our techniques from active $\ell_p$ linear regression can in fact be applied this problem to obtain a tight upper bound on the query complexity of this problem.

Finally, we note that sampling-based compressions, and especially online coreset techniques, are particularly well-suited to solve problems in the geometric streaming model (see Section 1.3.3) since the dataset is partitioned into rows in this streaming model, which is naturally how sampling algorithms interact with the data. One natural question in the geometric streaming model is the problem of maintaining a small ellipsoid that covers all of the points of the stream, known as the streaming minimum enclosing ellipsoid problem. Perhaps surprisingly, it was not known how to solve this simple problem in a small amount of space despite consideration by various works [AHV04, AHV05, MSS10, AS15]. In Chapter 11, we use insights from our study of online coresets to solve this decade-old question in computational geometry.
1.3.5 Overview of Part II

We have alluded to the fact that sampling-based methods for matrix approximation can give improved guarantees over the oblivious methods discussed in Part I. We will see the full power of this fact in Chapter 6, where we study the method of $\ell_p$ Lewis weight sampling for constructing $(1 + \varepsilon)$-approximate $\ell_p$ subspace embeddings for every $p > 0$, and describe some improvements and extensions to the online coreset model given by [WY23b]. In Chapters 7 and 8, we study two other sampling methods, $\ell_p$ sensitivity sampling and root leverage score sampling, that give similar guarantees that can at times be more useful than $\ell_p$ Lewis weight sampling. The results in this section are taken from [WY23c] and [WY24b]. Chapter 9 studies the question of how the row count $r$ of $\ell_p$ subspace embeddings can be improved if we allow for the distortion $\kappa$ to be substantially larger than $(1 + \varepsilon)$. In particular, we study trade-offs shown in [WY22b] that improve the row count $r$ by poly$(d)$ factors if the distortion can be as large as poly$(d)$. Chapter 10 shows that subspace embeddings can be constructed for loss functions for beyond $\ell_p$ norms by using the sensitivity sampling technique, based on results in [MMWY22].

While Chapters 6 through 10 have focused intensely on developing sampling techniques for subspace embeddings, the next two chapters look more towards applications. Chapter 11 continues the study of high-distortion $\ell_p$ subspace embeddings and presents the results of [WY22b] that obtains the first streaming, and in fact online, coreset for $\ell_\infty$ subspace embeddings, which has profound implications in streaming computational geometry. In Chapter 12, we present the results of [MMWY22, WY23a] that obtains nearly optimal bounds on the problem of active $\ell_p$ linear regression, which solves $\ell_p$ linear regression while reading the minimal number of labels. This is applied in Chapter 13 to obtain a wide variety of coreset results for multiple $\ell_p$ regression with important corollaries for sublinear power mean estimation and subspace approximation, based on work of [WY24a]. In Chapter 14, we construct the first nearly optimal coresets for the problem of $\ell_p$ subspace approximation, based on the work of [WY24b].

Open questions arising from work in this part are collected in Chapter 15.

1.4 Sparse optimization

The approximation of matrices by a simpler matrix is quite similar in spirit to the problem of sparse optimization. Indeed, “approximation” is often captured by some (often convex) optimization problem, while a “simple” or “structured” matrix is often captured by sparsity. It is thus natural to expect that techniques in the literature of sparse optimization would be of great utility in matrix approximation problems. In Part III, we depart from the sketching and sampling-based approaches discussed in Parts I and II to discuss our results on matrix approximation that draw from problems and techniques more closely related to sparse optimization.

1.4.1 Sparse linear regression

We start with a discussion of sparse linear regression, which is arguably the most fundamental question in sparse optimization. In sparse linear regression, we are given an instance of the usual linear regression problem, i.e. a design matrix $A \in \mathbb{R}^{n \times d}$ and a target vector $b$, with an additional
parameter $k$ which specifies a sparsity parameter. The goal is then to output a coefficient vector $x$ with at most $k$ nonzero entries that minimizes $\|Ax - b\|_2^2$. That is, we wish to solve linear regression, restricted to $k$-sparse vectors $x$. One of the most popular motivations for this problem is for applications to feature selection, in which we wish to select a small subset of features to use for a prediction model. This often leads to improvements in efficiency, generalizability, and interpretability.

Unfortunately, the sparse linear regression problem is NP-hard to solve in the worst case, even with bicriteria sparsity and large multiplicative error [Nat95, FKT15, GV21, PSZ22]. To overcome this intractability, there has been much work on studying popular efficient algorithms used in practice that can at least successfully solve well-behaved instances. One popular approach is convex relaxation, where the sparsity constraint is relaxed to an $\ell_1$ constraint, which leads to an approach known as the LASSO [Tib96]. The LASSO and its variants are known to provably solve the sparse linear regression problem when the design matrix $A$ satisfies a condition known as the restricted isometry property (RIP) [DS89, CDS98, Tro06, CRT06, CT07, Can08, BRT09, Zho09, RWY10, BCFS14] and $b$ is (almost) exactly a $k$-sparse linear combination of the columns of $A$. The combination of efficient algorithms and provable guarantees has made the LASSO one of the most widely used methods for sparse linear regression.

Another class of popular algorithms for sparse linear regression are greedy algorithms, which are based on the idea of greedily adding the column of $A$ with the largest “local improvement” to the current set of columns. Greedy algorithms are perhaps one of the oldest and most natural approaches, and provable guarantees for such greedy methods have been established under similar RIP-like conditions [SSZ10, DK11, LS17, EKDN18]. In fact, these works have succeeded in proving similar results beyond the sparse linear regression setting, and work in general for the more general setting of sparse convex optimization, under an appropriate generalization of the restricted isometry property to general convex functions via restricted strong convexity and restricted smoothness.

1.4.2 Column subset selection

Another well-studied linear algebraic problem in the area of sparse optimization is column subset selection. This problem has origins in the numerical linear algebra literature [Cha86, GE96, GVL13], and asks for a small subset of columns of a matrix $A$ that “best represents” $A$. This problem was also studied in the randomized numerical linear algebra literature by making use of sampling techniques that sample a subset of columns that span a nearly optimal (bicriteria) low rank approximation of $A$ [FKV04, DV06, DMM06b, DMM08, BWZ16]. In this formulation, we seek a sparse set of columns $S$ that minimizes $\|A^S X - A\|_F^2$, and thus this problem can also be viewed as a special case of a sparse linear regression problem with multiple responses. One can thus expect greedy algorithms to be applicable for the column subset selection problem as well, and indeed, such results have been established by several works [SVW15, ABF+16, LS17]. Related greedy algorithms have also been analyzed for loss functions other than the Frobenius norm [SWZ17, CGK+17, DWZ+19, SWZ19, JLL+21, MW21, WY23a, AY23].
1.4.3 Overview of Part III

In Chapter 16, we develop a new connection between the LASSO and greedy algorithms by showing that when applied sequentially, the LASSO is in fact equivalent to a greedy algorithm known as orthogonal matching pursuit for sparse convex optimization. In fact, this holds even in the group sparse convex optimization setting, which allows our results to be immediately applied to the matrix column subset selection problem. These results give theoretical explanations for a novel feature selection algorithm proposed in [YBC+23] called Sequential Attention, which achieves remarkable results in experiments. These results are based on the works [YBC+23, AY23].

As mentioned previously, there has been substantial interest in developing algorithms for column subset selection under loss functions beyond the Frobenius norm. In Chapter 17, we move away from the general setting of sparse convex optimization, and focus specifically on the matrix column subset selection problem with entrywise loss functions. Based on work developed in [WY23a], we show how the idea of well-conditioned spanning sets, which we used in Chapter 3 to obtain nearly optimal oblivious $\ell_p$ subspace embeddings, can be used to obtain improved (and even optimal) column subset selection algorithms for entrywise loss functions.

Finally, we change perspectives on the theme of sparse optimization and low rank approximation by studying algorithms for low rank approximation when the input is assumed to have a sparse optimal solution. In Chapter 18, we show that if a matrix $A$ is promised to have sparse singular vectors, then a $(1 + \varepsilon)$-approximate spectral rank $k$ approximation of $A$ can be computed in roughly $\text{nnz}(A)/\sqrt{\varepsilon}$ time, improving the best known algorithm for spectral low rank approximation [MM15] by a factor of $k$.

Open questions arising from work in this part are collected in Chapter 19.

1.5 Connections to geometric functional analysis

In addition to randomized numerical algebra and sparse optimization, much of the theory developed in this thesis interacts heavily with the literature of geometric functional analysis. Indeed, many matrix approximation problems can be phrased as embedding problems, i.e. the problem of constructing “nice” mappings from one space to another, which is a fundamental theme in geometric functional analysis.

1.5.1 Lewis weights and embedding subspaces of $\ell_p$

The $\ell_p$ spaces, the space of vectors (or functions) equipped with the $\ell_p$ norm, are a fundamental object in functional analysis, and the embedding of subspaces of $\ell_p$ into other spaces is similarly one of the most well-studied questions in functional analysis. In our thesis, we make contributions to two such questions, one on embeddings into $\ell_p^n$ for a small $n$, and one on embeddings into $\ell_q$.

Embeddings from $\ell_p$ to $\ell_p$: $\ell_p$ Lewis weight sampling

It is a well-known fact that any $d$-dimensional subspace $V$ of $\ell_2$ (regardless of the ambient dimension) is isometric to $\mathbb{R}^d$ equipped with the $\ell_2$ norm. That is, there is an invertible linear map
Let $T : V \to \mathbb{R}^d$ such that
\[ \|T(y)\|_2 = \|y\|_2 \]
for every $y \in V$. Such a result is not possible for the $\ell_p$ norm if we insist on an isometry, but in general, we can ask for a trade-off between the target dimension $r$ and a distortion parameter $\kappa$. This leads to the following natural question that was studied by many works [Sch87, BLM89, Tal90, LT91, Tal95, Zva00, SZ01, Sch11]:

**Question 1.5.1.** Given a distortion parameter $\kappa$, what is the smallest target dimension $r$ such that every $d$-dimensional subspace $V$ of $\ell_p$ admits an invertible linear map $T : V \to \mathbb{R}^r$ such that
\[ \|y\|_p \leq \|T(y)\|_q \leq \kappa \|y\|_p \]

We may recognize that this is exactly the question of constructing subspace embeddings for the $\ell_p$ norm (Definition 1.1.1). In the regime of $\kappa = (1 + \varepsilon)$ for a small $\varepsilon$, this question is nearly optimally resolved by works of [BLM89, Tal90, LT91, Tal95, SZ01] (see Theorem 6.1.4), even algorithmically [CP15], via a technique known as $\ell_p$ Lewis weight sampling (see Chapter 6). Throughout this thesis, we will develop various generalizations of this machinery to solve a wide variety of problems in theoretical computer science, including active $\ell_p$ regression (Chapter 12), multiple $\ell_p$ regression (Chapter 13), and $\ell_p$ subspace approximation (Chapter 14), even in information-limited settings such as online, streaming, and distributed computation.

**Embeddings from $\ell_p$ to $\ell_q$**

Another natural question on embedding subspaces of $\ell_p$, studied by [LT80], is the following:

**Question 1.5.2.** What is the smallest distortion $\kappa$ such that every $d$-dimensional subspace $V$ of $\ell_p$ admits an invertible linear map $T : V \to V'$ for any space $V'$ such that
\[ \|y\|_p \leq \|T(y)\|_q \leq \kappa \|y\|_p \]

That is, what is the smallest distortion incurred when embedding a subspace of $\ell_p$ into any subspace of $\ell_q$? This question is in fact nearly optimally resolved by [LT80], but their proof is quite sophisticated, relying on deep results from the factorization theory of operator ideals [Pie80]. On the other hand, we show the same theorem with an elementary proof based on a simple yet new property of $\ell_p$ Lewis weights in Chapter 9. Our observations may be useful in gaining further insight into the deeper results employed by [LT80] and simplifying some of the techniques in this field.

### 1.5.2 Well-conditioned bases and spanning sets

Another example of the connections between matrix approximation and geometric functional analysis appears in the construction of oblivious $\ell_p$ subspace embeddings (see Section 1.2.3). The work of [SW11] first showed that oblivious $\ell_1$ subspace embeddings for a matrix $A$ could be constructed by using the *existence* of a basis for the subspace $V = \text{colspan}(A)$ with certain “well-conditioning” properties that generalizes the notion of orthogonal bases for the $\ell_2$ norm.
More specifically, for a $d$-dimensional subspace $V \subseteq \mathbb{R}^n$, an orthogonal basis $U \in \mathbb{R}^{n \times d}$ is a set of $d$ $\ell_2$-unit vectors spanning $V$ such that

$$\|Ux\|_2 = \|x\|_2$$

for every $x \in \mathbb{R}^d$. Similarly, an $\ell_1$ well-conditioned basis $U \in \mathbb{R}^{n \times d}$ is a set of $d$ $\ell_1$-unit vectors spanning $V$ such that

$$\|Ux\|_1 \geq \|x\|_\infty.$$

In fact, the construction of such bases for the $\ell_1$ norm implies nearly optimal constructions [LWW21], and can be accomplished by using a construction from geometric functional analysis known as Auerbach bases [Aue30]. In general, it is known that the appropriate generalization to $\ell_p$ norms for $1 < p < 2$ similarly implies nearly optimal oblivious $\ell_p$ subspace embeddings, that is, a set of $d$ $\ell_p$-unit vectors spanning $V$ such that

$$\|Ux\|_p \geq \|x\|_{q^*},$$

where $q$ is the Hölder conjugate exponent of $p$. However, the existence of such bases is still not known, despite substantial interest in well-conditioned bases for subspaces of $\ell_p$. Some partial attempts leading to suboptimal trade-offs include the use of Auerbach bases [Aue30], John ellipsoids [Joh48], and Lewis bases [Lew78].

In Chapter 3, we show that by relaxing the requirement of constructing a basis for the subspace to a spanning set, we can construct a set of $O(d)$ $\ell_p$-unit vectors $U$ spanning $V$ such that for any $Ax \in V$, we can write $Ax = Uy$ such that

$$\|Uy\|_p \geq c\|y\|_q$$

for some universal constant $c$. This relaxation is in fact sufficient to recover nearly optimal $\ell_p$ subspace embeddings, resolving an old question in randomized numerical linear algebra.
Chapter 2

Preliminaries

2.1 Notation

- We write \([n]\) to denote the set \(\{1, 2, 3, \ldots, n\} = \{i \in \mathbb{N} : 1 \leq i \leq n\}\).
- For an \(n\)-dimensional vector \(y \in \mathbb{R}^n\), we write \(y(i)\) or \(y_i\) to denote the \(i\)th entry of \(y\). For an \(n \times d\) matrix \(A \in \mathbb{R}^{n \times d}\), we write \(A_{i,j}\) to denote the \((i, j)\)th entry of \(A\).

2.1.1 Linear algebra

- We write \(e_i\) to denote the \(i\)-th standard basis vector, i.e., the vector with 1 in the \(i\)-th entry and 0s everywhere else.
- We write \(I_d \in \mathbb{R}^{d \times d}\) to denote the identity matrix in \(d\) dimensions, that is, the matrix with \(I_d(i, i) = 1\) for \(i \in [d]\) and \(I_d(i, j) = 0\) for \(i \neq j \in [d]\).
- We write \(\text{nnz}(A)\) for the number of nonzero entries of a matrix \(A\).
- For a matrix \(A \in \mathbb{R}^{n \times d}\), we write \(\text{colspan}(A) = \{Ax \in \mathbb{R}^n : x \in \mathbb{R}^d\}\) for the column span of \(A\), and \(\text{rowspan}(A) = \{y^\top A \in \mathbb{R}^d : y \in \mathbb{R}^n\}\) for the row span of \(A\).
- For a matrix \(A \in \mathbb{R}^{n \times d}\), we write \(A = U\Sigma V^\top\) for the singular value decomposition (SVD) of \(A\).
- For a rank parameter \(k\), we let \(\Sigma_k\) denote the matrix \(\Sigma\) with all but the top \(k\) singular values zeroed out, \(\Sigma_{\setminus k}\) for the matrix \(\Sigma\) with all but the bottom \(d - k\) singular values zeroed out, and \(A_k = U\Sigma_k V^\top\) for the optimal rank \(k\) approximation of \(A\) under the Frobenius norm.
- For a matrix \(A \in \mathbb{R}^{n \times d}\), we write \(A^{-} \in \mathbb{R}^{d \times n}\) to denote the Moore–Penrose pseudoinverse, or simply the pseudoinverse, of \(A\).

2.1.2 Inequalities

We repeatedly use the following inequalities.

**Fact 2.1.1.** For any \(p \geq 1\) and any \(a, b \in \mathbb{R}\), \(|a + b|^p \leq 2^{p-1}(|a|^p + |b|^p) = O(|a|^p + |b|^p)\).
Fact 2.1.2 (Corollary A.2, [MMR19]). For any \( p \geq 1, \varepsilon > 0 \), and any \( a, b \in \mathbb{R} \), \(|a + b|^p \leq (1 + \varepsilon)|a|^p + \frac{(1+\varepsilon)^{p-1}}{\varepsilon^{p-1}}|b|^p\).

Fact 2.1.3. For any \( p \geq 1 \) and any \( a, b \in \mathbb{R} \), \(|a| - |b|^p \leq p|a - b|(|a|^{p-1} + |b|^{p-1})\).

2.1.3 Probability

- We write \( \varepsilon \sim \{\pm 1\}^n \) to denote a random \( n \)-dimensional Rademacher vector \( \varepsilon \) drawn with each entry \( \varepsilon_i \) drawn independently and uniformly from the set \( \{\pm 1\} \).
- For a vector \( \mu \in \mathbb{R}^d \) and positive semidefinite matrix \( \Sigma \in \mathbb{R}^{d \times d} \), we write \( \mathcal{N}(\mu, \Sigma) \) to denote the Gaussian distribution with mean \( \mu \) and covariance matrix \( \Sigma \).

2.2 Streaming

2.2.1 INDEX

In the INDEX problem, Alice has a set \( A \subseteq [n] \) and Bob has an index \( i \in [n] \). Alice then generates a message \( M \) using a possibly randomized algorithm \( \mathcal{A} \) as a function of \( A \), and then passes the message \( M \) to Bob. Bob must then determine whether \( i \in A \) or not.

Theorem 2.2.1 (INDEX lower bound [KNR99]). Suppose \( \mathcal{A} \) solves the INDEX problem with probability at least \( 2/3 \). Then, \( \mathcal{A} \) must use at least \( \Omega(n) \) bits.

2.3 Random processes

In our study of sampling algorithms (see Part II), we often seek to approximate a separable function

\[
f(x) = \sum_{i=1}^{n} f_i(x)
\]

by a weighted subset of summands given by

\[
\tilde{f}(x) = \sum_{i=1}^{n} w_i f_i(x)
\]

where most of weights \( w_i \) are zero (i.e., \( \text{nnz}(w) \ll n \)) so that \( \tilde{f} \) provides a compressed approximation. Suppose that the random weights \( w_i \) are generated by independently setting \( w_i = 1/q_i \) with probability \( q_i \) and 0 with probability \( 1 - q_i \) for some sampling probability \( q_i \in (0, 1) \), as is the case for most sampling algorithms. Then, the sampling error at any particular point \( x \in X \) in the domain, given by

\[
|\tilde{f}(x) - f(x)| = \left| \sum_{i=1}^{n} (w_i - 1) f_i(x) \right|
\]
is a random variable that lives in the probability space defined by the randomness of sampling the weights \( w \). Thus, the collection of all of these random variables, indexed by \( x \in X \), naturally defines a random process.

**Definition 2.3.1** (Random process). A random process is a collection \( (X_t)_{t \in T} \) of random variables \( X_t \) on the same probability space, which is indexed by some set \( T \).

To bound the error of this approximation, or the sampling error, we will be interested in bounding the quantity

\[
\Lambda := \sup_{x \in X} |\tilde{f}(x) - f(x)| = \sup_{x \in X} \left| \sum_{i=1}^{n} (w_i - 1) f_i(x) \right|
\]

for some bounded domain set \( X \), which represents the largest error in the approximation over all \( x \) in the set \( X \). That is, we wish to bound the supremum of this random process. In particular, we seek moment bounds of the form \( E[\Lambda^l] \leq \varepsilon^l \) for \( l = O(\log \frac{1}{\delta}) \), which implies that \( \Lambda \leq O(\varepsilon) \) with probability at least \( 1 - \delta \) by Markov’s inequality.

### 2.3.1 Symmetrization: reduction to a Rademacher process

In most cases, directly analyzing the sampling error \( \Lambda \) is inconvenient, and we instead resort to bounding \( \Lambda \) by a simpler random process via a technique known as symmetrization, which was first introduced in the study of empirical processes [GZ84]. This exploits the fact that the random variables \( (w_i - 1) \) have zero mean to bound the original random process by a Rademacher process, where the randomness is transferred from the sampling weights \( w_i \) to independent random signs \( \varepsilon_i \sim \{\pm 1\} \), up to a constant factor.

**Lemma 2.3.2** (Symmetrization). Suppose that for each \( i \in [n] \), \( w_i \) is independently set to 1/\( q_i \) with probability \( q_i \) and 0 with probability \( 1 - q_i \) for some sampling probability \( q_i \in (0, 1) \). Then,

\[
E_{w, w'} \left[ \sup_{x \in X} \left| \sum_{i=1}^{n} (w_i - 1) f_i(x) \right|^l \right] \leq 2^l E_{\varepsilon \sim \{\pm 1\}^n, w} \left[ \sup_{x \in X} \left| \sum_{i=1}^{n} \varepsilon_i w_i f_i(x) \right|^l \right]
\]

**Proof.** Note that \( Z(x) = \sum_{i=1}^{n} (w_i - 1) f_i(x) \) is a zero mean random variable. Then if \( Z' \) is an independent copy of \( Z \) with sampling weights \( w_i \), then by Jensen’s inequality, we have that

\[
E_{w, w'} \sup_{x \in X} |Z(x)|^l \leq E_{w, w'} \sup_{x \in X} |Z(x) - Z'(x)|^l = E_{w, w'} \sup_{x \in X} \left| \sum_{i=1}^{n} (w_i - w'_i) f_i(x) \right|^l.
\]

Furthermore, by independence, the distribution does not change if we multiply each summand \( i \in [n] \) with signs \( \varepsilon_i \in \{\pm 1\} \). In particular, we can take these signs to be random Rademacher signs, so the above quantity is equal to

\[
E_{\varepsilon \sim \{\pm 1\}^n, w, w'} \sup_{x \in X} \left| \sum_{i=1}^{n} \varepsilon_i (w_i - w'_i) f_i(x) \right|^l.
\]
This is at most
\[
2^{l-1} \left( \mathbb{E} \sup_{\varepsilon \sim \{\pm 1\}^n, w \in X} \left| \sum_{i=1}^n \varepsilon_iw_if_i(x) \right| + \mathbb{E} \sup_{\varepsilon' \sim \{\pm 1\}^n, w' \in X} \left| \sum_{i=1}^n \varepsilon_iw'_if_i(x) \right| \right)
\]
by Fact 2.1.1, which proves the claimed bound since \(w\) and \(w'\) have the same distribution. 

In particular, it suffices to fix a choice of weights \(w\) and then bound the Rademacher process
\[
\mathbb{E}_{\varepsilon \sim \{\pm 1\}^n} \left[ \sup_{x \in X} \left| \sum_{i=1}^n \varepsilon_iw_if_i(x) \right| \right].
\]

### 2.3.2 Subgaussian processes

One useful fact about Rademacher processes is that it is a subgaussian process, a property which we will fully exploit in the next section.

**Definition 2.3.3 (Subgaussian process).** A random process \((X_t)_{t \in T}\) equipped with a distance \(d\) is subgaussian if \(\mathbb{E}[X_t] = 0\) for every \(t \in T\) and
\[
\mathbb{E}[\exp(\lambda (X_s - X_t))] \leq \exp(\lambda^2 d(s, t)^2 / 2)
\]
for every \(s, t \in T\) and \(\lambda \geq 0\). Equivalently,
\[
\Pr\{|X_s - X_t| \geq \lambda d(s, t)\} \leq K \exp(-\lambda^2 / K)
\]
for some universal constant \(K\) and any \(s, t \in T\) and \(\lambda \geq 0\).

For a Rademacher process \((X_t)_{t \in T}\), the natural pseudo-metric can be used as the distance \(d\) that makes \((X_t)_{t \in T}\) a subgaussian process.

**Definition 2.3.4 (Natural pseudo-metric).** Let \((X_t)_{t \in T}\) be a random process. Then, the natural pseudo-metric associated with the random process is
\[
d_X(s, t) := \sqrt{\mathbb{E}|X_s - X_t|^2} = \|X_s - X_t\|_2.
\]

### 2.3.3 Chaining and Dudley’s inequality

We will now introduce Dudley’s inequality, which is a powerful tool for bounding the suprema of subgaussian processes. Our exposition here largely follows [vH14].

To introduce Dudley’s inequality, we consider the problem of bounding the first moment
\[
\mathbb{E} \sup_{s \in T} |X_s - X_t|
\]
for some fixed \(t \in T\). Similar ideas will also allow us to bound higher moments.
For a subgaussian process \((X_t)_{t \in T}\) with a finite indexing set \(T\), the subgaussian tail inequality of Definition 2.3.3 allows for a bound on the supremum with only a polylogarithmic dependence on the size \(|T|\). Indeed, suppose we fix some \(t \in T\). Then, for each fixed \(s \in T\), we have that

\[
\Pr\{|X_s - X_t| \geq \lambda d(s, t)\} \leq K \exp(-\lambda^2 / K) \leq \frac{1}{100T}
\]

by setting \(\lambda = O(\sqrt{\log|T|})\). Then by a union bound over all the elements \(s \in T\), we have that \(|X_s - X_t| \leq O(\sqrt{\log|T|})d(s, t)\) simultaneously for every \(s \in T\), with probability at least \(99/100\).

That is, with probability at least \(99/100\), we have that

\[
\sup_{s \in T}|X_s - X_t| \leq O(\sqrt{\log|T|}) \sup_{s \in T} d(s, t) \leq O(\sqrt{\log|T|}) \text{diam}(T)
\]

where

\[
\text{diam}(T) = \sup_{s, t \in T} d(s, t)
\]

denotes the *diameter* of the set \(T\) with respect to the distance \(d\). A similar argument shows that the same bound holds in expectation, that is, \(\mathbb{E}[\sup_{s \in T}|X_s - X_t|] \leq O(\sqrt{\log|T|}) \text{diam}(T)\).

While the \(O(\sqrt{\log|T|})\) dependence is acceptable for small finite sets \(T\), we are often interested in infinite sets \(T\), for example the interval \([0, 1]\) or the Euclidean ball. Thus, we will need to modify our strategy to handle these cases.

To make use of our previous result for finite sets \(T\), we may consider approximating the infinite set \(T\) by a finite set \(N\). For this, we make use of *nets*.

**Definition 2.3.5 (\(\varepsilon\)-net).** A finite set \(N\) is an \(\varepsilon\)-net of a set \(T\) with distance \(d\) if for every \(t \in T\), there exists \(\pi(t) \in N\) such that \(d(t, \pi(t)) \leq \varepsilon\).

If \(N\) is an \(\varepsilon\)-net for \(T\), then we have that

\[
\sup_{s \in T}|X_s - X_t| \leq \sup_{s \in T}|X_s - X_{\pi(s)}| + \sup_{s \in T}|X_{\pi(s)} - X_t|
\]

so \(\sup_{s \in T}|X_s - X_t|\) can now be controlled by the error from approximating \(T\) by \(N\) and the supremum of \(X_t\) over a finite set \(N\). The latter can be handled by our previous union bound argument, so it suffices to consider the former term. Note that for any fixed \(s\), we may expect the “net error” \(\sup_{s \in T}|X_s - X_{\pi(s)}|\) to be at most roughly \(\varepsilon\) by the net construction.

At this point, one option is to directly consider a construction of a net \(N\) which allows the net error to be directly controlled, which can be accomplished under additional assumptions on \(T\) and \(d\) such as Lipschitzness [vH14]. Another elegant option, however, is to *iterate* this argument and introduce another net, say an \((\varepsilon/2)\)-net \(N_2\), which approximates \(T\) to a finer error \(\varepsilon/2\). If \(\pi_2 : T \to N_2\) is the mapping for \(N_2\), then we have that

\[
\sup_{s \in T}|X_s - X_{\pi(s)}| \leq \sup_{s \in T}|X_s - X_{\pi_2(s)}| + \sup_{s \in T}|X_{\pi_2(s)} - X_{\pi(s)}|.
\]

We have now achieved a smaller “net error” by introducing another finite supremum term, and this process can now be repeated indefinitely. In general, we set \(T_1 = \{t\}\) to be a \(\text{diam}(T)\)-net
and \( T_i \) to be a \( 2^{-i} \) \( \text{diam}(T) \)-net for \( i \in [I] \) so that

\[
\sup_{s \in T} |X_s - X_t| \leq \sup_{s \in T} |X_s - X_{\pi_{I+1}(s)}| + \sum_{i=1}^{I} \sup_{s \in T} |X_{\pi_i(s)} - X_{\pi_{i+1}(s)}|
\]

Note that the finite supremum bound gives

\[
\mathbb{E} \sup_{s \in T} |X_{\pi_i(s)} - X_{\pi_{i+1}(s)}| \leq O(2^{-i} \text{diam}(T)) \sqrt{\log |N_i \times N_{i+1}|}
\]

summing gives us the bound

\[
\mathbb{E} \sup_{s \in T} |X_s - X_t| \leq \mathbb{E} \sup_{s \in T} |X_s - X_{\pi_{I+1}(s)}| + O(\text{diam}(T)) \sum_{i=1}^{I} 2^{-i} \sqrt{\log |N_{i+1}|}
\]

Finally, note that for \( T \) of any finite size, the first term vanishes for sufficiently large \( I \), so we obtain the bound

\[
\mathbb{E} \sup_{s \in T} |X_s - X_t| \leq \sum_{i=1}^{\infty} O(2^{-i} \text{diam}(T)) \sqrt{\log |N_{i+1}|}
\]

whenever \( T \) is finite. This bound extends to the setting of infinite \( T \) under mild assumptions such as separability of \( T \), which gives us the result known as Dudley’s inequality [Dud67].

Dudley’s inequality is often stated in terms of metric entropy numbers \( E(T, d, u) \) which denotes the minimal number of \( d \)-balls of radius \( u \) required to cover \( T \). Furthermore, we can also write this bound as an integral, giving the bound

\[
\mathbb{E} \sup_{s \in T} |X_s - X_t| \leq O(1) \int_{0}^{\infty} \sqrt{\log E(T, d, u)} \, du
\]

known as Dudley’s entropy integral. In fact, a very similar argument also gives tail bounds, which we state in the following theorem.

**Theorem 2.3.6** (Dudley’s entropy integral, Theorem 8.1.6, [Ver18]). Let \( (X_t)_{t \in T} \) be a subgaussian process with pseudo-metric \( d_X(s, t) := \|X_s - X_t\|_2 \). Let \( E(T, d_X, u) \) denote the minimal number of \( d_X \)-balls of radius \( u \) required to cover \( T \). Then, for every \( z \geq 0 \), we have that

\[
\Pr\left\{ \sup_{s, t \in T} |X_s - X_t| \geq C \left[ \int_{0}^{\infty} \sqrt{\log E(T, d_X, u)} \, du + z \cdot \text{diam}(T) \right] \right\} \leq 2 \exp(-z^2)
\]

The way in which the entropy numbers \( E(T, d_X, u) \) and the diameter \( \text{diam}(T) \) are bounded is heavily problem-dependent, and will be discussed further in the coming chapters.

In order to recover moment bounds for subgaussian processes, we can integrate the tail bound given by Theorem 2.3.6. This is executed in the following lemma.

**Lemma 2.3.7** (Moment bounds). Let \( \Lambda \) be the supremum of a subgaussian process with domain \( T \) and distance \( d_X \). Let \( \mathcal{E} := \int_{0}^{\infty} \sqrt{\log E(T, d_X, u)} \, du \) and \( \mathcal{D} = \text{diam}(X) \). Then, for \( l \in \mathbb{N} \),

\[
\mathbb{E}_{g \sim \mathcal{N}(0, I_0)} [||\Lambda||^l] \leq (2\mathcal{E})^l(\mathcal{E}/\mathcal{D})^l + O(\sqrt{l}\mathcal{D})^l
\]
Proof. By Theorem 2.3.6, we have that

$$\Pr\{\Lambda \geq C \left[ \int_0^\infty \sqrt{\log E(X, d_G, u)} \, du + z \cdot \text{diam}(X) \right]\} \leq 2 \exp(-z^2)$$

for a constant $C = O(1)$. Then,

$$E[(\Lambda/D)^l] = l \int_0^\infty z^l \Pr\{\Lambda \geq zD\} \, dz$$

$$\leq (2\epsilon/D)^{l+1} + l \int_{2\epsilon/D}^\infty z^l \Pr\{\Lambda \geq zD\} \, dz$$

$$\leq (2\epsilon/D)^{l+1} + l \int_{2\epsilon/D}^\infty z^l \exp(-z^2/4) \, dz$$

$$\leq (2\epsilon/D)^{l+1} + O(l)^{l/2}$$

so

$$E[\Lambda^l] \leq (2\epsilon)^l(\epsilon/D) + O(\sqrt{lD})^l.$$ 

\qed
Part I

Oblivious Sketching
Chapter 3

High distortion embeddings for $\ell_p$ [WY23a]

Given the oblivious $\ell_2$ subspace embedding result of Theorem 1.2.3, a natural question to ask is whether similar results exist for $\ell_p$ norms for $p \neq 2$. For $d = 1$, the more general question of whether the $\ell_p$ norm of a single vector can be preserved given a small number of linear measurements of the vector is well-studied in the streaming literature [SS02, BJKS04, IW05, Ind06], where for $p < 2$, $\mathcal{O}(\varepsilon^{-2})$ measurements is necessary and sufficient for approximation up to a factor of $(1 + \varepsilon)$, while for $p > 2$, the $\ell_p$ norm cannot be approximated to within a constant factor unless $\Omega(n^{1-2/p})$ measurements are used. The latter result already prohibits a result of the form of Theorem 1.2.3 for $p > 2$, if the number of rows $r$ of $S$ must be subpolynomial in $n$. Thus, the key question is whether a theorem analogous to Theorem 1.2.3 is possible for $p < 2$.

One idea is to take inspiration from the proof of Theorem 1.2.3 and a classic streaming algorithm for $\ell_p$ norm estimation for vectors due to Indyk [Ind06]. In Theorem 1.2.3 for the case of $p = 2$, the sketch $S$ can be taken to be a matrix with i.i.d. Gaussian entries [DG03], largely owing to the fact that the Gaussian distribution is 2-stable, that is, if $g \in \mathbb{R}^n$ is an i.i.d. Gaussian vector and $y \in \mathbb{R}^n$ is an arbitrary vector, then $\langle g, y \rangle$ is distributed as a single Gaussian random variable, scaled by $\|y\|_2$. In fact, an analogous result is known for $\ell_p$ norms for $p < 2$:

**Theorem 3.0.1** (Standard $p$-stable distributions [Ind06, Nol20]). For $0 < p \leq 2$, there exists a probability distribution $D_p$ called the standard $p$-stable distribution such that if $g \in \mathbb{R}^n$ has entries drawn i.i.d. from $D_p$, then for any $y \in \mathbb{R}^n$ $\langle g, y \rangle$ is distributed as $\|y\|_pg$, for $g \sim D_p$.

While Theorem 3.0.1 takes a step in the right direction, several challenges remain. For $p < 2$, the $p$-stable distributions $D_p$ are heavy-tailed (unlike the 2-stable Gaussian distribution which enjoys sub-Gaussian tails), and thus in order to obtain $(1 \pm \varepsilon)$-approximate estimates with high probability, we need to take a median of independent measurements of $|\langle g, y \rangle|$ to approximate $\|y\|_p$. However, the approximation that we seek, of the form of Definition 1.1.1, would take a mean of the measurements, which in turn results in either a much higher distortion, or a much higher number of rows $r$ for the sketch $S$.

In fact, it turns out that this loss for $p < 2$ is inherent for oblivious $\ell_p$ subspace embeddings, as shown by [WW19, WW22] in the following impossibility result:

**Theorem 3.0.2** (Lower bounds for oblivious $\ell_p$ subspace embeddings, [WW19, WW22]). Sup-
pose that a distribution $\mathcal{D}$ over $r \times n$ matrices $S$ satisfies, for any $A \in \mathbb{R}^{n \times d}$,

$$\Pr_{S \sim \mathcal{D}} \left\{ \text{for all } x \in \mathbb{R}^d, \quad \|Ax\|_p \leq \|SAx\|_p \leq \kappa \|Ax\|_p \right\} \geq \frac{99}{100}.$$ 

Then, the distortion $\kappa$ is at least

$$\kappa = \Omega \left( \frac{1}{d^{1/p} \log^{2/p} r + \left( \frac{r}{n} \right)^{1/p-1/2}} \right);$$

Note that typically, we seek $r = \text{poly}(d)$, which means that the distortion $\kappa$ must be at least

$$\kappa = \Omega \left( \frac{d^{1/p}}{\log^{2/p} d} \right) = \tilde{\Omega}(d^{1/p})$$

and so the distortion must be at least polynomial in $d$. Thus, $(1 + \varepsilon)$-approximations, or even $O(1)$-approximations, are not possible in this regime. On the other hand, the question of whether we can match the lower bound of Theorem 3.0.2 and design oblivious subspace embeddings with distortion $\kappa = \tilde{O}(d^{1/p})$ is a natural and interesting one.

The first known upper bounds for $\ell_p$ subspace embeddings for $p < 2$ were obtained by [SW11], who gave a construction with $r = \tilde{O}(d)$ rows and distortion $\kappa = \tilde{O}(d)$ for the case of $p = 1$. In fact, their sketch $S$ is constructed analogously to Theorem 1.2.3 with the 2-stable Gaussian distribution replaced by the 1-stable distribution, also known as the Cauchy distribution. That is, $S$ is just an appropriate scaling of the $r \times n$ matrix where each entry is drawn independently from the standard Cauchy distribution. Note that this result achieves a nearly optimal trade-off distortion for any $r = \text{poly}(d)$ rows by the lower bound of Theorem 3.0.2. While a dense Cauchy matrix is not as ideal to apply quickly, faster variants of this construction have been developed in subsequent works [MM13, WZ13, CDM$^+$16, WW19, WW22].

With the resolution of the trade-offs for oblivious $\ell_1$ subspace embeddings, the next natural question is to settle the analogous problem for $1 < p < 2$.

**Question 3.0.3** ([WW19, WW22]). Do there exist oblivious $\ell_p$ subspace embeddings that achieve the guarantee of Definition 1.1.1 for the $\ell_p$ norm with $\kappa = \tilde{O}(d^{1/p})$ and $r = \text{poly}(d)$?

In fact, for a long time, the Question 3.0.3 was thought to be resolved, and many papers claimed constructions of oblivious $\ell_p$ subspace embeddings achieving a distortion of $\kappa = \tilde{O}(d^{1/p})$ [MM13, WZ13, WW19]. Unfortunately, all of these results relied on the existence of a certain well-conditioned basis, whose proof contained an error, and the revised proofs only achieves constructions with a distortion of $\kappa = \tilde{O}(d)$ [WW22] for any $p \in (1, 2)$. Thus, the resolution of Question 3.0.3 became a central open question in the study of randomized matrix approximation [WW22]. In the work [WY23a], we give a positive resolution to Question 3.0.3:

**Theorem 3.0.4** (Nearly optimal oblivious $\ell_p$ subspace embeddings [WY23a]). Let $S$ be an $r \times n$ matrix of i.i.d. $p$-stable random variables. There is an $r = \tilde{O}(d)$ such that for any $A \in \mathbb{R}^{n \times d}$,

$$\Pr \left\{ \text{for all } x \in \mathbb{R}^d, \quad \|Ax\|_p \leq \|SAx\|_p \leq \tilde{O}(d^{1/p}) \|Ax\|_p \right\} \geq \frac{99}{100}$$

that is, $S$ is an $\ell_p$ subspace embedding of $A$ with distortion $\kappa = \tilde{O}(d^{1/p})$, with probability at least $99/100$. 30
We discuss our approach towards proving Theorem 3.0.4 in the rest of Chapter 3.

3.1 The question of well-conditioned bases

As alluded to previously, the central question is the existence of a well-conditioned basis. We start with a discussion of these objects.

For the \( \ell_2 \) norm, every subspace admits an orthogonal basis, which is a basis for the subspace which exactly preserves the \( \ell_2 \) norm. That is, for any matrix \( A \in \mathbb{R}^{n \times d} \), there exists a matrix \( U \in \mathbb{R}^{n \times d} \) such that for any \( x \in \mathbb{R}^d \), there exists \( x' \in \mathbb{R}^d \) such that \( Ax = Ux' \), and furthermore, \( \|Ux\|_2 = \|x\|_2 \) for every \( x \in \mathbb{R}^d \). In other words, \( U \) is a norm-preserving map from \( \mathbb{R}^d \) to \( \mathbb{R}^n \). The existence of orthogonal bases plays a key role in the analyses of oblivious embeddings [NN13, Woo14]. However, for \( p \neq 2 \), exact analogues of orthogonal bases do not exist, in the sense that there does not necessarily exist a basis such that \( \|Ux\|_p = \|x\|_p \). Thus, we must settle for an appropriately relaxed notion of “orthogonal bases” when working with subspaces of \( \ell_p \). One way to meaningfully define such an analogue was introduced by [DDH+09], based on a similar definition by [Cla05]:

**Definition 3.1.1** \((\alpha, \beta, p)\)-well-conditioned basis, Definition 3, [DDH+09]). Let \( A \in \mathbb{R}^{n \times d} \) be rank \( d \) matrix, let \( p \geq 1 \), and let \( q = p/(p - 1) \) be the Hölder dual of \( p \). Then, \( U \in \mathbb{R}^{n \times d} \) is an \((\alpha, \beta, p)\)-well-conditioned basis if (1) \( \|U\|_{p,p} \leq \alpha \) and (2) for any \( z \in \mathbb{R}^d \), \( \|z\|_q \leq \beta \|Uz\|_p \).

Note that for \( \ell_2 \), an orthogonal basis \( U \) corresponds to an \((\alpha, \beta, 2)\)-well-conditioned basis with parameters \( \alpha = d^{1/2} \) and \( \beta = 1 \). For \( \ell_1 \), [SW11] showed that the well-known construction of Auerbach bases [Aue30] from the geometric functional analysis literature corresponds to an \((\alpha, \beta, 1)\)-well-conditioned basis with \( \alpha = d \) and \( \beta = 1 \). For \( p \in (1, 2) \), however, the works of [MM13, WZ13, WW19] mistakenly claimed that Auerbach bases also give \((\alpha, \beta, p)\)-well-conditioned bases for \( \alpha = d^{1/p} \) and \( \beta = 1 \), while they in fact only give \( \alpha = d \) and \( \beta = 1 \) [WW22].

3.2 Relaxing linear bases to spanning sets

In fact, our techniques in [WY23a] do not give a construction for \((d^{1/p}, 1, p)\)-well-conditioned basis. Instead, we show that by relaxing the notion of well-conditioned bases to well-conditioned spanning sets, we can obtain a construction that is sufficient to prove Theorem 3.0.4. More specifically, we show the following:

**Theorem 3.2.1** \((\alpha, \beta, p)\)-well-conditioned spanning set, [WY23a]). Let \( A \in \mathbb{R}^{n \times d} \) and let \( p \geq 1 \). Then, there exists \( U \in \mathbb{R}^{n \times s} \) for \( s = O(d) \) such that (1) \( \|U\|_{p,p} \leq s^{1/p} \) and (2) for any \( x \in \mathbb{R}^d \), there exists \( z \in \mathbb{R}^s \) such that \( Ax = Uz \) and \( \|z\|_2 \leq \|Uz\|_p \).

That is, we show that by relaxing the use of a basis, which is only allowed to contain \( d \) vectors, to a spanning set consisting of a slightly larger \( O(d) \) vectors, we can obtain a spanning set which has properties that are just as good as a \((O(d^{1/p}), 1, p)\)-well-conditioned basis. In fact, the well-conditioning guarantee is even better than the one in Definition 3.1.1, since the Hölder
conjugate $q$ of $p$ is greater than 2 for $p < 2$, so we in fact have the guarantee that

$$
\|z\|_q \leq \|z\|_2 \leq \|Uz\|_p.
$$

Towards our result, we will need the following result on the construction of volumetric spanners [HK16], which, given a set of vectors, is a small subset of vectors such that the minimum volume ellipsoid enclosing the subset is also the minimum volume ellipsoid enclosing the entire set of $n$ vectors. These objects can also be stated as coresets for Löwner–John ellipsoids. Related and improved constructions are also given in [KY05, Tod16, BMV23].

**Theorem 3.2.2** (Theorem 1.1, [HK16]). Let $\mathcal{K} \in \mathbb{R}^d$ be compact. There exists $S \subseteq \mathcal{K}$ with $|S| \leq 12d$ such that $\mathcal{K} \subseteq \mathcal{E}(S)$, where $\mathcal{E}(S) = \left\{ \sum_{v \in S} v \cdot x_i \in \mathbb{R}^d : x \in \mathbb{R}^{|S|}, \|x\|_2 \leq 1 \right\}$.

From the guarantees of Theorem 3.2.2, we immediately the following lemma about spanning sets for subspaces of $\ell_p$.

**Lemma 3.2.3** (Well-conditioned spanning sets for subspaces of $\ell_p$). Let $p \in (0, \infty)$ and let $A \in \mathbb{R}^{n \times d}$. There exists $R \in \mathbb{R}^{d \times s}$ for $s = O(d)$ such that $\|ARe_i\|_p \leq 1$ for every $i \in [s]$, and for any $x \in \mathbb{R}^d$ with $\|Ax\|_p \leq 1$, there exists $y \in \mathbb{R}^s$ such that $Ax = ARy$ and $\|y\|_2 \leq 1$.

**Proof.** We take $\mathcal{K} = \{Ax : \|Ax\|_p \leq 1\}$. Then by Theorem 3.2.2, there is a subset of at most $s \leq 12d$ vectors, say the columns of $AR$ for some $R \in \mathbb{R}^{d \times s}$, such that any $v \in \mathcal{K}$ can be written as $v = ARy$ with $\|y\|_2 \leq 1$.

Given the above lemma, the proof of Theorem 3.2.1 is immediate:

**Proof of Theorem 3.2.1.** We simply translate the guarantees of Lemma 3.2.3 into that of Theorem 3.2.1. First, we take $U = AR$, where $R$ is given by Lemma 3.2.3. Then, the entrywise $\ell_p$ norm of $U$ is bounded since

$$
\|U\|_{p,p}^p = \sum_{j=1}^s \|Ue_j\|_p^p = \sum_{j=1}^s \|ARe_j\|_p^p \leq s.
$$

Next, let $x \in \mathbb{R}^d$ satisfy $\|Ax\|_p = 1$. Then, by Lemma 3.2.3, we may identify a $z \in \mathbb{R}^s$ such that $Ax = Uz$ and

$$
\|z\|_2 \leq 1 \leq \|Ax\|_p = \|Uz\|_p.
$$

The result for general $x \in \mathbb{R}^d$ follows by scaling. \qed

### 3.3 Proof of Theorem 3.0.4

Finally, with the construction of well-conditioned spanning sets (Theorem 3.2.1) in hand, we obtain a construction of nearly optimal oblivious $\ell_p$ subspace embeddings. We give a simple proof based on the work of [SW11] for the $\ell_1$ norm, which uses a dense $p$-stable embedding $S$. This embedding has a much slower running time to apply to the matrix $A$, but gives a simple proof and still gives a nearly optimal trade-off between the embedding dimension $r$ and the distortion $\kappa$. Constructions with faster running time can be obtained by combining our ideas with results in [WZ13, WW19, WW22], but we omit the details for sake of simplicity.
Proof of Theorem 3.0.4. We take $S \in \mathbb{R}^{r \times d}$ to be drawn with i.i.d. $p$-stable random variables [Nol20], scaled by $C/r^{1/p}$ for some large enough constant $C$. For every $(i, j) \in [r] \times [d]$, $e_i^T S U e_j$ is distributed as $C \|U e_j\|_p/r^{1/p}$ times a $p$-stable variable $X_{i,j}$, by definition of $p$-stable variables. With probability at least $1 - 1/\text{poly}(rd)$, $|X_{i,j}|$ is at most $\text{poly}(rd)$, so by a union bound over all $rd$ choices of $(i, j)$, this is true for every $(i, j) \in [r] \times [d]$. Call this event $\mathcal{E}$. Conditioned on this event, the expectation of $|X_{i,j}|$ is $O(\log(rd))$, so by linearity of expectation, we have

$$E[\|SU\|_{p,p}^p|\mathcal{E}] = \sum_{i=1}^r \sum_{j=1}^d E[|e_i^T S U e_j|^p|\mathcal{E}] \leq O(1) \sum_{i=1}^r \sum_{j=1}^d \frac{\|U e_j\|_p^p}{r} = O(\|U\|_{p,p}^p \log(rd)).$$

By Markov’s inequality, this bound holds up to constant factors with probability at least $199/200$. We condition on this event. Then, for any $x \in \mathbb{R}^{n \times d}$, we write $Ax = U z$ for $z$ promised by Theorem 3.2.1, so that

$$\|SUz\|_p^p = \sum_{i=1}^n |e_i^T S U z|^p \leq \|z\|_q^p \sum_{i=1}^n |e_i^T U z|^p \leq \|z\|_2^p \|SU\|_{p,p}^p \leq \|U z\|_p^p \|SU\|_{p,p} \leq \|U z\|_p^p O(\|U\|_{p,p}^p \log(rd)) \leq O(d \log(rd)) \|U z\|_p^p.$$ 

Taking $p$th roots gives the upper inequality.

For the lower inequality, we use the following concentration lemma [WW19, Lemma 2.12]:

Lemma 3.3.1 (Lemma 2.12 of [WW19]). Let $\{X_i\}_{i=1}^n$ be independent $p$-stable random variables. Then for sufficiently large $n$ and $T$,

$$\Pr \left\{ \sum_{i=1}^n |X_i|^p \geq L_p n \log \frac{n}{\log T} \right\} \geq 1 - \frac{1}{T}$$

for some constant $L_p$.

For every $x \in \mathbb{R}^d$ with $\|Ax\|_p = 1$, $\|SAx\|_p^p$ is the sum of $r$ independent $p$-stable random variables, raised to the $p$ and scaled by $r$. We then apply the above lemma with $n = r$ and $T = \exp(r)$ to conclude that for every $x \in \mathbb{R}^d$ with $\|Ax\|_p = 1$, $\|SAx\|_p^p \geq 1$ with probability at least $1 - \exp(-r)$, by choosing our constant $C$ large enough. By a standard net argument (see, e.g., [SW11]), this is true for every $x \in \mathbb{R}^d$ with $\|Ax\|_p = 1$. This in turn implies the lower tail inequality for every $x \in \mathbb{R}^d$ by scaling. 

\[\square\]
Chapter 4

Low distortion embeddings for $\ell_1$ [LWY21]

In Chapter 3, we studied algorithms for oblivious $\ell_p$ subspace embeddings with distortion $\kappa$ on the order of $\text{poly}(d)$, as the lower bound of Theorem 3.0.2 prohibited a construction with smaller distortion, if we insist on $r = \text{poly}(d)$. However, if we are allowed to make $r$ as large as $\exp(\text{poly}(d))$, then the lower bound of Theorem 3.0.2 no longer gives a lower bound, and we can hope for a distortion of $\kappa = (1 + \varepsilon)$. Indeed, [WW19, WW22] studied the question of whether $(1 + \varepsilon)$ approximations are possible if we allow for superpolynomial dependencies on $d$, and showed that if $r$ is doubly exponential, i.e. $r = \exp(\exp(\text{poly}(d)))$, then a dense Cauchy embedding (similarly to that used in [SW11]) admits oblivious $\ell_1$ subspace embeddings with $(1 + \varepsilon)$ distortion. However, this leads to an exponential gap in the bound on $r$. A natural question is to resolve this gap:

**Question 4.0.1** ([WW19, WW22]). Do there exist oblivious $\ell_p$ subspace embeddings that achieves the guarantee of Definition 1.1.1 for the $\ell_p$ norm with $\kappa = (1 + \varepsilon)$ and $r = \exp(\text{poly}(d, \varepsilon^{-1}))$?

In [LWY21], we study Question 4.0.1 and answer it affirmatively for $p = 1$ with the following theorem:

**Theorem 4.0.2** $(1 + \varepsilon)$ oblivious $\ell_1$ subspace embeddings [LWY21]). There exists a distribution over $r \times n$ matrices $S$ for $r = \exp(O(d/\varepsilon))$ such that for any $A \in \mathbb{R}^{n \times d}$,

$$\Pr\{\text{for all } x \in \mathbb{R}^d, \quad \|Ax\|_1 \leq \|SAx\|_1 \leq (1 + \varepsilon)\|Ax\|_1\} \geq \frac{99}{100}$$

that is, $S$ is an $\ell_1$ subspace embedding of $A$ with distortion $\kappa = (1 + \varepsilon)$, with probability at least 99/100.

Our techniques developed in this work have been further developed in [MOW23] to design streaming algorithms for logistic regression and $\ell_1$ regression. The remainder of Chapter 4 will be devoted to proving Theorem 4.0.2.

### 4.1 Overview of sketch construction and analysis

Our sketch $S$ for proving Theorem 4.0.2 requires a number of novel ideas over prior constructions. Instead of using the typical approach for oblivious $\ell_1$ subspace embeddings based on Cauchy
sketches [SW11, WW19, WW22], we instead start with the $M$-sketch of [CW15a], which is based on classic techniques of hashing and subsampling from the streaming literature [IW05].

Let us now discuss the original construction of the $M$-sketch and its analysis, as well as its shortcomings that we will need to overcome when proving Theorem 4.0.2. The $M$-sketch matrix $S$ first samples the rows of $A$ at $O(\log n)$ geometrically decreasing scales of sampling probabilities ranging from $p = 1$ to $p = 1/n$. We will refer to each of these scales as levels, and denote the sampling matrix at level $h$ by $S^{(h)}$. At level $h$, $S^{(h)}$ will sample each row $i \in [n]$ with probability $p_h = B^{-h}$ for some branching factor $B$ to be chosen later. For each of these sampling levels, we apply a CountSketch matrix [CW13] $C^{(h)}$, given by the following definition:

**Definition 4.1.1 (CountSketch [CW13]).** The $r \times n$ CountSketch matrix is a random matrix associated with a random hash function $H : [n] \to [r]$ and random signs $\Lambda_i \sim \{\pm 1\}$ for $i \in [n]$, so that for each $i \in [n]$, $C_{H(i),i} = \Lambda_i$.

Finally, the $M$-sketch construction $S$ takes the vertical concatenation of the matrices $C^{(h)}S^{(h)}$.

### 4.1.1 Sketching a single vector

Let us first discuss what this sketch does for a fixed vector $y \in \mathbb{R}^n$. We focus on showing that our construction does not expand the $\ell_1$ norm too much, i.e., $\|Sy\|_1 \leq (1 + \varepsilon)\|y\|_1$, since the other inequality $\|Sy\|_1 \geq (1 - \varepsilon)\|y\|_1$ will turn out to be much simpler. As we justify later, we can assume that $y$ is a vector with $m$ coordinates of ones and $n - m$ coordinates of zeros without loss of generality. We first consider three cases on the sampling probability $p$ used in the $M$-sketch. Two of these are “easy”, while the last is a challenge we will need to overcome. In the first case, $p$ is much smaller than $1/m$, which means that none of the $m$ nonzero entries of $y$ are sampled. In this case, there is no contribution towards $\|Sy\|_1$ in this sampling level, so the analysis is simple. On the other hand, if $p$ is much larger than $1/(\varepsilon^2 m)$, then we will have good concentration by Chernoff bounds and thus the sampled mass is $\|S^{(h)}y\|_1 = (1 + \varepsilon)\|y\|_1$. Then when we apply a CountSketch matrix $C^{(h)}$ on the sampled coordinates $S^{(h)}y$, we will perfectly hash the sampled coordinates if this number is small relative to the number of hash buckets, or introduce many collisions if the number of sampled coordinates is much larger than the number of hash buckets. In the former case, we continue to preserve the $\ell_1$ norm so $\|C^{(h)}S^{(h)}y\|_1 = (1 + \varepsilon)\|S^{(h)}y\|_1$, while in the latter case, the collisions will cause a substantial reduction in $\ell_1$ mass due to cancellations due to the random signs of CountSketch. Both of these will be amenable to analysis.

The last case is the challenging case, where the sampling probability $p$ is larger than $1/m$ so that we will sample some of the nonzero entries of $y$ with constant probability, but smaller than $1/(\varepsilon^2 m)$ so that we cannot expect $(1 \pm \varepsilon)$ approximation with high enough probability. We will refer to this as the “badly concentrated” levels. When such badly concentrated levels exist, then we cannot hope for our sketch to achieve $(1 \pm \varepsilon)$ approximation. However, for any fixed sampling probability $p$, one can define a hard instance for this algorithm by taking the input vector to be the binary vector supported on $m = \Theta(1/p)$ entries. The crucial idea for getting around this problem is to randomize the sampling probability itself. To implement this idea, we draw a uniformly random offset $u \sim [0, 1]$ and take the sampling probability at level $h$ to now be $p_h = B^{-u(1 + h)}$. Then, for any fixed support size $m$, the probability that any fixed $p_h$ is between $1/m$ and $1/(\varepsilon^2 m)$
is at most
\[
\Pr\{p_h \in [1/m, 1/(\varepsilon^2 m)]\} = \Pr\{-(u + h) \in [0, \log_B \varepsilon^{-2}] - \log_B m\} \leq \log_B \varepsilon^{-2}.
\]

Now if we take \( B = (\varepsilon^{-2})^{1/\delta} \), then this probability is at most \( \delta \), so the expected contribution from badly concentrated levels is now at most \( \delta \|y\|_1 \). We can then set \( \delta = \varepsilon \) so that the expected contribution is at most an \( \varepsilon \) fraction of the entire mass, and this idea is sufficient to carry the proof out when applying the sketch to one vector. At this point, we may formally introduce the construction we use to prove Theorem 4.0.2, which we call random boundary \( M \)-sketch.

**Definition 4.1.2** (Random boundary \( M \)-sketch). Let \( C^{(0)} \) be a \( N_0 \times n \) CountSketch matrix (Definition 4.1.1) and for each \( h \in [h_{\text{max}}] \), let \( C^{(h)} \) be a \( N \times n \) CountSketch matrix. Let \( u \sim [0, 1] \) be uniformly random, and for each \( h \in [h_{\text{max}}] \), let \( p_h = B^{-(u+h-1)} \) and let \( S^{(h)} \) be the diagonal sampling matrix with \( S^{(h)}_{i,i} \) set to \( 1/p_h \) with probability \( p_h \) and 0 otherwise. Then, the random boundary \( M \)-sketch matrix is defined as the vertical concatenation

\[
S := \begin{pmatrix}
C^{(0)} \\
C^{(1)}S^{(1)} \\
C^{(2)}S^{(2)} \\
\vdots \\
C^{(h_{\text{max}})}S^{(h_{\text{max}})}
\end{pmatrix}
\]

### 4.1.2 Extension to subspaces

We now turn to extending the analysis to the case of general \( d \). A common technique in the sketching literature is to extend an analysis for a single vector to a whole \( d \)-dimensional subspace through the use of a net argument, in which the single vector analysis is applied with failure probability \( \delta = \exp(-d) \). However, this is a problem in our case since the dependence on the failure rate is exponential in the analysis of badly concentrated levels and thus this would still lead to a doubly exponential dependence in \( d \), which is the original bound we sought to improve. On the other hand, the analysis of badly concentrated levels is the only place in which this problem occurs; in all other parts of the analysis, a union bound is sufficient.

A second key insight we need to get around this problem is that when analyzing the badly concentrated levels, we can apply the analysis just once to the vector of \( \ell_1 \) sensitivities, that is, the vector \( \sigma^1(A) \in \mathbb{R}^n \) given by

\[
\sigma^1(A) := \sup_{Ax \neq 0} \frac{||Ax||_1}{||Ax||_1}.
\]  

(4.1)

The \( i \)th \( \ell_1 \) sensitivity of \( A \) captures the largest value that \( Ax \) can take on the \( i \)th coordinate ranging over all \( \ell_1 \) unit vectors \( Ax \), and thus bounding badly concentrated levels of the vector of sensitivities simultaneously bounds the badly concentrated levels of every column space vector \( Ax \). Furthermore, it is known that \( ||\sigma^1(A)||_1 \leq d [WY23c] \) and thus we only incur an additional factor of \( d \) in the error. This can be handled by replacing \( \varepsilon \) by \( \varepsilon/d \), which only leads to a singly exponential dependence on \( d \), rather than doubly exponential.
4.2 No expansion

Our goal in this section is to show that \( \|SAx\|_1 \leq (1 + \varepsilon)\|Ax\|_1 \) simultaneously for every \( x \in \mathbb{R}^d \), with probability at least \( 1 - \delta \). We first introduce some notation.

**Definition 4.2.1** (Sensitivity weight classes). Let \( A \in \mathbb{R}^{n \times d} \). Then, for each \( q \in \mathbb{N} \), we let \( W^q(A) \subseteq [n] \) denote the set
\[
W^q(A) := \{ i \in [n] : \sigma_i^1(A) \in (2^{-q}, 2^{1-q}] \}
\]
and let \( A^{(q)} \) and \( \sigma^{(q)} \) denote the restriction of \( A \) and \( \sigma^1 \) to the rows indexed by \( W^q(A) \), respectively.

We decompose the sketch by the sampling level \( h \) and the sensitivity weight class \( q \) as
\[
\|SAx\|_1 \leq \|C^{(0)}Ax\|_1 + \sum_{q=1}^{\infty} \sum_{h=1}^{h_{\max}} \|C^{(h)}S^{(h)}A^{(q)}x\|_1
\]
We will then bound this quantity by casework on \( h \) and \( q \), and in particular, by casing on the expected number of sampled elements \( p_h |W^q(A)| \).

4.2.1 Bounding badly concentrated levels

**Lemma 4.2.2.** Suppose that \( 0 < a < b \) are such that \( \log_B(b/a) \leq 1 \). Then with probability at least \( 1 - \delta \), we have that simultaneously for every \( x \in \mathbb{R}^d \),
\[
\sum_{q=1}^{\infty} \sum_{h=1}^{h_{\max}} \|C^{(h)}S^{(h)}A^{(q)}x\|_1 \cdot I\{p_h|W^q(A)| \in [a, b]\} \leq \frac{2d}{\delta} \log_B \frac{b}{a} \cdot \|Ax\|_1.
\]

**Proof.** By the definition of sensitivities \( (4.1) \), we have that for every \( h \) and \( q \),
\[
\|C^{(h)}S^{(h)}A^{(q)}x\|_1 \leq \|S^{(h)}A^{(q)}x\|_1 \leq \|Ax\|_1 \cdot \|S^{(h)}\sigma^{(q)}\|_1.
\]
Note that for each \( q \), there are at most two choices of \( h \in [h_{\max}] \) such that
\[
\Pr_{u \sim [0,1]} \{p_h|W^q(A)| \in [a, b]\} = \Pr_{u \sim [0,1]} \{-(u + h - 1) \in [\log_B a, \log_B b - \log_B |W^q(A)|]\} > 0
\]
since \([\log_B a, \log_B b]\) is an interval of length at most 1. In this case, this probability is bounded by \( \log_B(b/a) \). Then,
\[
E \left[ \sum_{q=1}^{\infty} \sum_{h=1}^{h_{\max}} \|S^{(h)}\sigma^{(q)}\|_1 \cdot I\{p_h|W^q(A)| \in [a, b]\} \right] \leq \sum_{q=1}^{\infty} E[\|S^{(h)}\sigma^{(q)}\|_1] \cdot 2\log_B(b/a)
\leq 2d \log_B(b/a).
\]
Thus by Markov’s inequality, this quantity is at most \( 2d \log_B(b/a)/\delta \) with probability at least \( 1 - \delta \). \( \square \)
The above lemma allows us to bound all levels below some threshold expectation $p_h|W^q(A)| < m_{\text{crowd}}$.

**Lemma 4.2.3.** Let $m_{\text{crowd}} \geq \delta/h_{\text{max}}q_{\text{max}}$ be some threshold and suppose

$$B \geq \exp\left(\frac{2d}{\delta}\log \frac{h_{\text{max}}q_{\text{max}}m_{\text{crowd}}}{\delta}\right).$$

Then with probability at least $1 - 2\delta$, we have for all $x \in \mathbb{R}^d$ that

$$\sum_{h \in [h_{\text{max}}]} \sum_{q \in [q_{\text{max}}]} \|C(h)\mathbf{S}(h)A(q)x\|_1 \mathbb{1}\{p_h|W^q(A)| \in [0, m_{\text{crowd}}]\} \leq 2\varepsilon\|Ax\|_1.$$

**Proof.** We case on $p_h|W^q(A)|$ by intervals $[0, \delta/h_{\text{max}}q_{\text{max}})$ and $[\delta/h_{\text{max}}q_{\text{max}}, m_{\text{crowd}})$.

- **Dead levels:** First consider the $h$ for which $p_h|W^q(A)| < \delta/h_{\text{max}}q_{\text{max}}$. In this case, the probability that we sample any row $i \in W^q(A)$ is at most $p_h|W^q(A)| < \delta/h_{\text{max}}q_{\text{max}}$ by a union bound over the $|W^q(A)|$ rows. Then by a further union bound over all pairs $(h, q) \in [h_{\text{max}}] \times [q_{\text{max}}]$, this category of levels contributes no mass with probability at least $1 - \delta$.

- **Badly concentrated levels:** Consider the subsampling levels with $p_h|W^q(A)| \in [\delta/h_{\text{max}}q_{\text{max}}, m_{\text{crowd}})$. Then, $B$ is chosen large enough such that by Lemma 4.2.2, the contribution from these levels is at most $\varepsilon\|Ax\|_1$ simultaneously for every $x \in \mathbb{R}^d$, with probability at least $1 - \delta$.

We thus conclude by a union bound over the above three events.

### 4.2.2 Bounding well-concentrated levels

For each weight class $q$, we will bound exactly one sampling level $h$ by $(1 + \varepsilon)\|A(q)x\|_1$ by showing that the sampling $\mathbf{S}(h)$ concentrates.

**Lemma 4.2.4.** Let $a > 0$. For each $q$, let $h_q \in [h_{\text{max}}]$ such that $p_h|W^q(A)| \geq a$. Let

$$X := \sum_{q=1}^\infty \|\mathbf{S}(h_q)A(q)x\|_1$$

Then, with probability at least $1 - \exp(-a\varepsilon^2/8d)$, we have $X \leq E[X] + \varepsilon\|Ax\|_1$.

**Proof.** We will show that at this level, $\mathbf{S}(h_q)$ performs sensitivity sampling. Note that

$$\|[A(q)x](i)\| \leq \|Ax\|_1 \cdot \max_{j \in W^q(A)} \sigma_j^1(A) \leq 2^{1-q}\|Ax\|_1$$

for each $i \in W^q(A)$, by definition of sensitivities (4.1). We also have that $d \geq \|\sigma^1(A)\|_1 \geq 2^{-q}|W^q(A)|$ so

$$p_{h_q} \geq \frac{a}{|W^q(A)|} \geq \frac{a}{d} \cdot 2^{-q}. $$
Then, the variance of $X$ is
\[
\text{Var}(X) = \sum_{q=1}^{\infty} \sum_{i \in W^q(A)} p_{qh} \frac{|[A^{(q)}x](i)|^2}{p_{qh}^2} = \sum_{q=1}^{\infty} \sum_{i \in W^q(A)} \left| [A^{(q)}x](i) \right|^2 p_{qh}.
\]
and each term is bounded by $\left| [A^{(q)}x](i) \right| / p_{qh} \leq (2d/a) \|Ax\|_1$. Then by Bernstein’s inequality,
\[
\Pr\{X \geq E[X] + \varepsilon \|Ax\|_1\} \leq \exp\left(-\frac{\varepsilon^2}{4d} \frac{\|Ax\|_1^2}{\|Ax\|_1} \right) \leq \exp\left(-\frac{\alpha \varepsilon^2}{8d}\right).
\]

### 4.2.3 Bounding oversampled levels

**Lemma 4.2.5.** Let $\alpha > 0$. Let $p_h |W^q(A)| \geq \alpha$. Then, for each $x \in \mathbb{R}^d$, with probability at least $1 - 2N \exp(-\mu/3N) - \delta$, we have that
\[
\|C^{(h)} A^{(q)} x\|_1 \leq \frac{2d \sqrt{N} \sqrt{\log(N/\delta)}}{\sqrt{a}} \|Ax\|_1.
\]

**Proof.** Let $\mu = p_h |W^q(A)| \geq \alpha$. By Chernoff’s bound, the probability that a fixed CountSketch hash bucket in level $h$ gets more than $X \geq 2\mu/N$ elements from $W^q(A)$ is at least
\[
\Pr\{|X - \mu| \leq \frac{\mu}{N}\} \geq 1 - 2 \exp\left(-\frac{\mu/N}{3}\right) = 1 - 2 \exp\left(-\frac{\mu}{3N}\right).
\]

By a union bound over the $N$ buckets, this is true for every bucket with probability at least $1 - 2N \exp(-\mu/3N)$. We condition on this event. Then by Hoeffding’s bound, the inner product of $m$ elements $\{a_i\}_{i=1}^m$ bounded by 1 with random signs $s_i \sim \{\pm 1\}$ is bounded by
\[
\Pr\left\{\left| \sum_{i=1}^m s_i a_i \right| > \sqrt{m \log(N/\delta)} \right\} \leq \frac{\delta}{N}.
\]
Now let $X_i$ denote the number of elements sampled from $W^q(A)$ in the $i$th hash bucket. Then, applying the above Hoeffding bound gives
\[
\left| [C^{(h)} A^{(q)} x](i) \right| \leq \frac{2^{1-q}}{p_h} \cdot \|Ax\|_1 \sqrt{X_i \log(N/\delta)}
\]
\[
\leq \frac{2^{1-q}|W^q(A)|}{p_h |W^q(A)|} \cdot \|Ax\|_1 \sqrt{\frac{2\mu}{N} \log(N/\delta)}
\]
\[
\leq \frac{2d}{\mu} \cdot \|Ax\|_1 \sqrt{\frac{2\mu}{N} \log(N/\delta)}.
\]
By a union bound over \(N\) buckets, with probability at least \(1 - \delta\), the above bound holds for all \(N\) buckets. Summing over the \(N\) buckets gives
\[
\left\| \mathbf{C}^{(h)} \mathbf{S}^{(h)} \mathbf{A}(q) \mathbf{x} \right\|_1 \leq \frac{2\sqrt{2d\sqrt{N}}}{\sqrt{\mu}} \sqrt{\log(N/\delta)} \cdot \left\| \mathbf{A} \mathbf{x} \right\|_1.
\]

### 4.2.4 Bounding tiny levels

**Lemma 4.2.6.** Let \(q_{\text{max}} \geq \log(2n h_{\text{max}}/\delta \varepsilon)\). Then with probability at least \(1 - \delta\), it holds for all \(x \in \mathbb{R}^d\) that
\[
\sum_{h \in [h_{\text{max}}]} \sum_{q > q_{\text{max}}} \left\| \mathbf{S}^{(h)} \mathbf{A}(q) \mathbf{x} \right\|_1 \leq \varepsilon \left\| \mathbf{A} \mathbf{x} \right\|_1.
\]

**Proof.** For the weight classes \(q > q_{\text{max}}\), the total sensitivity mass contribution is bounded by
\[
\sum_{q > q_{\text{max}}} \left\| \mathbf{\sigma}(q) \right\|_1 \leq \sum_{q > q_{\text{max}}} 2^{1-q} |W^q(\mathbf{A})| \leq \frac{\delta \varepsilon}{n h_{\text{max}}} \sum_{q > q_{\text{max}}} |W^q(\mathbf{A})| \leq \frac{\delta \varepsilon}{h_{\text{max}}}.
\]

Then in expectation, the sum of the sampled and scaled sensitivity scores is bounded by
\[
E \left( \sum_{h \in [h_{\text{max}}]} \sum_{q > q_{\text{max}}} \left\| \mathbf{S}^{(h)} \mathbf{\sigma}(q) \right\|_1 \right) = \sum_{h \in [h_{\text{max}}]} \sum_{q > q_{\text{max}}} \left\| \mathbf{\sigma}(q) \right\|_1 \leq \sum_{h \in [h_{\text{max}}]} \frac{\delta \varepsilon}{h_{\text{max}}} = \delta \varepsilon.
\]

Then with probability at least \(1 - \delta\), the above sum is at most \(\varepsilon\). We condition on this event. Then, for all \(x \in \mathbb{R}^d\),
\[
\sum_{h \in [h_{\text{max}}]} \sum_{q > q_{\text{max}}} \left\| \mathbf{S}^{(h)} \mathbf{A}(q) \mathbf{x} \right\|_1 \leq \left\| \mathbf{A} \mathbf{x} \right\|_1 \sum_{h \in [h_{\text{max}}]} \sum_{q > q_{\text{max}}} \sum_{i \in W^q(\mathbf{A})} \left[ \mathbf{S}^{(h)} \mathbf{\sigma}^1(\mathbf{A}) \right](i)
\]
\[
\leq \left\| \mathbf{A} \mathbf{x} \right\|_1 \sum_{h \in [h_{\text{max}}]} \sum_{q > q_{\text{max}}} \left\| \mathbf{S}^{(h)} \mathbf{\sigma}^1(\mathbf{A}) \right\|_1 \leq \varepsilon \left\| \mathbf{A} \mathbf{x} \right\|_1
\]
as desired. \(\square\)

### 4.2.5 Net argument

In this section, we collect the bounds obtained in previous sections and conclude with a net argument.

**Lemma 4.2.7.** Let the randomized boundary \(M\)-sketch \(\mathbf{S}\) satisfy the hypotheses of Lemmas 4.2.3 and 4.2.6. Let \(\alpha \in (0, 1)\). Let
\[
m_{\text{crowd}} \geq \frac{8d}{\varepsilon^2} \log \frac{1}{\alpha} + \frac{N_0}{B} \frac{8d^2 q_{\text{max}}^2}{\varepsilon^2} \log \frac{N_0 q_{\text{max}}}{\alpha} + \frac{N}{B} \frac{8d^2 q_{\text{max}}^2}{\varepsilon^2} \log \frac{N_0 q_{\text{max}}}{\alpha}
\]
There is an event with probability \(1 - 3\delta\) such that conditioned on this event, for every \(x \in \mathbb{R}^d\),
\[
\Pr(\left\| \mathbf{S} \mathbf{A} \mathbf{x} \right\|_1 \leq (1 + 5\varepsilon) \left\| \mathbf{A} \mathbf{x} \right\|_1) \geq 1 - 2\alpha.
\]
Proof. By Lemma 4.2.6, the contribution from weight classes \( q > q_{\text{max}} \) is at most \( \varepsilon \| Ax \|_1 \) with probability at least \( 1 - \delta \). We let this event be \( \mathcal{E}_1 \) and restrict our attention to \( q \leq q_{\text{max}} \).

For each \( q \in [q_{\text{max}}] \), we bound the mass contribution of rows corresponding to \( W^q(A) \) at each subsampling level \( \{0\} \cup [h_{\text{max}}] \). Note that by Lemma 4.2.7, there is an event with probability at least \( 1 - 2\delta \) such that all levels \( h, q \) except for those such that \( h = 0 \), or \( p_h |W^q(A)| \in [m_{\text{crowd}}, Bm_{\text{crowd}}] \), or \( p_h |W^q(A)| \in [Bm_{\text{crowd}}, \infty) \) are bounded by at most \( 2\varepsilon \| Ax \|_1 \), so it remains to bound these levels.

Note that for each \( q \in [q_{\text{max}}] \), there exists at most one level \( h_q \in [h_{\text{max}}] \) such that \( p_{h_q} |W^q(A)| \in [m_{\text{crowd}}, Bm_{\text{crowd}}] \), since \( p_h \) varies in factors of \( B \) by construction. For these levels, we have by Lemma 4.2.4 that with probability at least \( 1 - \alpha \),

\[
\sum_{q \in [q_{\text{max}}]} \| S^{(h_q)} A^{(q)} x \|_1 \leq \sum_{q \in [q_{\text{max}}]} \| A^{(q)} x \|_1 + \varepsilon \| Ax \|_1.
\]

If such a sampling level \( h_q \) exists, then we have \( |W^q(A)| \geq m_{\text{crowd}} / p_{h_q} \geq Bm_{\text{crowd}} \). Then by Lemma 4.2.5, the \( h = 0 \) level of sampling level contributes mass at most \( (\varepsilon / q_{\text{max}}) \| Ax \|_1 \) with probability at least \( 1 - \alpha / q_{\text{max}} \). Thus by a union bound over all \( q \in [q_{\text{max}}] \) with a Goldilocks level and summing over these, the 0th level contributes at most \( \varepsilon \| Ax \|_1 \). Otherwise, if a weight class \( q \) has no level \( h_q \), then we have by the triangle inequality that \( \| C^{(0)} A^{(q)} x \|_1 \leq \| A^{(q)} x \|_1 \) and thus we simply bound the contribution of the 0th level by \( \| A^{(q)} x \|_1 \). Finally, note that for levels with \( p_h |W^q(A)| \in [Bm_{\text{crowd}}, \infty) \), a similar application of Lemma 4.2.5 shows that the total contribution of all of these levels is at most \( \varepsilon \| Ax \|_1 \).

Note that \( \mathcal{E}_1 \cap \mathcal{E}_2 \) occurs with probability at least \( 1 - 3\delta \). Then conditioned on this event, every \( x \in \mathbb{R}^d \) has a \( 1 - 2\alpha \) probability that

\[
\| S A x \|_1 = \left[ \sum_{q \geq q_{\text{max}}} \| S A^{(q)} x \|_1 \right] + \sum_{q \in [q_{\text{max}}]} \| C^{(0)} A^{(q)} x \|_1 + \sum_{h \in [h_{\text{max}}]} \| C^{(h)} S^{(h)} A^{(q)} x \|_1 \leq \varepsilon \| Ax \|_1 + (1 + \varepsilon) \| Ax \|_1 + \varepsilon \| Ax \|_1 + 2\varepsilon \| Ax \|_1 \leq (1 + 5\varepsilon) \| Ax \|_1
\]

which is the desired bound.

We conclude by a standard net argument.

**Theorem 4.2.8 (No expansion).** Let the randomized boundary \( M \)-sketch \( S \) satisfy the hypotheses of Lemmas 4.2.3, 4.2.6, and 4.2.7. Let \( \alpha = \delta \exp(-d \log(3/\varepsilon)) / 2 \). With probability at least \( 1 - 4\delta \), we have that for all \( x \in \mathbb{R}^d \),

\[
\| S A x \|_1 \leq (1 + 8\varepsilon) \| Ax \|_1.
\]

**Proof.** By Lemma 4.2.7, there is an event with probability at least \( 1 - 3\delta \) such that conditioned on this event, for each \( x \), there is a \( 1 - 2\alpha \) probability that

\[
\| S A x \|_1 \leq (1 + 5\varepsilon) \| Ax \|_1.
\]
It is well-known (see e.g., [BLM89]), that there exists an \( \varepsilon \)-net \( \mathcal{N} \) of size at most \((3/\varepsilon)^d = \exp(d \log(3/\varepsilon))\) over the set \( \{ Ax : x \in \mathbb{R}^d, \|Ax\| = 1 \} \). Then by a union bound over the net, (4.2) holds for every \( Ax \in \mathcal{N} \) with probability at least \( 1 - \delta \).

Finally, let \( x \in \mathbb{R}^d \) be arbitrary with \( \|Ax\|_1 = 1 \). It is shown in [WW19, Theorem 3.5] that \( Ax = \sum_{i=0}^{\infty} y^{(i)} \) where each nonzero \( y^{(i)} \) has \( y^{(i)}/\|y^{(i)}\|_1 \in \mathcal{N} \) and \( \|y^{(i)}\|_1 \leq \varepsilon^i \). We then have that

\[
\|SAx\|_1 = \|S\left( \sum_{i=0}^{\infty} y^{(i)} \right) \|_1 \leq \sum_{i=0}^{\infty} \|Sy^{(i)}\|_1 \leq (1 + 5\varepsilon) \sum_{i=0}^{\infty} \|y^{(i)}\|_1 \leq (1 + 5\varepsilon) \sum_{i=0}^{\infty} \varepsilon^i \leq 1 + 8\varepsilon.
\]

We conclude by homogeneity.

\[\square\]

4.3 No contraction

Our goal in this section is to show that \( \|SAx\|_1 \leq (1 - \varepsilon)\|Ax\|_1 \) simultaneously for every \( x \in \mathbb{R}^d \), with probability at least \( 1 - \delta \).

We analyze the no contraction lemma for each unit vector \( y \in \mathbb{R}^n \), and conclude by a union bound over a net (Section 4.3.4). We thus define weight classes based on an individual vector \( y \).

**Definition 4.3.1** (Weight classes). Let \( y \in \mathbb{R}^n \) be an \( \ell_1 \) unit vector. Then, for each \( q \in \mathbb{N} \), we let \( W^q(y) \subseteq [n] \) denote the set

\[
W^q(y) := \{ i \in [n] : |y(i)| \in (2^{-q}, 2^{1-q}] \}
\]

and let \( y^{(q)} \) denote the restriction of \( y \) to the rows indexed by \( W^q(y) \).

4.3.1 Essential weight classes

We first reduce the analysis of preserving \( \|y\|_1 \) to the analysis of preserving a subset of the weight classes \( \|y^{(q)}\|_1 \).

**Lemma 4.3.2.** Consider a random boundary \( M \)-sketch (Definition 4.1.2). Let \( q_{\max} = \log_2(n/\varepsilon) \), \( q_0 = \log_2(m_{\min}/p_1\varepsilon) \), and \( m_{\min} \geq 1 \). Define

- \( \hat{Q}_0 := \{ q \in [q_{\max}] : p_1|W^q(y)| < m_{\min} \} \)
- \( \hat{Q}_h := \{ q \in [q_{\max}] : p_h|W^q(y)| \in [m_{\min}, Bm_{\min}) \} \), for \( h \in [h_{\max}] \)
- \( Q_0 := \{ q \in \hat{Q}_0 : q \leq q_0, \|y^{(q)}\|_1 \geq \varepsilon/q_0 \} \)
- \( Q_h := \{ q \in \hat{Q}_h : q \leq \min \hat{Q}_h + \log_2(B/\varepsilon), \|y^{(q)}\|_1 \geq \varepsilon/q_{\max} \} \), for \( h \in [h_{\max}] \)

and let \( Q^* := \bigcup_{h=0}^{h_{\max}} Q_h \). If \( h_{\max} \geq \log_B n \), then

\[
\sum_{q \in Q^*} \|y^{(q)}\|_1 \geq 1 - 8\varepsilon.
\]
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This follows from Chernoff bounds.

**Proof.** Note that
\[
\sum_{q \geq q_{\text{max}}} \|y^{(q)}\|_1 \leq 2 \varepsilon n \sum_{q = 1}^\infty |W^q(y)| \leq 2 \varepsilon
\]
so we only need to consider \(q \in [q_{\text{max}}]\). Note also that the \(\hat{Q}_h\) for \(h \in [h_{\text{max}}] \cup \{0\}\) partition the set \([q_{\text{max}}]\) by our choice of \(h_{\text{max}}\).

We first show that \(Q_0\) preserves almost all of the mass of \(\hat{Q}_0\). Indeed, the \(q \in \hat{Q}_0\) with \(q > q_0\) has total \(\ell_1\) mass at most
\[
\sum_{q \in \hat{Q}_0, q > q_0} \|y^{(q)}\|_1 \leq \frac{m_{\text{min}}}{p_1} \sum_{q \in \hat{Q}_0, q > q_0} 2^{1-q} \leq \frac{2 m_{\text{min}}}{p_1} \frac{\varepsilon p_1}{m_{\text{min}}} \leq 2 \varepsilon.
\]

Of the levels \(q \leq q_0\), the levels \(q\) with \(\|y^{(q)}\|_1 \leq \varepsilon / q_0\) have total mass at most \(\varepsilon\).

Similarly, we show that \(Q_h\) preserves almost all of the mass of \(\hat{Q}_h\). Indeed, the \(q \in \hat{Q}_h\) with \(q > \min \hat{Q}_h + \log_2(B / \varepsilon)\) has total \(\ell_1\) mass at most
\[
\sum_{q > \min \hat{Q}_h + \log_2(B / \varepsilon)} \|y^{(q)}\|_1 \leq \sum_{q > \min \hat{Q}_h + \log_2(B / \varepsilon)} 2^{1-q} \frac{B m_{\text{min}}}{p_h} \leq 2 B \frac{\varepsilon}{B} \|y^{(\min \hat{Q}_h)}\|_1 = 2 \varepsilon \|y^{(\min \hat{Q}_h)}\|_1
\]
so the total mass over all \(h \in [h_{\text{max}}]\) is at most \(2 \varepsilon\). Of the levels \(q \leq q_{\text{max}}\), the levels \(q\) with \(\|y^{(q)}\|_1 \leq \varepsilon / q_{\text{max}}\) have total mass at most \(\varepsilon\).

The total lost mass is \(2 \varepsilon + 2 \varepsilon + \varepsilon + 2 \varepsilon + \varepsilon = 8 \varepsilon\). \(\square\)

### 4.3.2 Hashing lemmas

We collect lemmas on the hashing guarantees of CountSketch.

**Lemma 4.3.3.** Let \(p_h |W^q(y)| \geq m_{\text{min}}\) for \(m_{\text{min}} \geq 12 \varepsilon^{-2} \log(4 / \delta)\). Then, with probability at least \(1 - \delta\),
\[
\|S^{(h)} y^{(q)}\|_0 = (1 \pm \varepsilon) p_h \|y^{(q)}\|_0
\]
\[
\|S^{(h)} y^{(q)}\|_1 = (1 \pm \varepsilon) p_h \|y^{(q)}\|_1
\]

**Proof.** This follows from Chernoff bounds. \(\square\)

The following lemma uses a standard balls and bins martingale argument to show that most items are hashed uniquely.

**Lemma 4.3.4** (Concentration for unique hashing). Let \(H : [n] \rightarrow [r]\) be a random hash function. Let \(S \subseteq T \subseteq [n], p \in (0, 1), \text{ and } \varepsilon \in (0, 1)\) with \(\varepsilon r \geq p |T|\). Consider the process that samples each element \(i \in [n]\) with probability \(p\) and hashes it to a bucket in \([r]\) if it was sampled. Let \(X\) be the number of elements \(i \in S\) that are sampled and hashed to a bucket containing no other member of \(T\). Then,
\[
\Pr\{X \geq (1 - \varepsilon)^2 p |S|\} \leq 2 \exp\left(-\frac{\varepsilon^2}{12} p |S|\right).
\]
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Thus, \( \varepsilon N \) mass (1

Lemma 4.3.5 (Approximately perfect hashing). Let \( h \in [h_{\text{max}}] \) and \( Q \subseteq \{q : p_h W^q \geq m_{\text{min}}\} \) for \( m_{\text{min}} \geq 12 \varepsilon^{-2} \log(4/\delta) \). Let \( \hat{W} \supset W_Q \) for \( W_Q := \bigcup_{q\in Q} W^q(y) \) and suppose that \( p_h |\hat{W}| \leq \varepsilon N \) for some \( \varepsilon \in (0, 1/2) \). Then with probability at least \( 1 - 2|Q|\delta \), every \( W^q(y) \) has a subset \( W^q_* \subset W^q(y) \) that gets sampled and placed in a hash bucket with no other members of \( \hat{W} \), and

\[
\|y^q_*\|_0 \geq (1 - 2\varepsilon) p_h \|y^q\|_0
\]

\[
\|y^q_*\|_1 \geq (1 - 7\varepsilon) p_h \|y^q\|_1
\]

where \( y^q_* \) is the restriction of \( y^q \) to \( W^q_* \).

Proof. We apply Lemma 4.3.4 to see that with probability at least

\[
1 - 2 \exp\left(-\frac{\varepsilon^2}{12} p_h |W^q(y)|\right) \leq 1 - \delta,
\]

there is a set \( W^q_* \subset W^q(y) \) of elements that are hashed to a bucket with no other element of \( \hat{W} \) in it and of size \( |W^q_*| \geq (1 - \varepsilon)^2 p_h |W^q(y)| \geq (1 - 2\varepsilon) p_h |W^q(y)| \). We condition on this event.

By Lemma 4.3.3, with probability at least \( 1 - \delta \), we sample \( (1 \pm \varepsilon) p_h |W^q(y)| \) elements with mass \( (1 \pm \varepsilon) p_h \|y^q\|_1 \). Note then that there are at most \( 3\varepsilon p_h |W^q(y)| \) sampled elements that do not belong to \( W^q_* \). The mass of these elements is at most

\[
3\varepsilon p_h |W^q(y)| 2^{1-q} \leq 6\varepsilon p_h \|y^q\|_1.
\]

Thus,

\[
\|y^q_*\|_1 \geq (1 - \varepsilon) p_h \|y^q\|_1 - 6\varepsilon p_h \|y^q\|_1 = (1 - 7\varepsilon) p_h \|y^q\|_1.
\]

We conclude by a union bound over the weight classes \( Q \).
Lemma 4.3.6 (Balls and bins). Let $W \subseteq [n]$ such that $||y||_{\infty} \leq T$ and let the number of hash buckets $N$ be at least $N \geq ||y||_{1}/T$. For $k \in [N]$, let $L_k \subseteq W$ denote the indices from $W$ hashed to the hash bucket $k$. Then, with probability at least $1 - \delta$,

$$\max_{k=1}^{N} ||y||_{L_k,1} \leq 3T \log(N/\delta)$$

Proof. Fix a single bucket $k \in [N]$. Then, $E||y||_{L_k,1} = ||y||_{W,1}/N \leq T$. Furthermore, $||y||_{L_k,1}$ is the independent sum of $|W|$ random variables that are bounded by $T$ with variance

$$\text{Var}[||y||_{L_k,1}] = \sum_{i \in W} y(i)^2/N \leq T||y||_{W,1}/N \leq T^2.$$

Then by Bernstein bounds, we have that

$$\Pr\{||y||_{L_k,1} \geq E||y||_{L_k,1} + 2T \log(N/\delta)\} \leq \exp\left(-\frac{1}{4T^2(\log(N/\delta))^2}\right) \leq \exp\left(-\log(N/\delta)\right) = \delta/N.$$

A union bound over the $N$ buckets yields the claim.

4.3.3 Preserving weight classes

We now use the previous results on approximate perfect hashing to show the main result, that the random boundary $M$-sketch $S$ does not contract $\ell_1$ norms.

We first show the no contraction lemma for sampling levels $h \in [h_{\text{max}}]$.

Lemma 4.3.7. Let the number of hash buckets $N$ satisfy

$$N \geq 6Bm_{\text{min}}q_{\text{max}} \log(Nh_{\text{max}} \log_2(B/\varepsilon)/\delta)$$

Then, we have with probability at least $1 - 2\delta$ that

$$||C^{(h)}S^{(h)}y||_{1} \geq (1 - 8\varepsilon) \sum_{q \in Q_h} ||y^{(q)}||_{1}.$$ for every $h \in [h_{\text{max}}]$.

Proof. Note that for any $i \in W^q(y)$ for $q \in Q_h$,

$$|y(i)| \geq 2^{-q} = \frac{2^{1-q}p_h|W^q(y)|}{2p_h|W^q(y)|} \geq \frac{p_h||y^{(q)}||_{1}}{2Bm_{\text{min}}} \geq \frac{p_h\varepsilon}{2q_{\text{max}}Bm_{\text{min}}} =: \tau_h.$$ By Lemma 4.3.6, as long as we avoid hashing $i$ with any entry that is larger than an $\varepsilon$ fraction of this (i.e. $T \approx \varepsilon\tau_h$), then the total $\ell_1$ mass of all other elements in the hash bucket will only be roughly an $\varepsilon$ fraction of $\tau_h$. We will now carry out this analysis.
Let $T_h := \varepsilon \tau_h / 3 \log(N h_{\text{max}} \log_2(B/\varepsilon)/\delta)$ and let $W_h^{\text{large}} := \bigcup_{q=1}^{\log_2(1/T_h)} W^q(y)$. Note that $i \in W_h^{\text{large}}$ satisfies $y(i) \geq T_h$, so

$$|W_h^{\text{large}}| \leq \frac{1}{T_h} = \frac{1}{p_h} \frac{6 B m_{\min} q_{\max} \log(N h_{\text{max}} \log_2(B/\varepsilon)/\delta)}{\varepsilon^2} \leq \frac{\varepsilon N}{p_h},$$

that is, $p_h |W_h^{\text{large}}| \leq \varepsilon N$. Furthermore, $W_{Q_h} \subseteq W_h^{\text{large}}$. We may thus apply Lemma 4.3.5 with $\hat{W} = W_h^{\text{large}}$ and $Q = Q_h$. We condition on the success of Lemma 4.3.5.

Now for each $q \in Q_h$ and $i \in W^q$ given by Lemma 4.3.5, let $k_i \in [N]$ be the hash bucket containing $i$. Then, by applying Lemma 4.3.6 with $W = [n] \setminus W_h^{\text{large}}$ with $N \geq p_h / T_h$ buckets, we have that the total mass in bucket $k_i$ besides the item $i$ is at most $3 T_h \log(N h_{\text{max}} \log_2(B/\varepsilon)/\delta) \leq \varepsilon \tau_h$, with probability at least $1 - \delta / h_{\text{max}} \log_2(B/\varepsilon)$. Thus, we have that

$$|[C^{(h)} S^{(h)} y](k_i)| \geq \frac{1}{p_h} \left( |y(i)| - \varepsilon \tau_h \right) \geq \frac{(1 - \varepsilon) |y(i)|}{p_h}.$$

This holds simultaneously for every $q \in Q_h$ with probability at least $1 - |Q_h| \delta / h_{\text{max}} \log_2(B/\varepsilon) \geq 1 - \delta / h_{\text{max}}$ by a union bound. By summing over all $q \in Q_h$ and $i \in W^q$, we have that

$$\|C^{(h)} S^{(h)} y\|_1 \geq (1 - \varepsilon) \sum_{q \in Q_h} \sum_{i \in W^q} \frac{|y(i)|}{p_h} \geq (1 - \varepsilon)(1 - 7\varepsilon) \sum_{q \in Q_h} \|y(q)\|_1 \quad \text{Lemma 4.3.5}$$

$$\geq (1 - 8\varepsilon) \sum_{q \in Q_h} \|y(q)\|_1.$$

By another union bound over $h \in [h_{\text{max}}]$, this is true for every sampling level $h$ with probability at least $1 - \delta$.

We show a similar result for the $h = 0$ level. Instead of using a concentration-based argument via Lemma 4.3.5, we instead show that important elements at this level can be perfectly hashed.

**Lemma 4.3.8.** Let the number of hash buckets $N_0$ satisfy

$$N_0 \geq \frac{6 \log(N_0/\delta) q_0^2 m_{\min}}{\delta \varepsilon^2 p_1}$$

Then, we have with probability at least $1 - 2\delta$ that

$$\|C^{(0)} y\|_1 \geq (1 - \varepsilon) \sum_{q \in Q_0} \|y(q)\|_1$$

**Proof.** Note that for any $i \in W^q(y)$ for $q \in Q_0$,

$$|y(i)| \geq 2^{-q} = \frac{2^{1-q} p_1 |W^q(y)|}{2 p_1 |W^q(y)|} \geq \frac{p_1 \|y(q)\|_1}{2 m_{\min}} \geq \frac{p_1 \varepsilon}{2 q_0 m_{\min}} =: \tau_0.$$
Let $T_0 := \varepsilon \tau_0 / 3 \log(N_0/\delta)$ and let $W^{\text{large}}_0 := \bigcup_{q=1}^{\log_2(1/T_0)} W^q(y)$. With at least $N_0 \geq 1/T_0$, by Lemma 4.3.6, any hash bucket $k \in [N_0]$ has a total $\ell_1$ contribution from elements outside $W^{\text{large}}_0$ of at most $\varepsilon \tau_0$, with probability at least $1 - \delta$. Furthermore, with $N_0 \geq q_0/\delta T_0$ buckets, we can perfectly hash all indices in $W^q(A)$ to different buckets from $W^{\text{large}}_0$ with probability at least $1 - \delta$. Thus, for each $i \in W^{\text{large}}_0$ and hash bucket $k_i \in [N_0]$ containing $i$, we have

$$|\left[ C^{(0)}(0) \right](k_i)| \geq |y(i)| - \varepsilon \tau_0 \geq (1 - \varepsilon)|y(i)|.$$  

By summing over all $i \in W^{\text{large}}_0$, we obtain that

$$\|C^{(0)}y\| \geq (1 - \varepsilon) \sum_{i \in W^{\text{large}}_0} |y(i)| \geq (1 - \varepsilon) \sum_{q \in Q_0} \|y^{(q)}\|_1.$$  

\[\square\]

### 4.3.4 Net argument

Finally, we will assemble our previous lemmas to show that the randomized boundary $M$-sketch does not contract $\ell_1$ norms. The proof is analogous to that of Theorem 4.2.8.

**Theorem 4.3.9** (No contraction). Let the randomized boundary $M$-sketch $S$ satisfy the hypotheses of Lemmas 4.3.7 and 4.3.8. Let $\alpha = \delta \exp(-d \log(3/\varepsilon))/4$. With probability at least $1 - \delta$, we have that for all $x \in \mathbb{R}^d$,

$$\|SAx\|_1 \geq (1 - 67\varepsilon)\|Ax\|_1.$$  

**Proof.** For any fixed vector $y$, Lemmas 4.3.7 and 4.3.8 hold with probability at least $1 - \alpha$ by a union bound. By summing over the results of these lemmas and then applying Lemma 4.3.2, we have that

$$\|Sy\|_1 \geq (1 - 8\varepsilon) \sum_{q \in Q^*} \|y^{(q)}\|_1 \geq (1 - 8\varepsilon)^2\|y\|_1.$$  

We then conclude by a net argument similar to the proof of Theorem 4.2.8.  

\[\square\]

### 4.4 Endgame

We first verify that the parameters of the randomized boundary $M$-sketch can be chosen to satisfy all the hypotheses necessary to satisfy Theorems 4.2.8 and 4.3.9 to obtain the following.

**Theorem 4.4.1** (Singly exponential oblivious $\ell_1$ subspace embeddings). Let $S$ be a randomized boundary $M$-sketch (Definition 4.1.2) with parameters $h_{\text{max}} = \log_2 n$ and

$$B, N_0, N = \exp\left( \Theta\left( \frac{d}{\delta \varepsilon} \log \frac{d \log n}{\delta \varepsilon} \right) \right).$$  

Then, $S$ has

$$r = \exp\left( \Theta\left( \frac{d}{\delta \varepsilon} \log \frac{d \log n}{\delta \varepsilon} \right) \right).$$  
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rows and satisfies
\[
\Pr\{\text{for all } x \in \mathbb{R}^d, \ (1 - \varepsilon)\|Ax\|_1 \leq \|SAx\|_1 \leq (1 + \varepsilon)\|Ax\|_1\} \geq 1 - \delta.
\]

The above theorem is almost the claimed result for Theorem 4.0.2, up to the \(\log \log n\) dependence in the exponent. To remove this dependence, we will use the dense Cauchy sketch of [WW19, WW22], which removes the dependence on \(n\) at a cost of a doubly exponential dependence on \(d\). While [WW19, WW22] only prove the result for \(O(1)\) approximation, we improve their analysis to \((1 + \varepsilon)\) approximations.

**Theorem 4.4.2** (Doubly exponential oblivious \(\ell_1\) subspace embeddings [WW19, WW22]). There exists a distribution over \(r \times n\) matrices \(S\) for \(r = \exp(\exp(\tilde{O}(d/\varepsilon^2))/\delta)\) such that for any \(A \in \mathbb{R}^{n \times d}\),
\[
\Pr\{\text{for all } x \in \mathbb{R}^d, \ (1 - \varepsilon)\|Ax\|_1 \leq \|SAx\|_1 \leq (1 + \varepsilon)\|Ax\|_1\} \geq 1 - \delta
\]

**Proof.** We take \(S\) to be an appropriate scaling of a \(r \times n\) dense Cauchy matrix.

Let \(X_1, X_2, \ldots, X_r\) be independent Cauchy variables. Let \(R = \Theta\left(\frac{r \log r}{\log \log r}\right)\) and let \(E\) denote the event that \(\max_{i=1}^r |X_i| \leq R\). Note that \(\Pr[|X_i| \geq t] \leq O(1/t)\) for Cauchy variables, so by a union bound, we have that \(\Pr(E) \geq 1 - O(r/R) \geq 1 - O((\log \log r)/\log r)\). Furthermore, we have by linearity of expectation that \(E[|X|_1 \mid E] = \Omega(r \log R)\). Then by Chernoff bounds,
\[
\Pr\{|X|_1 = (1 \pm \varepsilon)E[|X|_1 \mid E] \mid E\} \geq 1 - 2 \exp\left(-C\varepsilon^2 \frac{r \log R}{R}\right) \geq 1 - 2 \exp\left(-C\varepsilon^2 \log \log r\right)
\]
for some constant \(C\). Thus for \(r = \exp(\exp(\tilde{O}(d/\varepsilon^2))/\delta)\), we have
\[
\Pr\{|X|_1 = (1 \pm \varepsilon)E[|X|_1 \mid E]\} \geq 1 - \delta(\varepsilon/3)^d
\]

Finally, note that \(X = Sy\) is distributed as \(r\) independent Cauchy variables scaled by \(|y|_1\) by the 1-stability of Cauchy variables. Thus, by the above result, \(|Sy|_1\) concentrates around some scaling of \(|y|_1\) up to a \((1 \pm \varepsilon)\) factor, with probability at least \(1 - \delta(\varepsilon/3)^d\). We may then perform a net argument just as in Theorems 4.2.8 and 4.3.9 to conclude the theorem. \(\square\)

With the above theorem in hand, we finally arrive at a proof of Theorem 4.0.2.

**Proof of Theorem 4.0.2.** We first apply Theorem 4.4.2 to reduce \(n\) to \(\exp(\exp(\tilde{O}(d/\varepsilon^2)))\). Then, applying Theorem 4.4.1 once reduces the number of rows to \(\exp(\tilde{O}(d^2/\varepsilon))\), and then applying it again further reduces the number of rows to \(\exp(\tilde{O}(d/\varepsilon))\), as claimed. \(\square\)
Chapter 5

Future directions for oblivious $\ell_p$ subspace embeddings

While we have been able to resolve many of the outstanding gaps in our understanding of oblivious $\ell_p$ subspace embeddings, several interesting questions still remain to be explored. Perhaps one of the most notable unresolved challenges is to resolve the dependence on the accuracy parameter $\varepsilon$ for $(1 + \varepsilon)$ oblivious $\ell_1$ subspace embeddings. Our upper bounds in [LWY21] have a singly exponential dependence on $1/\varepsilon$, while there is no known lower bound which rules out an upper bound of the form $r = \exp(poly(d))/poly(\varepsilon)$. We conjecture that our upper bound is tight, and ask whether one can show an exponential lower bound in $\varepsilon$, even for $d = O(1)$.

**Question 5.0.1.** Is there an $\exp(poly(1/\varepsilon))$ lower bound on $r$ for $(1 + \varepsilon)$ oblivious $\ell_1$ subspace embeddings for $d = O(1)$?

A second question is to pin down the polynomial dependence on $d$ in the exponent. The lower bound result of [WW19, WW22] of Theorem 3.0.2 shows that for a distortion of $\kappa = O(1)$, we need $d = O((\log r)^2)$, or $r = \exp(\Omega(\sqrt{d}))$. On the other hand, our upper bound is linear in $d$ in the exponent, i.e., $r = \exp(\tilde{O}(d))$. Thus, an interesting question is to resolve this gap.

**Question 5.0.2.** Is there an $\exp(\Omega(d))$ lower bound on $r$ for $O(1)$ oblivious $\ell_1$ subspace embeddings?
Part II

Sampling Algorithms and Coresets
Chapter 6

\( \ell_p \) Lewis weight sampling \([\text{WY23b}]\)

In Section 1.3.2, we have discussed the leverage score sampling algorithm, which gives a sampling-based approach to constructing nearly optimal \( \ell_2 \) subspace embeddings. A highly fruitful direction of research is to explore how this result can be generalized to other loss functions, and in particular \( \ell_p \) losses. That is, we will study randomized algorithms for constructing \((1 \pm \epsilon)\)-approximate subspace embeddings \( S \in \mathbb{R}^{n \times n} \) for the \( \ell_p \) norm (Definition 1.1.1) satisfying

\[
\Pr\{ \text{for all } x \in \mathbb{R}^d, \|S Ax\|_p^p = (1 \pm \epsilon)\|Ax\|_p^p \} \geq 1 - \delta.
\]

Here, \( S \) will be a sampling matrix, that is, \( S \) is a diagonal matrix with few nonzero entries, and we will seek to minimize the row count \( r = \text{nnz}(S) \) of \( S \).

In this chapter, we will introduce the sampling methods for constructing \( \ell_p \) subspace embeddings, with a particular focus on the technique of \( \ell_p \) Lewis weight sampling, and discuss two improvements to this technique made in the work of \([\text{WY23b}]\). In particular, we give a nearly optimal “one-shot” \( \ell_p \) Lewis weight sampling theorem and an online \( \ell_p \) Lewis weight sampling theorem in Section 6.6.

6.1 Sampling algorithms for \( \ell_p \) subspace embeddings

There are many possible natural generalizations of leverage scores to the setting of \( \ell_p \) subspace embeddings, but not all are known to achieve the best trade-offs between the dimension \( d \), the accuracy parameter \( \epsilon \), and the row count \( r \). We discuss several of these approaches and their shortcomings before introducing \( \ell_p \) Lewis weights, which is the main subject study for most of this chapter. We introduce the following definition to facilitate our discussion:

**Definition 6.1.1** (\( \ell_p \) sampling matrix). Let \( p \geq 1 \). A random diagonal matrix \( S \in \mathbb{R}^{n \times n} \) is a random \( \ell_p \) sampling matrix with sampling probabilities \( \{q_i\}_{i=1}^n \) if for each \( i \in [n] \), the \( i \)th diagonal entry is independently set to be

\[
S_{i,i} = \begin{cases} 
1/q_i^{1/p} & \text{with probability } q_i \\
0 & \text{otherwise}
\end{cases}
\]
6.1.1 \( \ell_p \) sensitivity sampling

We originally motivated the definition of leverage scores in Section 1.3.2 as the sampling algorithm obtained when specializing the general technique of sensitivity sampling to the setting of \( \ell_2 \) subspace embeddings. Doing the same for \( \ell_p \) subspace embeddings yields a sampling algorithm known as \( \ell_p \) sensitivity sampling.

**Definition 6.1.2 (\( \ell_p \) sensitivities).** Let \( A \in \mathbb{R}^{n \times d} \) and \( 0 < p < \infty \). Then for each \( i \in [n] \), the \( i \)th \( \ell_p \) sensitivity of \( A \) is defined to be

\[
\sigma^p_i(A) := \sup_{Ax \neq 0} \frac{\|Ax\|_p^p}{\|Ax\|_p^p}.
\]

The total \( \ell_p \) sensitivity is \( \mathcal{S}^p(A) := \sum_{i=1}^n \sigma^p_i(A) \).

Recall that the sensitivity sampling framework of [LS10, FL11] (see Section 1.3.1) gives a bound of \( r = \tilde{O}(\varepsilon^{-2} \mathcal{S}d) \) on the row count required to sample an \( \ell_p \) subspace embedding.

While aesthetically pleasing, the \( \ell_p \) sensitivity sampling has a number of disadvantages. Perhaps the most glaring is that \( \ell_p \) sensitivity sampling is not known to achieve nearly optimal row counts for \( \ell_p \) subspace embeddings for worst-case matrices. Indeed, we will see that \( \ell_p \) Lewis weight sampling achieves nearly optimal row counts, whereas \( \ell_p \) sensitivity sampling is only known to match these results for \( p = 2 \). Another drawback of \( \ell_p \) sensitivity sampling is that we do not currently know fast algorithms for estimating the \( \ell_p \) sensitivity scores. Indeed, na"ively computing the \( \ell_p \) sensitivity scores essentially requires solving an \( \ell_p \) linear regression problem of the form of

\[
\frac{1}{\sigma^p_i(A)} = \min_{\|Ax\|_p^p = 1} \|Ax\|_p^p
\]

for each \( i \in [n] \), and algorithms that can compute these scores in time as fast as solving linear regression as in the case of \( p = 2 \) [SS11, DMMW12, CW13, LMP13, CLM+15] are not known. A recent work of [PWZ23] shows a trade-off that the number of sensitivity calculations can be reduced to \( O(n/\alpha) \) at a cost of an \( \alpha \) factor blow-up in the total sensitivity, but this still does not match the known results for \( \ell_2 \) leverage score sampling. For these reasons, \( \ell_p \) sensitivity sampling has not attracted as much attention from the literature of randomized numerical linear algebra.

Nonetheless, the study of \( \ell_p \) sensitivity sampling does have benefits over other sampling algorithms for \( \ell_p \) subspace embeddings, in particular for constructing \( \ell_p \) subspace embeddings for \( p > 2 \) for input matrices \( A \) with total sensitivity \( \mathcal{S}^p(A) \) much less than the worst case of \( d^{p/2} \). We will give a much more in-depth study of \( \ell_p \) sensitivity sampling in Chapter 7, together with another natural generalization of leverage score sampling known as root leverage score sampling.

6.1.2 \( \ell_p \) well-conditioned basis sampling

Although \( \ell_p \) sensitivity scores appear to be difficult to quickly estimate up to a small constant factor, if one is willing to sacrifice on the row count up to \( \text{poly}(d) \) factors, then fast routines do exist. Indeed, some of the earliest works on sampling-based algorithms for \( \ell_p \) linear regression proceed in this manner. The main idea is to generalize the observation that the leverage scores
can be characterized as the row norms of any orthogonal basis of \( A \). That is, if \( U \in \mathbb{R}^{n \times d} \) is an orthogonal basis of \( A \in \mathbb{R}^{n \times d} \), then it is not hard to see that

\[
\tau_i(A) = \| e_i^T U \|_2^2
\]

for every \( i \in [n] \) (see (1.3)). To generalize this to the \( \ell_p \) norm setting, we can then recall constructions of well-conditioned bases \( U \) for subspaces of \( \ell_p \) (Definition 3.1.1) and define analogous scores that are proportional to \( \| e_i^T U \|_p^p \). Indeed, such approaches were considered and used to obtain \( \ell_p \) subspace embeddings with \( r = \text{poly}(d/\varepsilon) \) rows and \( \kappa = (1 + \varepsilon) \) distortion [Cla05, DDH+09]:

**Theorem 6.1.3** (\( \ell_p \) well-conditioned basis sampling [Cla05, DDH+09]). Let \( A \in \mathbb{R}^{n \times d} \) and \( 1 \leq p < \infty \). Let \( U \in \mathbb{R}^{n \times d} \) be a \( (\text{poly}(d), 1, p) \)-well-conditioned basis for the column space of \( A \) (see Definition 3.1.1). Let \( \alpha > 0 \) and let \( q_i = \min\{1, \| e_i^T U \|_p^p / \alpha \} \) for \( i \in [n] \). Let \( S \in \mathbb{R}^{n \times n} \) be the \( \ell_p \) sampling matrix with probabilities \( \{q_i\}_{i=1}^n \) (Definition 6.1.1). Then, there is an \( \alpha \) such that with probability at least \( 99/100 \) \( S \) is an \( \ell_p \) subspace embedding satisfying Definition 1.1.1 with \( \kappa = (1 + \varepsilon) \), and furthermore, \( S \) has at most \( r = \text{poly}(d/\varepsilon) \) nonzero rows.

In the results of [Cla05, DDH+09], the crucial subroutine of computing the well-conditioned basis \( U \) was done by using algorithms for computing Löwner–John ellipsoids for \( \ell_p \) balls. This results in running times of the form \( n \text{poly}(d) \). While this avoids the \( O(n^2) \) running time cost resulting from solving \( n \ell_p \) linear regression instances of size \( n \times d \) for sensitivity sampling, this is still far less efficient than the running time of \( \tilde{O}(\text{nnz}(A) + d^\omega) \) for leverage score sampling.

### 6.1.3 \( \ell_p \) Lewis weight sampling

The work of [CP15] observed that the problem of constructing \( \ell_p \) subspace embeddings of the form of Definition 1.1.1 has actually been studied decades ago in the geometric functional analysis literature, and obtains nearly optimal trade-offs between the number of rows \( r \) and the accuracy parameter \( \varepsilon \). Indeed, a series of works [Lew78, BLM89, Tal90, LT91, Tal95, SZ01] culminated in the following result:

**Theorem 6.1.4** (\( \ell_p \) subspace embeddings, existential version [Lew78, BLM89, LT91, SZ01]). Let \( A \in \mathbb{R}^{n \times d} \) and \( 0 < p < \infty \). Then, there exists an \( \ell_p \) subspace embedding \( S \in \mathbb{R}^{r \times n} \) with distortion \( \kappa = (1 + \varepsilon) \) with

\[
\begin{align*}
r &= \begin{cases} 
O(\varepsilon^{-2}d(\log d)^2 \log(d/\varepsilon)) & 0 < p < 2 \\
O(\varepsilon^{-2}d^{p/2}(\log d)^2 \log(d/\varepsilon)) & 2 < p < \infty
\end{cases}
\end{align*}
\]

We will present an algorithmic version of the bounds of Theorem 6.1.4 in the following sections of this chapter, following the proofs presented in the works of [LT91, CP15] as well as improvements obtained in our work [WY23b]. We note that the statement of Theorem 6.1.4 is slightly suboptimal in the logarithmic factors compared to the best known results [BLM89, Tal90, Tal95, Zva00, CP15], but we present this version as it uses a simpler proof that we work extensively with, while achieving the best known dependencies on \( d \) and \( \varepsilon \), up to polylogarithmic factors.
It has recently been shown that the upper bound of Theorem 6.1.4 is nearly optimal for $p < 2$, while for $p > 2$, the dependence on $\varepsilon$ and $d$ are individually optimal [LWW21, LLW23] when $d = \Omega(\log(1/\varepsilon))$.

**Theorem 6.1.5** ([LWW21]). Let $p \in [1, \infty) \setminus 2\mathbb{Z}$. Suppose that $S \in \mathbb{R}^{n \times n}$ is a diagonal matrix with $r = \text{nnz}(S)$ such that

$$\text{for all } x \in \mathbb{R}^d, \|SAx\|_p = (1 \pm \varepsilon)\|Ax\|_p$$

Then, $r = \tilde{\Omega}(d/\varepsilon^2)$. Furthermore, for $p > 2$, $r = \tilde{\Omega}(\varepsilon^{-1}d^{p/2})$.

**Algorithmic aspects: approximating $\ell_p$ Lewis weights**

The proof of Theorem 6.1.4 is almost algorithmic, as the proof is based on the probabilistic method; the only component which is not algorithmic is the construction of a certain set of weights known as the Lewis weights [Lew78], which can be viewed as a certain generalization of the leverage scores (Definition 1.3.2) for $\ell_p$ that differs from the other scores that we have discussed so far.

**Definition 6.1.6** ($\ell_p$ Lewis weights [Lew78, CP15]). Let $A \in \mathbb{R}^{n \times d}$ and $0 < p < \infty$. Then, the $\ell_p$ Lewis weights of $A$ are the unique set of weights $w \in \mathbb{R}^n_{\geq 0}$ such that for every $i \in [n]$,

$$w_i = \tau_i(W^{1/2-1/p}A),$$

where $W = \text{diag}(w)$. We will denote the $\ell_p$ Lewis weights of $A$ as $w^p_i(A)$ for $i \in [n]$.

The work of Cohen and Peng [CP15] addresses the problem of the algorithmic computation of Lewis weights by showing that Lewis weights can, in fact, be approximated efficiently, and even in nearly input sparsity time for $p \in (0, 4)$. For $p \in (0, 4)$, their algorithm uses the following equivalent and more algorithmically useful characterization of $\ell_p$ Lewis weights in a fixed point iteration algorithm

$$w_i = (a_i^\top(A^\top W^{1-2/p}A)a_i)^{p/2}. \quad (6.1)$$

Follow-up works have further refined algorithms for approximating $\ell_p$ Lewis weights [Lee16, CCLY19, FLPS22, JLS22], and approximate $\ell_p$ Lewis weights that are compatible with sampling can now be computed in nearly input sparsity time for all $p > 0$ [JLS22]. In particular, a crucial relaxation for the efficient computation of $\ell_p$ Lewis weights is the notion of one-sided $\ell_p$ Lewis weights, which we show is sufficient for sampling:

**Definition 6.1.7** (One-sided $\ell_p$ Lewis weights [JLS22, WY22b]). Let $A \in \mathbb{R}^{n \times d}$ and $p \in (0, \infty)$. Let $\gamma \in (0, 1]$. Then, weights $w \in \mathbb{R}^n$ are $\gamma$-one-sided $\ell_p$ Lewis weights if

$$w_i \geq \gamma \cdot \tau_i(W^{1/2-1/p}A),$$

where $W := \text{diag}(w)$, or equivalently,

$$w_i \geq \gamma^{p/2}[a_i^\top(A^\top W^{1-2/p}A)a_i]^{p/2}.$$

If $\gamma = 1$, we just say that $w$ are one-sided $\ell_p$ Lewis weights.
The following theorem collects the results of [CP15, JLS22] on the fastest known algorithms for approximating one-sided $\ell_p$ Lewis weights:

**Theorem 6.1.8 ([CP15, JLS22]).** Let $A \in \mathbb{R}^{n \times d}$ and $0 < p < \infty$. Then, there is an algorithm which computes one-sided $\ell_p$ Lewis weights (Definition 6.1.7) $w$ such that $d \leq \|w\|_1 \leq 2d$ in $\tilde{O}(\text{nnz}(A) + d^2)$ time.

**Algorithmic aspects: sampling**

While the works above address the question of approximating Lewis weights, using the Lewis weights to sample $\ell_p$ subspace embeddings is an orthogonal direction of investigation. By an appropriate adaptation of the earlier work in geometric functional analysis [BLM89, LT91, SZ01], as well as the construction of $\ell_p$ Lewis weights due to [CP15], one can obtain algorithmic constructions of $\ell_p$ subspace embeddings which match the guarantees of Theorem 6.1.4 [MMWY22]. However, this construction has the drawback that the sampling algorithm requires a sophisticated recursive structure in which the number of rows are reduced by half for $O(\log n)$ recursive rounds of sampling. This hinders the use of Lewis weight sampling in one-pass streaming settings [WY23b], and poses a gap from algorithms for $\ell_2$ leverage score sampling, which admits $\ell_2$ subspace embeddings just by sampling proportionally to the leverage scores in a “one-shot” sampling algorithm [DMM06a, RV07, Mag10], as well as streaming and online variants [CMP16, CMP20]. Indeed, the work of [CP15] studies the problem of obtaining $\ell_p$ subspace embeddings via sampling algorithms that simply sample rows proportionally to the Lewis weights in a “one-shot” manner analogous to leverage score sampling as in Theorem 1.3.3, rather than using a recursive sampling algorithm. In fact, such results are possible, and [CP15] obtain the following result:

**Theorem 6.1.9 ($\ell_p$ Lewis weight sampling [CP15]).** Let $A \in \mathbb{R}^{n \times d}$ and $1 \leq p < \infty$. Let $\alpha > 0$ and let $q_i = \min\{1, w_i^p(A)/\alpha\}$ for $i \in [n]$. Let $S \in \mathbb{R}^{n \times n}$ be the $\ell_p$ sampling matrix with probabilities $\{q_i\}_{i=1}^n$ (Definition 6.1.1). Then, there is an $\alpha$ such that, with probability at least $99/100$, $S$ is an $\ell_p$ subspace embedding satisfying Definition 1.1.1 with $\kappa = (1 + \varepsilon)$, and furthermore, $S$ has at most $r$ nonzero rows, for

$$r = \begin{cases} 
O(\varepsilon^{-2}d \log(d/\varepsilon)) & p = 1 \\
O(\varepsilon^{-2}d \log(d/\varepsilon) \log \log(d/\varepsilon)) & 1 < p < 2 \\
O(\varepsilon^{-5} d^{p/2} \log(d) \log(1/\varepsilon)) & 2 < p < \infty
\end{cases}$$

However, a notable gap exists between the algorithmic results of Theorem 6.1.9 based on “one-shot” sampling versus the existential results of Theorem 6.1.4 for $p > 2$ and its algorithmic version based on recursive sampling, where Theorem 6.1.4 achieves a quadratic dependence on $\varepsilon$, while Theorem 6.1.9 incurs a dependence of $\varepsilon^5$. An important question in the study of $\ell_p$ Lewis weight sampling is whether this gap can be closed:

**Question 6.1.10.** For $p > 2$, can the guarantee of one-shot $\ell_p$ Lewis weight sampling in Theorem 6.1.9 be improved to $O(\varepsilon^{-2}d^{p/2})$?

One of the main results we obtain in [WY23b] is a positive resolution to Question 6.1.10:
Theorem 6.1.11 ($\ell_p$ Lewis weight sampling, improved [WY23b]). Let $A \in \mathbb{R}^{n \times d}$ and $2 < p < \infty$. Then, Theorem 6.1.9 holds with

$$r = O(\varepsilon^{-2} d^{p/2} (\log d)^2 \log(d/\varepsilon)).$$

6.2 Properties of one-sided $\ell_p$ Lewis weights

We collect some elementary properties of one-sided $\ell_p$ Lewis weights. We will extensively use the notion of Lewis bases, which is the change of basis matrix $R$ such that $W^{1/2-1/p}AR$ is an orthonormal matrix.

The first lemma relates one-sided Lewis weights and Lewis bases.

Lemma 6.2.1. Let $A \in \mathbb{R}^{n \times d}$ and let $0 < p < \infty$. The following hold: Let $w \in \mathbb{R}^n$ be $\gamma$-one-sided $\ell_p$ Lewis weights, and let $R$ be the corresponding one-sided Lewis basis. Then, for each $i \in [n],

$$w_i \geq \gamma^{p/2} \cdot \| e_i^\top A R \|_2^p.$$

Proof. We have that

$$w_i \geq \gamma \cdot \tau_i(W^{1/2-1/p}A) = \gamma \cdot \| e_i^\top W^{1/2-1/p}AR \|_2^2 = \gamma \cdot w_i^{1-2/p} \cdot \| e_i^\top A R \|_2^2,$$

which rearranges to the desired result. $\square$

We will also use the following two lemmas relating Lewis-reweighted $\ell_2$ norms and $\ell_p$ norms.

Lemma 6.2.2. Let $A \in \mathbb{R}^{n \times d}$ and let $w$ be $\gamma$-one-sided $\ell_p$ Lewis weights for $A$. Then,

$$\| W^{1/2-1/p}Ax \|_2 \leq \left\{ \begin{array}{ll}
\| w \|_1^{1-2/p} \| Ax \|_p & p > 2 \\
\gamma^{1/2-1/p} \| Ax \|_p & p < 2
\end{array} \right.$$  

Proof. Let $R \in \mathbb{R}^{d \times d}$ be a change of basis matrix such that $W^{1/2-1/p}AR$ is orthonormal. If $p \geq 2$, then by Hölder’s inequality,

$$\| W^{1/2-1/p}ARx \|_2^2 = \sum_{i=1}^n w_i^{1-2/p} [e_i^\top ARx]^2
\leq \left[ \sum_{i=1}^n w_i \right]^{1-2/p} \left[ \sum_{i=1}^n |e_i^\top ARx|^p \right]^{2/p}
= \| w \|_1^{1-2/p} \| ARx \|_p^2,$$

and if $p \leq 2$, then

$$\| W^{1/2-1/p}ARx \|_2^2 = \sum_{i=1}^n w_i^{1-2/p} [e_i^\top ARx]\| e_i^\top ARx \|^2_p
\leq \sum_{i=1}^n w_i^{1-2/p} \| e_i^\top AR \|_2^2 \| x \|^2_p \| e_i^\top ARx \|^p \quad \text{Cauchy–Schwarz}$$
Lemma 6.2.3. Let \( A \in \mathbb{R}^{n \times d} \) and let \( w \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights for \( A \). Then,

\[
\| Ax \|_p \leq \begin{cases} 
\gamma^{1-p/2} \| W^{1/2-1/p} Ax \|_2 & p > 2 \\
\| w \|_1^{1/p-1/2} \| W^{1/2-1/p} Ax \|_2 & p < 2 
\end{cases}
\]

Proof. Let \( R \in \mathbb{R}^{d \times d} \) be a change of basis matrix such that \( W^{1/2-1/p} Ax \) is orthonormal. If \( p > 2 \), then

\[
\| ARx \|_p = \sum_{i=1}^n |[ARx](i)|^p = \sum_{i=1}^n |[ARx](i)|^2 |[ARx](i)|^{p-2}
\]

\[
= \| x \|_2^{p-2} \sum_{i=1}^n |[ARx](i)|^2 e_i^T AR e_i^{p-2} 
\]

Cauchy-Schwarz

\[
= \| x \|_2^{p-2} \sum_{i=1}^n |[ARx](i)|^2 (w_i/\gamma^{p/2})^{1-2/p} 
\]

Lemma 6.2.1

\[
= \| W^{1/2-1/p} ARx \|_2^{p-2} \sum_{i=1}^n |[W^{1/2-1/p} ARx](i)|^2 \gamma^{1-p/2}
\]

\[
= \gamma^{1-p/2} \| W^{1/2-1/p} ARx \|_2^p
\]

and

\[
\| ARx \|_p = \sum_{i=1}^n |[ARx](i)|^p = \sum_{i=1}^n w_1^{1-p/2} |[W^{1/2-1/p} ARx](i)|^p 
\]

\[
= \left[ \sum_{i=1}^n w_i \right]^{1-p/2} \| W^{1/2-1/p} ARx \|_2^p 
\]

Hölder’s inequality

The next lemma uses the above result to bound \( \ell_p \) sensitivities by one-sided Lewis weights.

Lemma 6.2.4 (One-sided Lewis weights bound sensitivities). Let \( A \in \mathbb{R}^{n \times d} \) and \( 0 < p < \infty \). Let \( w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Then,

\[
\sup_{x \in \text{rowspan}(A) \setminus \{0\}} \frac{[Ax](i)|^p}{\| Ax \|_p} \leq \begin{cases} 
\gamma^{-p/2} \| w \|_1^{p/2-1} \cdot w_i & p > 2 \\
\gamma^{-1} \cdot w_i & p < 2 
\end{cases}
\]
Proof. Let $R \in \mathbb{R}^{d \times d}$ be a change of basis matrix such that $W^{1/2 - 1/p}AR$ is orthonormal. Then by Lemmas 6.2.1 and 6.2.2, we have

$$\frac{|[ARx](i)|^p}{\|ARx\|_p^p} \leq \frac{\|e_i^T AR\|_2^p \|x\|_2^p}{\|ARx\|_p^p} \leq \frac{\|w\|_1^{p/2 - 1} \|ARx\|_p^p}{\gamma^{p/2} \|ARx\|_p^p} \cdot w_i = \gamma^{-p/2} \|w\|_1^{p/2 - 1} \cdot w_i$$

for $p > 2$ and

$$\frac{|[ARx](i)|^p}{\|ARx\|_p^p} \leq \frac{\|e_i^T AR\|_2^p \|x\|_2^p}{\|ARx\|_p^p} \leq \frac{\gamma^{p/2 - 1} \|ARx\|_p^p}{\gamma^{p/2} \|ARx\|_p^p} \cdot w_i = \gamma^{-1} \cdot w_i$$

for $p < 2$. \qed

6.3 Analysis of $\ell_p$ Lewis weight sampling: reduction to a Rademacher process

We start off our analysis of $\ell_p$ Lewis weight sampling by a standard symmetrization argument (see Section 2.3 and Lemma 2.3.2). However, the Rademacher process given by Lemma 2.3.2 alone is still hard to analyze. Throughout Section 6.3, we will make a series of reductions to bound the process by successively “simpler” Rademacher processes.

6.3.1 Regularizing the Rademacher process

We first specialize our Rademacher process for sampling-based algorithms for $\ell_p$ subspace embeddings as well as related problems, such as $\ell_p$ affine embeddings and $\ell_p$ linear regression. Our end goal is to reduce the analysis to bounding a Rademacher process of the form of

$$E_{\varepsilon \sim \{\pm 1\}^n \|A'x\|_p \leq 1} \sup_{\|A'x\|_p \leq 1} \left| \sum_{i=1}^n \varepsilon_i |[A'x](i)|^p \right|^\ell \tag{6.2}$$

where $A'$ is a matrix whose $\ell_p$ Lewis weights are uniformly bounded by $\alpha \approx \varepsilon^2$. These special properties about the Rademacher process will be necessary in the next step of the analysis when we bound the Rademacher process in Section 6.4.

Note that (6.2) differs from our original Rademacher process in Lemma 2.3.2 in two aspects. The first is that the matrix $A'$ that appears in the objective function is the same matrix $A'$ that defines the domain $X = \{x \in \mathbb{R}^d : \|A'x\|_p \leq 1\}$. This allows us to use an $\ell_p$ norm bound on the objective function when analyzing this Rademacher process. Note that this does not hold a priori in the Rademacher process of Lemma 2.3.2, since the objective is reweighted by weights $w_i$, whereas the domain only bounds the $\ell_p$ norm of $Ax$ itself. The next lemma, based on [CP15], addresses this problem. The second aspect to address is the flatness of the $\ell_p$ Lewis weights of $A'$. Intuitively, we expect this to be true since a row with $\ell_p$ Lewis weight $w_i^p(A')$ is reweighted by at most $(\alpha/w_i^p(A'))^{1/p}$, which would lead to an $\ell_p$ Lewis weight of at most $\alpha$. This intuition will be formalized in Sections 6.3.2 and 6.3.3.
Lemma 6.3.1. Let $A \in \mathbb{R}^{n \times d}$ and let $X = \{x \in \mathbb{R}^d : \|Ax\|_p^p \leq 1\}$. Furthermore, let $B \in \mathbb{R}^{m \times d}$ and $C \geq 1$ be such that $\|Bx\|_p^p \leq C\|Ax\|_p^p$ for every $x \in \mathbb{R}^d$. For every setting of the weights $w$, let $S_w$ be the $n \times n$ sampling matrix with $(S_w)_{i,i} = w_{i/p}$ and let $B_w$ denote the $(n + m) \times d$ matrix obtained by a vertical concatenation of $S_wA$ and $B$. Suppose that

$$
\mathbb{E}_{\epsilon \sim \{\pm 1\}^n} \sup_{\|Bw\|_p^p \leq R} \left| \sum_{i=1}^n g_i w_i f_i(x) \right|^t \leq R^t \varepsilon^t \delta
$$

for each fixed $w$ and $R \geq 1$. Then, we have that

$$
\mathbb{E} \sup_{x \in X} \left| \sum_{i=1}^n (w_i - 1) f_i(x) \right|^t \leq \frac{(C + 1)^t (2\sqrt{2\pi \varepsilon})^t \delta}{1 - (2\varepsilon)^t \delta}
$$

Proof. Fix a setting of the weights $w$ and define

$$
F_w := \sup_{x \in X} \left| \sum_{i=1}^n (w_i - 1) \|Ax\|(i)^p \right|
$$

Then for any $x \in \mathbb{R}^d$, we have that

$$
\|S_wAx\|_p^p \leq (1 + F_w)\|Ax\|_p^p
$$

so $\|Bw\|_p^p \leq (C + 1 + F_w)\|Ax\|_p^p$. Thus, we have that

$$
\mathbb{E} \sup_{\|Bw\|_p^p \leq C + 1 + F_w} \left| \sum_{i=1}^n g_i w_i f_i(x) \right|^t \leq \frac{(C + 1 + F_w)^t (2\sqrt{2\pi \varepsilon})^t \delta}{1 - (2\varepsilon)^t \delta}
$$

Then by Lemma 2.3.2,

$$
\mathbb{E}[F_w^t] \leq \mathbb{E}((C + 1)^t + F_w^t)(2\sqrt{2\pi \varepsilon})^t \delta = (C + 1)^t (2\varepsilon)^t \delta + \mathbb{E}[F_w^t](2\sqrt{2\pi \varepsilon})^t \delta
$$

or

$$
\mathbb{E}[F_w^t] \leq \frac{(C + 1)^t (2\sqrt{2\pi \varepsilon})^t \delta}{1 - (2\varepsilon)^t \delta}
$$

\qed
6.3.2 Flattening the Rademacher process: $p < 2$

As discussed in Section 6.3.1, the next step in our analysis of $\ell_p$ Lewis weight sampling is to flatten the $\ell_p$ Lewis weights of the Rademacher process resulting from Lemma 2.3.2. We wish to argue that if we reweight a row $i \in [n]$ of $A$ by $\left(\alpha/w_i^p(A)\right)^{1/p}$, then the $\ell_p$ Lewis weight of the reweighted row increases by at most an $\alpha/w_i^p(A)$ factor to a new $\ell_p$ Lewis weight of $\alpha$. However, directly arguing as such as difficult, due to the recursive nature of the definition of $\ell_p$ Lewis weights.

The observation of [CP15] is that such an argument works if we concatenate the sampled matrix $SA$ with $A$. Note that this is exactly the matrix $B_w$ constructed in Lemma 2.3.2 with $B = A$. In this case, by (6.1), the $\ell_p$ Lewis weight of any row $i$ of $B_w$ corresponding to a row $SA$ satisfies

$$w_i^p(B_w) = \frac{\alpha}{w_i^p(A)} (a_i^\top B_w W(B_w)^{1-2/p} B_w^{-1} a_i)^{p/2} \leq \frac{\alpha}{w_i^p(A)} (a_i^\top (A W(A)^{1-2/p} A)^{-1} a_i)^{p/2} \leq \alpha$$

where $W(B_w)$ denotes the diagonal matrix of the $\ell_p$ Lewis weights of $B_w$, and $W(A)$ denotes the $\ell_p$ Lewis weights for $A$.

Two problems remain. The first is that if we concatenate $A$ with $SA$, then $A$ may not have uniformly bounded $\ell_p$ Lewis weights, even if $SA$ does. This can be addressed by flattening $A$, that is, we take any row $i \in [n]$ of $A$ with a large $\ell_p$ Lewis weight and replace it with $k$ copies of $a_i/k^{1/p}$. We will show that splitting a row into $k$ copies reduces the $\ell_p$ Lewis weight of each of the rows by a factor of $k$, so we can take $k = 1/\alpha$ for every row to reduce the maximum $\ell_p$ Lewis weight of the flattened matrix to $\alpha$. Furthermore, flattening does not change the $\ell_1$-weighted quadratic $A W(A)^{1-2/p} A$ and thus the argument above still holds.

**Lemma 6.3.2 (Flattening $\ell_p$ Lewis weights).** Let $A \in \mathbb{R}^{n \times d}$ and $0 \leq w \in \mathbb{R}^n$. Let $0 < p < \infty$. Let $A' \in \mathbb{R}^{(n+k-1) \times d}$ be obtained by replacing some row $i \in [n]$ with $k$ copies of $a_i/k^{1/p}$ and let $w' \in \mathbb{R}^{(n+k-1) \times d}$ be obtained by replacing $w_i$ with $k$ copies of $w_i/k$. Then, $\|A'x\|_p = \|A'x\|_p$ for every $x \in \mathbb{R}^d$ and $A^\top W^{1-2/p} A = A'^\top W^{1-2/p} A'$.

**Proof.** We have for every $x \in \mathbb{R}^d$ that

$$|\langle a_i, x \rangle|^p = k |\langle a_i/k^{1/p}, x \rangle|^p$$

which shows that $\|A x\|_p^p = \|A' x\|_p^p$. Furthermore,

$$w_i^{1-2/p} a_i a_i^\top = k \cdot \left(\frac{w_i}{k}\right)^{1-2/p} \frac{a_i a_i^\top}{k^{1/p} k^{1/p}}$$

which shows that $A^\top W^{1-2/p} A = A'^\top W^{1-2/p} A'$. \qed

The second problem is that while flattening may reduce the $\ell_p$ Lewis weights of $A$ alone, the $\ell_p$ Lewis weights may change when concatenated with $SA$. Fortunately, for $p < 2$, it can be shown that the $\ell_p$ Lewis weights can in fact only decrease after concatenations (Lemma 6.3.3). Note that this property does not hold for $p > 2$, and thus we will need a different argument, which we show in Section 6.3.3.
Lemma 6.3.3 (Monotonicity of $\ell_p$ Lewis weights, Lemma 5.5, [CP15]). Let $A \in \mathbb{R}^{n \times d}$ and $0 < p \leq 2$. Let $m \geq n$ and let $A' \in \mathbb{R}^{m \times d}$ be a matrix such that $e_i^T A = e_i^T A'$ for all $i \in [n]$, that is, $A'$ is obtained by adding rows to $A$. Then, $w_i^p(A) \geq w_i^p(A')$ for every $i \in [n]$.

6.3.3 Flattening the Rademacher process: $p > 2$ [WY23b]

As discussed in Section 6.3.2, for $p > 2$, we need to overcome the lack of monotonicity of $\ell_p$ Lewis weights to flatten the Rademacher process. In the work [WY23b], we show how to circumvent the issue of non-monotonicity by directly constructing one-sided $\ell_p$ Lewis weights (Definition 6.1.7) for the concatenation of $SA$ and the flattened version of $A$ that still allows the argument from Section 6.3.2 to go through. In particular, we wish to construct one-sided $\ell_p$ Lewis weights such that the Lewis quadratic of the concatenated matrix is at least the Lewis quadratic $AW^{1-2/p}A$, in order to argue that the $\ell_p$ Lewis weights of $SA$ are at most $\alpha$. The next lemma constructs such weights.

Lemma 6.3.4 (Batch online $\ell_p$ Lewis weights, $2 \leq p < \infty$). Let $A \in \mathbb{R}^{n \times d}$, let $M = L^T L \in \mathbb{R}^{d \times d}$ be a symmetric PSD matrix, and let $2 \leq p < \infty$. There exists weights $w \in \mathbb{R}^n$ such that for $i \in [n],$

$$w_i = \left( \frac{p}{2} \right)^{\frac{p}{1-2/p}} (a_i^T (A^T W^{1-2/p} A + M)^{-1} a_i)^{p/2}$$

and

$$\sum_{i=1}^n w_i \leq \left( \frac{p}{2} \right)^{\frac{1}{1-2/p}} d.$$

Proof. Consider the following optimization problem over symmetric PSD matrices $Q$:

$$\text{maximize} \quad \det(Q)$$

$$\text{subject to} \quad \sum_{i=1}^n (a_i^T Q a_i)^{p/2} + \sum_{j=1}^d l_j^T Q l_j \leq d$$

$$Q \succeq 0$$

where $a_i$ is the $i$th row of $A$ and $l_j$ is the $j$th row of $L$. Let $Q$ be any matrix which attains this maximum. Note then that

$$\sum_{i=1}^n (a_i^T Q a_i)^{p/2} + \sum_{j=1}^d l_j^T Q l_j = d$$

since otherwise scaling $Q$ up can increase the objective function. Furthermore, by considering Lagrange multipliers, the gradient of the constraint is some scalar $C$ times the gradient of of the objective, so

$$\sum_{i=1}^n \frac{p}{2} (a_i^T Q a_i)^{p/2-1} a_i a_i^T + \sum_{j=1}^d l_j l_j^T = C \det(Q) Q^{-1}.$$

We now define

$$w_i := \left( \frac{p}{2} \right)^{\frac{1}{1-2/p}} (a_i^T Q a_i)^{p/2}.$$
Then, we have that
\[ A^T W^{1-2/p} A + M = C \det(Q) Q^{-1} \]
for \( W = \text{diag}(w) \). Rearranging, we have that
\[ Q = C \det(Q)(A^T W^{1-2/p} A + M)^{-1} \]
so
\[
 w_i = \left( \frac{p}{2} \right)^{1-2/p} (\mathbf{a}_i Q \mathbf{a}_i)^{p/2} = \left( \frac{p}{2} \right)^{1-2/p} (C \det(Q))^{p/2} [\mathbf{a}_i^T (A^T W^{1-2/p} A + M)^{-1} \mathbf{a}_i]^{p/2}
\]
and thus
\[
 w_i = \left( \frac{p}{2} \right)^{2/p} (C \det(Q)) [(w_i^{1/2-1/p} \mathbf{a}_i)^T (A^T W^{1-2/p} A + M)^{-1} (w_i^{1/2-1/p} \mathbf{a}_i)] = \left( \frac{p}{2} \right)^{2/p} (C \det(Q)) \mathbf{\tau}_i(B)
\]
where \( B \) is the vertical concatenation of \( W^{1/2-1/p} \mathbf{A} \) and \( L \). Note also that for rows \( j \) corresponding to \( L \) in \( B \), we have that
\[
 (C \det(Q)) \mathbf{\tau}_j(B) = (C \det(Q)) \mathbf{l}_j^T (A^T W^{1-2/p} A + M)^{-1} \mathbf{l}_j = \mathbf{l}_j^T Q \mathbf{l}_j.
\]
Now by the normalization constraint, we have that
\[
 \sum_{i=1}^n \left( \frac{2}{p} \right)^{1-2/p} w_i + \sum_{j=1}^d \mathbf{l}_j^T Q \mathbf{l}_j = \sum_{i=1}^n (\mathbf{a}_i^T Q \mathbf{a}_i)^{p/2} + \sum_{j=1}^d \mathbf{l}_j^T Q \mathbf{l}_j = d.
\]
However,
\[
 \left( \frac{2}{p} \right)^{1-2/p} w_i = \left( \frac{p}{2} \right)^{1-2/p} \left( \frac{p}{2} \right)^{2/p} (C \det(Q)) \mathbf{\tau}_i(B) = \frac{2}{p} (C \det(Q)) \mathbf{\tau}_i(B)
\]
so we must have that \( p/2 = C \det(Q) \). The result follows. \( \square \)

**Remark 6.3.5.** Note that if we set \( M = 0 \) and redefine \( w'_i := w_i / (p/2)^{1-2/p} \), then we will retrieve the usual definition of \( \ell_p \) Lewis weights.

By setting \( M = AW^{1-2/p} \mathbf{A} \), we can use Lemma 6.3.4 to construct one-sided \( \ell_p \) Lewis weights for the concatenation of \( S \mathbf{A} \) and the flattened version of \( \mathbf{A} \) such that the Lewis quadratic is bounded below by \( AW^{1-2/p} \mathbf{A} \), which makes the same argument as in Section 6.3.2 go through even for \( p > 2 \).

We make one final reduction of the Rademacher process by restricting to the set of rows \( i \in [n] \) with significantly large \( \ell_p \) Lewis weights.

**Lemma 6.3.6.** Let \( J \supseteq \{ i \in [n] : \sigma_i^p(\mathbf{A}) \geq \varepsilon/n \} \). Then,
\[
 \left| \sum_{i=1}^n \varepsilon_i \| [\mathbf{A} \mathbf{x}] (i) \|_p^l \right|_l \leq (2\varepsilon)^l + 2 \left| \sum_{i \in J} \varepsilon_i \| [\mathbf{A} \mathbf{x}] (i) \|_p^l \right|_l
\]
for any \( \mathbf{x} \) such that \( \| \mathbf{A} \mathbf{x} \|_p \leq 1 \).
Proof. We have that
\[
\sum_{i \in J} \varepsilon_i |Ax(i)|^p \leq \sum_{i \notin J} |Ax(i)|^p \leq \sum_{i \notin J} \frac{\varepsilon}{n} \|Ax\|_p^p \leq \varepsilon \|Ax\|_p^p
\]
which proves the claim.

6.4 Analysis of $\ell_p$ Lewis weight sampling: Dudley’s entropy integral

In the previous section, we have reduced our task to bounding a Rademacher process of the form of (6.2), where $A'$ is a matrix whose $\ell_p$ Lewis weights are uniformly bounded by $\alpha \approx \varepsilon^2$. We will finally tackle the task of bounding this Rademacher process via Dudley’s entropy integral. Our task is thus to estimate the entropy numbers $E(T, d_X, u)$ appearing in Theorem 2.3.6. Our calculations will be slightly more general than required for the analysis of $\ell_p$ Lewis weight sampling, to facilitate further applications in this thesis.

6.4.1 Bounds on the pseudo-metric

The Rademacher process that we study is indexed by the index set $T = \{x \in \mathbb{R}^d : \|Ax\|_p \leq 1\}$, and is given by

\[X_x = \sum_{i \in J} \varepsilon_i |Ax(i)|^p\]

We will now estimate the pseudo-metric.

Lemma 6.4.1. Let $1 \leq p < \infty$ and let $A \in \mathbb{R}^{n \times d}$. Define the pseudo-metric

\[d_X(x, x') := \left( \frac{\mathbb{E}_{\varepsilon \sim \{\pm 1\}^n} \left| \sum_{i \in J} \varepsilon_i |Ax(i)|^p - \sum_{i \in J} \varepsilon_i |Ax'(i)|^p \right|^2}{2} \right)^{1/2}\]

Let $\sigma \geq \max_{i \in J} \sigma^p_i(A)$. Then, for any $x, x' \in \mathbb{R}^d$ such that $\|Ax\|_p, \|Ax'\|_p \leq 1$,

\[d_X(x, x') \leq \begin{cases} 2 \|Ax - Ax'\|_J^{p/2} & p < 2 \\ 2p \cdot \sigma^{1/2 - 1/p} \cdot \|Ax - Ax'\|_J^{1/p} & p > 2 \end{cases}\]

Proof. Note first that by expanding out the square and noting that $\mathbb{E}[\varepsilon_i \varepsilon_j] = 1(i = j)$, we have

\[d_X(x, x') = \left( \sum_{i \in J} (|Ax(i)|^p - |Ax'(i)|^p)^2 \right)^{1/2}\]

Let $y = Ax$ and $y' = Ax'$. For $p < 2$, we bound this as

\[d_X(x, x')^2 = \sum_{i \in J} (|y(i)|^p - |y'(i)|^p)^2\]
With bounds on the pseudo-metric \(d\),
\[
\begin{align*}
\sum_{i \in J} (|y(i)|^{p/2} - |y'(i)|^{p/2})^2 (|y(i)|^{p/2} + |y'(i)|^{p/2})^2 \\
\leq \sum_{i \in J} (|y(i) - y'(i)|^{p/2})^2 (|y(i)|^{p/2} + |y'(i)|^{p/2})^2 \\
\leq 2 \|(y - y')\|_J \sum_{i \in J} |y(i)|^p + |y'(i)|^p \\
\leq 4 \|(y - y')\|_J \|y\|_\infty^p.
\end{align*}
\]

For \(p > 2\), we have by convexity that
\[
|y(i)|^p - |y'(i)|^p \leq p(|y(i) - y'(i)|)|y(i)|^{p-1} + |y'(i)|^{p-1}
\]
and that \(\|y\|_J \|y\|_\infty \leq \sigma^{1/p}\), so we have
\[
d_X(x, x')^2 = \sum_{i \in J} (|y(i)|^p - |y'(i)|^p)^2 \\
\leq p^2 \sum_{i \in J} |y(i) - y'(i)|^2 (|y(i)|^{p-1} + |y'(i)|^{p-1})^2 \\
\leq 2p^2 \|(y - y')\|_J^2 \sum_{i = 1}^n |y(i)|^{2p-2} + |y'(i)|^{2p-2} \\
\leq 2p^2 \max\{\|y\|_J \|y\|_\infty, \|y'\|_J \|y\|_\infty\}^{p-2} \|(y - y')\|_J^2 \sum_{i = 1}^n |y(i)|^p + |y'(i)|^p \\
\leq 4p^2 \sigma^{1-2/p} \|(y - y')\|_J^2.
\]

From the above lemma, we also immediately obtain diameter bounds.

**Lemma 6.4.2.** Let \(1 \leq p < \infty\) and let \(A \in \mathbb{R}^{n \times d}\). Let \(\sigma \geq \max_{i \in J} \sigma_i^p(A)\). Then, the diameter of \(T = \{x : \|Ax\|_p \leq 1\}\) with respect to \(d_X\) is bounded by
\[
\text{diam}(T) \leq \begin{cases} 
4 \cdot \sigma^{1/2} & p < 2 \\
4p \cdot \sigma^{1/2} & p > 2 
\end{cases}
\]

**Proof.** For any \(y = Ax\) with \(\|Ax\|_p \leq 1\), we have that \(\|y\|_J \|y\|_\infty \leq \sigma^{1/p}\), so combining the triangle inequality and Lemma 6.4.1 yields the result.

**6.4.2 Entropy bounds**

With bounds on the pseudo-metric \(d_X\) in hand, we can estimate the entropy numbers \(E(T, d_X, u)\) as required by Theorem 2.3.6. The bounds in this section are taken from [WY23c], which in turn follows [BLM89]. We first introduce the dual Sudakov minoration theorem, which is a general tool for bounding covering numbers of the Euclidean ball.

**Definition 6.4.3** (Levy mean). The Levy mean is defined as
\[
M_X = \int_{S^{d-1}} \|x\| d\sigma(x) = \mathbb{E}_{x \sim S^{d-1}} \|x\|.
\]
Remark 6.4.4. By noting that $x \sim S^{d-1}$ is the same as drawing a Gaussian vector and normalizing, that is,

$$M_X = \mathbb{E}_{g \sim N(0, I_d)} \left\| \frac{g}{\|g\|_2} \right\|_2 = \frac{\mathbb{E}\|g\|_2}{\mathbb{E}\|g\|_2} \mathbb{E} \left\| \frac{g}{\|g\|_2} \right\|_2 = \frac{1}{\mathbb{E}\|g\|_2} \mathbb{E}\|g\|$$

since the norm of the Gaussian is independent of its direction.

Lemma 6.4.5 (Dual Sudakov minorization (Proposition 4.2, [BLM89])). Let $(X, \| \cdot \|)$ be Banach space on $\mathbb{R}^d$ and let be the Levy mean of $\| \cdot \|$. Then, for some constant $C > 0$, we have that

$$\log \mathbb{E} B_2(t \cdot B_X) \leq C \cdot d \left( \frac{M_X}{t} \right)^2$$

where $B_2 = \{ x : \|x\|_2 \leq 1 \}$ and $B_X = \{ x : \|x\| \leq 1 \}$. We will compute the above Levy mean bound for reweighted $\ell_q$ norms, defined below.

Definition 6.4.6. Let $0 \leq w \in \mathbb{R}^n$. We define the $w$-weighted $\ell_q$ norm by

$$\|y\|_{w,q} := \left( \sum_{i=1}^n w_i |y(i)|^q \right)^{1/q}.$$ 

For a matrix $A \in \mathbb{R}^{n \times d}$, let $B^q_w(A) = \{ x : \|Ax\|_{w,q} \leq 1 \}$ denote the corresponding unit ball in the column space of $A$. If $w = 1$, then we simply write $B^q(A)$.

Note that $\|y\|_p = \|W^{-1/p}y\|_{w,p}$ for $W = \text{diag}(w)$, so we can instead prove bounds under these reweighted norms, as long as we apply $W^{-1/p}$ first. We then have the following Levy mean bound.

Lemma 6.4.7. Let $A \in \mathbb{R}^{n \times d}$ and let $1 \geq w \in \mathbb{R}^n$ be nonnegative weights. Let $\tau \geq \max_{i=1}^n \|e_i^T A\|_2$. Let $1 \leq q < \infty$. Then,

$$\mathbb{E}\|Ag\|_{w,q} \leq n^{1/q} \sqrt{\tau}$$

Proof. We have that

$$\mathbb{E}\|Ag\|_{w,q} = \frac{2^{q/2} \Gamma(q+1)}{\sqrt{\pi}} \|e_i^T A\|_2^q \leq q^{q/2} \cdot \|e_i^T A\|_2 \leq q^{q/2} \cdot \tau^{q/2}$$

Then by Jensen’s inequality and linearity of expectation, we have

$$\mathbb{E}\|Ag\|_{w,q} \leq \left( \mathbb{E}\|Ag\|_{w,q}^q \right)^{1/q} \leq (n \cdot \tau^{q/2})^{1/q} = n^{1/q} \sqrt{\tau}.$$ 

By combining the above calculation with Lemma 6.4.5, we obtain the following:
**Corollary 6.4.8.** Let \( 1 \geq w \in \mathbb{R}^n \) be nonnegative weights. Let \( 2 \leq q < \infty \) and let \( A \in \mathbb{R}^{n \times d} \) be such that \( W^{1/2}A \) is orthonormal. Let \( \tau \geq \max_{i=1}^{n} \|e_i^\top A\|_2^2 \). Then,

\[
\log E(B_w^2(A), B_w^q(A), t) \leq O(1) \frac{n^{2/q} \cdot \tau}{t^2}
\]

**Proof.** For \( W^{1/2}A \) orthonormal, \( B_w^q(A) = B^2(W^{1/2}A) \) is isometric to the Euclidean ball in \( d \) dimensions. Thus Lemma 6.4.5 applies.

We also get a similar result for \( q = \infty \), by applying Corollary 6.4.8 with \( q = O(\log n) \).

**Corollary 6.4.9.** Let \( 1 \geq w \in \mathbb{R}^n \) be nonnegative weights with \( \min_{i\in[n]} w_i \geq \varepsilon \). Let \( A \in \mathbb{R}^{n \times d} \) be such that \( W^{1/2}A \) is orthonormal. Let \( \tau \geq \max_{i=1}^{n} \|e_i^\top A\|_2^2 \). Then,

\[
\log E(B_w^2(A), B^\infty(A), t) \leq O(1) \frac{\log(n/\varepsilon) \cdot \tau}{t^2}
\]

**Proof.** This follows from the fact that for \( y \in \mathbb{R}^n \),

\[
\Omega(1)\|y\|_\infty = \varepsilon^{1/q}\|y\|_\infty \leq \|y\|_{w,q} \leq n^{1/q}\|y\|_\infty = O(1)\|y\|_\infty
\]

for \( q = O(\log(n/\varepsilon)) \).

By interpolation, we can improve the bound in Corollary 6.4.8, which is needed for our results for \( p < 2 \):

**Lemma 6.4.10.** Let \( 2 < r < \infty \) and let \( A \in \mathbb{R}^{n \times d} \) be orthonormal. Let \( \tau \geq \max_{i=1}^{n} \|e_i^\top A\|_2^2 \). Let \( 1 \leq t \leq \text{poly}(d) \). Then,

\[
\log E(B^2(A), B^r(A), t) \leq O(1) \frac{1}{(t/2)^{2r/(r-2)}} \cdot \left( \frac{r}{r-2} \log d + \log n \right) \tau
\]

**Proof.** Let \( q > r \), and let \( 0 < \theta < 1 \) satisfy

\[
\frac{1}{r} = \frac{1}{2} + \frac{\theta}{q}
\]

Then by Hölder’s inequality, we have for any \( y \in \mathbb{R}^n \) that

\[
\|y\|_r = \left( \sum_{i=1}^{n} |y(i)|^{r(1-\theta)} |y(i)|^\theta \right)^{1/r} \leq \left( \sum_{i=1}^{n} |y(i)|^2 \right)^{(1-\theta)/2} \left( \sum_{i=1}^{n} |y(i)|^q \right)^{\theta/q} = \|y\|_2^{1-\theta} \|y\|_q^\theta
\]

Then for any \( y, y' \in B^2 \), we have

\[
\|y - y'\|_r \leq \|y - y'\|_2^{1-\theta} \|y - y'\|_q^\theta \leq 2\|y - y'\|_q^\theta
\]

so

\[
\log E(B^2(A), B^r(A), t) \leq \log E(B^2(A), B^q(A), (t/2)^{1/\theta}) \leq O(1) \frac{n^{2/q} \cdot \tau}{(t/2)^{2/\theta}}
\]

70
We now use this observation to construct an $\mathcal{E}$ with $y$ conjugate of $p$ then use Corollary 6.4.9 to cover $B$ such that

$$
\log E(B_w^p(A), B_\infty(A), t) \leq O(1) \frac{1}{t^p} \left( \frac{\log d}{2 - p} + \log n \right) \tau.
$$

**Proof.** In order to bound a covering of $B^p_w(A)$ by $B_\infty(A)$, we first cover $B^p_w(A)$ by $B^2_w(A)$, and then use Corollary 6.4.9 to cover $B^2_w(A)$ by $B_\infty(A)$.

We will first bound $E(B^p_w(A), B^2_w(A), t)$ using Lemma 6.4.10. For each $k \geq 0$, let $\mathcal{E}_k \subseteq B^p_w(A)$ be a maximal subset of $B^p_w(A)$ such that for each distinct $y, y' \in \mathcal{E}_k$, $\|y - y'\|_{w,2} > 8^k t$, with $\mathcal{E}_k := \{0\}$ for $8^k t > n^{1/p - 1/2}$. Note then that

$$
|\mathcal{E}_k| \geq E(B^p_w(A), B^2_w(A), 8^k t).
$$

By averaging, for each $k$, there exists $y^{(k)} \in \mathcal{E}_k$ such that if

$$
\mathcal{F}_k := \{ y \in \mathcal{E}_k : \|y - y^{(k)}\|_{w,2} \leq 8^{k+1} t \},
$$

then

$$
|\mathcal{F}_k| \geq \frac{|\mathcal{E}_k|}{E(B^p_w(A), B^2_w(A), 8^{k+1} t)} \geq \frac{E(B^p_w(A), B^2_w(A), 8^k t)}{E(B^p_w(A), B^2_w(A), 8^{k+1} t)}
$$

We now use this observation to construct an $\ell_{p'}$-packing of $B^2_w(A)$, where $p'$ is the Hölder conjugate of $p$. Let

$$
\mathcal{G}_k := \left\{ \frac{1}{8^{k+1} t} (y - y^{(k)}) : y \in \mathcal{F}_k \right\}.
$$

Then, $\mathcal{G}_k \subseteq B^2_w(A)$ and $\mathcal{G}_k \subseteq B^p_w(A) \cdot 2/8^{k+1} t$, and $\|y - y'\|_{w,2} > 1/8$ for every distinct $y, y' \in \mathcal{G}_k$. Then by Hölder’s inequality,

$$
\frac{1}{8^2} \leq \|y - y'\|_{w,2} \leq \|y - y'\|_{w,p} \|y - y'\|_{w,p'} \leq \frac{4}{8^{k+1} t} \|y - y'\|_{w,p'}
$$

so $\|y - y'\|_{w,p'} \geq 2 \cdot 8^{k-2} t$. Thus, $\mathcal{G}_k$ is an $\ell_{p'}$-packing of $B^2_w(A)$, so

$$
\log E(B^2_w(A), B^p_w(A), 8^{k-2} t) \geq \log |\mathcal{G}_k| = \log |\mathcal{F}_k| \geq \log E(B^p_w(A), B^2_w(A), 8^k t) - \log E(B^p_w(A), B^2_w(A), 8^{k+1} t).
$$

(6.3)
Summing over \( k \) gives

\[
\log E(B_w^p(A), B_w^2(A), t) \\
= \sum_{k \geq 0} \log E(B_w^p(A), B_w^2(A), 8^k t) - \log E(B_w^p(A), B_w^2(A), 8^{k+1} t) \\
\leq \sum_{k \geq 0} \log E(B_w^2(A), B_w^{p'}(A), 8^{k-2} t) 
\]

(6.3)

\[
\leq O(1) \left( \frac{1}{(t/2)^{2p'/2}} \right) \cdot \left( \frac{p'}{p' - 2} \log d + \log n \right) \tau \\
= O(1) \left( \frac{1}{(t/2)^{2p/(2-p)}} \right) \cdot \left( \frac{p}{2 - p} \log d + \log n \right) \tau 
\]

where we take \( p'/(p' - 2) = 1 \) for \( p' = \infty \). Using this and Corollary 6.4.9, we now bound

\[
\log E(B_w^p(A), B^\infty(A), t) \leq \log E(B_w^p(A), B_w^2(A), \lambda) + \log E(B_w^2(A), B^\infty(A), t/\lambda) \\
\leq O(1) \left( \frac{1}{(\lambda/2)^{2p/(2-p)}} \right) \cdot \left( \frac{p}{2 - p} \log d + \log n \right) \tau + O(1) \frac{1}{(t/\lambda)^2} \log n \cdot \tau
\]

for any \( \lambda \in [1, t] \). We choose \( \lambda \) satisfying

\[
\frac{1}{(\lambda/2)^{2p/(2-p)}} = \frac{(\lambda/2)^2}{t^2},
\]

which gives

\[
(\lambda/2)^{2p/(2-p)} = (t^2)^{2p/(2-p)} = t^p
\]

so we obtain a bound of

\[
O(1) \frac{1}{t^p} \left( \frac{1}{2 - p} \log d + \log n \right) \tau.
\]

\[\square\]

### 6.4.3 Entropy integral for \( \ell_p \) Lewis weight sampling

We will now specialize the general results derived previous to the case of \( \ell_p \) Lewis weight sampling. For this setting, we will make use of reweighted \( \ell_p \) norms. We first translate our pseudo-metric bounds to this reweighted setting.

**Lemma 6.4.12.** Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 \leq w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Let

\[ J = \{ i \in [n] : w_i \geq \varepsilon/n \} \supseteq \{ i \in [n] : \sigma_{w_i}^p(A) \geq \varepsilon/n \}. \]

Let \( w = \max_{i \in J} w_i \) and \( W = \text{diag}(w) \). Let \( d_X \) be the pseudo-metric as defined in Lemma 6.4.1. Then for \( q = O(\log(n/\varepsilon)) \),

\[
d_X(x, x') \leq \begin{cases} 
2w^{1/2} \| W^{-1/p} Ax - W^{-1/p} Ax' \|_w^{p/2} & p < 2 \\
2pw^{1/2} \cdot (\| w \|^{p/2-1} / \gamma^{p/2})^{1/2-p} \| W^{-1/p} Ax - W^{-1/p} Ax' \|_w & p > 2 
\end{cases}
\]
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and
\[ \text{diam}(B^p(A)) \leq \begin{cases} 4 \cdot (w/\gamma)^{1/2} & p < 2 \\ 4p \cdot (\gamma^{-p/2} \|w\|_1^{p/2-1} w)^{1/2} & p > 2 \end{cases} \]

**Proof.** We have that
\[
\|(Ax - Ax')\|_\infty = \|W^{1/p}(W^{-1/p}Ax - W^{-1/p}Ax')\|_\infty \\
\leq w^{1/p}\|(W^{-1/p}Ax - W^{-1/p}Ax')\|_\infty
\]
and \( \sigma_i^p(A) \leq \gamma^{-p/2}\|w\|_1^{p/2-1} w \) for \( p > 2 \) and \( \sigma_i^p(A) \leq \gamma^{-1}w \) for \( p < 2 \) by Lemma 6.2.4. Furthermore, note that \( w_i \geq \varepsilon/n \) for each \( i \in J \), so
\[
\frac{n}{\varepsilon} \|y\|_w, q \geq \|y\|_q, q \geq \|y\|_\infty
\]
so for \( q = O(\log(n/\varepsilon)) \), we have
\[
\|(W^{-1/p}Ax - W^{-1/p}Ax')\|_\infty \leq 2\|W^{-1/p}Ax - W^{-1/p}Ax'\|_w, q
\]
Plugging these results into Lemmas 6.4.1 and 6.4.2 yields the desired result. \( \square \)

Next, we obtain entropy bounds using our lemmas from Section 6.4.2 for covering the index set \( T = B^p(A) = B^p_w(W^{-1/p}A) \) of the Rademacher process by \( B^p_w(W^{-1/p}A) \) (unit balls of the \( \|\cdot\|_{w,q} \) norm), as required by Lemma 6.4.12.

**Lemma 6.4.13** (Entropy bounds, \( p > 2 \)). Let \( 2 < p < \infty \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 \leq w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Let \( w = \max_{i \in [n]} w_i \). Then,
\[
\log E(B^p(A), d_x, t) \leq O(p^2 w) \frac{\log(n/\varepsilon)}{\gamma^{p/2} t^2} \|w\|^{p/2-1}_1.
\]
**Proof.** We first bound
\[
\log E(B^p(A), d_x, t) \leq \log E(B^p(A), K\|W^{-1/p}A(\cdot)\|_{w,q}, t)
\]
for \( K = 2pw^{1/2}(\|w\|_1^{(p/2-1)/2})^{1/2-1/p} \) by Lemma 6.4.12. We have by Lemma 6.2.2 that
\[
B^p(A) \subseteq \|w\|^{1/2-1/p}_1 \cdot B^2_w(W^{-1/p}A)
\]
so we then have
\[
\log E(B^p(A), K\|W^{-1/p}A(\cdot)\|_{w,q}, t) \\
\leq \log E(\|w\|^{1/2-1/p}_1 \cdot B^2_w(W^{-1/p}A), K\|W^{-1/p}A(\cdot)\|_{w,q}, t) \\
\leq \log E(B^2_w(W^{-1/p}A), \|W^{-1/p}A(\cdot)\|_{w,q}, t/K\|w\|^{1/2-1/p}_1).
\]

Note that the entropy bounds do not change if we replace \( A \) by \( AR \), where \( R \) is the change of basis matrix such that \( W^{1/2-1/p}AR \) is orthonormal. Then by the properties of \( \gamma \)-one-sided \( \ell_p \) Lewis weights (Lemma 6.2.1), we have
\[
\|e_i^T W^{-1/p}AR\|_2^2 = w_i^{-2/p} \|e_i^T AR\|_2^2 \leq \gamma^{-1}.
\]
We can then apply Corollary 6.4.8 to bound
\[ \log E(B_w^2(W^{-1/p}A), \|W^{-1/p}A(\cdot)\|_{w,q}, t/K\|w\|_1^{1/2-1/p}) \]
\[ \leq O(1) \frac{n^{2/q}q \cdot \gamma^{-1}}{t^2} (K\|w\|_1^{1/2-1/p})^2 \]
\[ \leq O(p^2) \frac{\log(n/\varepsilon) \cdot \gamma^{-1}w}{t^2} (\|w\|_1/\gamma)^{p/2-1} \]
\[ \leq O(p^2w) \frac{\log(n/\varepsilon)}{\gamma^{p/2t^2}} \|w\|_1^{p/2-1} \]

\[ \square \]

**Lemma 6.4.14** (Entropy bounds, \( p < 2 \)). Let \( 0 < p < 2 \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 \leq w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Let \( w = \max_{i \in [n]} w_i \) and \( W = \text{diag}(w) \). Then,
\[ \log E(B_w^p(A), d_X, t) \leq O(1) \frac{w}{\gamma t^2} \left( \frac{\log d}{2 - p} + \log n \right). \]

**Proof.** We first bound
\[ \log E(B_w^p(A), d_X, t) \leq \log E(B_w^p(A), K\|W^{-1/p}A(\cdot)\|_{w,q}, t) \]
\[ = \log E(B_w^p(A), \|W^{-1/p}A(\cdot)\|_{w,q}, (t/K)^{2/p}) \]
for \( K = 2w^{1/2} \) by Lemma 6.4.12. Note that the entropy bounds do not change if we replace \( A \) by \( AR \), where \( R \) is the change of basis matrix such that \( W^{1/2-1/p}AR \) is orthonormal. Then by the properties of \( \gamma \)-one-sided \( \ell_p \) Lewis weights (Lemma 6.2.1), we have
\[ \|e_i^\top W^{-1/p}AR\|_2^2 = w_i^{-2/p}\|e_i^\top AR\|_2 \leq \gamma^{-1}. \]

Then by Lemma 6.4.11, we have that
\[ \log E(B_w^p(A), \|W^{-1/p}A(\cdot)\|_{w,q}, (t/K)^{2/p}) \leq O(1) \frac{w}{\gamma t^2} \left( \frac{\log d}{2 - p} + \log n \right). \]

\[ \square \]

We may now evaluate the entropy integral required in Theorem 2.3.6. We use the following calculus lemma:

**Lemma 6.4.15.** Let \( 0 < \lambda \leq 1 \). Then,
\[ \int_0^\lambda \sqrt{\log \frac{1}{t}} \, dt = \lambda \sqrt{\log(1/\lambda)} + \frac{\sqrt{\pi}}{4} \text{erfc}\left(\sqrt{\log(1/\lambda)}\right) \leq \lambda \left( \sqrt{\log(1/\lambda)} + \frac{\sqrt{\pi}}{2} \right) \]

**Proof.** We calculate
\[ \int_0^\lambda \sqrt{\log \frac{1}{t}} \, dt = 2 \int_0^{\infty} x^2 \exp(-x^2) \, dx \]
\[ x = \sqrt{\log(1/t)} \]
\[
\begin{align*}
&= -\int_{\sqrt{\log(1/\lambda)}}^{\infty} x \cdot -2x \exp(-x^2) \, dx \\
&= -\left( x \exp(-x^2) \right)_{\sqrt{\log(1/\lambda)}}^{\infty} - \int_{\sqrt{\log(1/\lambda)}}^{\infty} \exp(-x^2) \, dx \\
&= \lambda \sqrt{\log \frac{1}{\lambda}} + \frac{\sqrt{\pi}}{2} \text{erfc} \left( \sqrt{\log \frac{1}{\lambda}} \right)
\end{align*}
\]

\[\square\]

**Lemma 6.4.16** (Entropy integral bound for \( p < 2 \)). Let \( 0 < p < 2 \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 \leq w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Let \( w = \max_{i \in [n]} w_i \). Then,

\[
\int_0^{\infty} \sqrt{\log E(B^p(A), d_X, t)} \, dt \leq O((w/\gamma)^{1/2}) \left( \frac{\log d}{2 - p} + \log n \right)^{1/2} \log d
\]

**Proof.** Note that it suffices to integrate the entropy integral to \( \text{diam}(B^p(A)) \) rather than \( \infty \), which is at most \( 4(w/\gamma)^{1/2} \) for \( p < 2 \) by Lemma 6.4.12.

For small radii less than \( \lambda \) for a parameter \( \lambda \) to be chosen, we use a standard volume argument, which shows that

\[
\log E(B^p(A), d_X, t) \leq O(d) \log \frac{n}{t}
\]

so

\[
\int_0^{\lambda} \sqrt{\log E(B^p(A), d_X, t)} \, dt = \int_0^{\lambda} \sqrt{d \log \frac{n}{t}} \, dt \\
\leq \lambda \sqrt{d \log n} + \sqrt{d} \int_0^{\lambda} \sqrt{\log \frac{1}{t}} \, dt \\
\leq \lambda \sqrt{d \log n} + \sqrt{d} \left( \lambda \sqrt{\log \frac{1}{\lambda}} + \frac{\sqrt{\pi}}{2} \lambda \right) \quad \text{Lemma 6.4.15}
\]

\[
\leq O(\lambda) \sqrt{d \log \frac{n}{\lambda}}
\]

On the other hand, for large radii larger than \( \lambda \), we use the bounds of Lemma 6.4.14, which gives

\[
\log E(B^p(A), d_X, t) \leq O(1) \left( \frac{\log d}{2 - p} + \log n \right) (w/\gamma)
\]

so the entropy integral gives a bound of

\[
O(1) \left[ \left( \frac{\log d}{2 - p} + \log n \right) (w/\gamma) \right]^{1/2} \int_\lambda^{4(w/\gamma)^{1/2}} \frac{1}{t} \, dt \\
= O(1) \left[ \left( \frac{\log d}{2 - p} + \log n \right) (w/\gamma) \right]^{1/2} \log \frac{4p(w/\gamma)^{1/2}}{\lambda}.
\]

We choose \( \lambda = \sqrt{w/\gamma d} \), which yields the claimed conclusion. \[\square\]
An analogous result and proof holds for \( p > 2 \).

**Lemma 6.4.17** (Entropy integral bound for \( p > 2 \)). Let \( 2 < p < \infty \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 \leq w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Let \( w = \max_{i \in [n]} w_i \). Then,

\[
\int_0^\infty \sqrt{\log E(B^p(A), d_X, t)} \, dt \leq O(pw^{1/2})(\|w\|_1^{p/2-1}/\gamma^{p/2})^{1/2}(\log(n/\varepsilon))^{1/2}\log d
\]

**Proof.** The proof is similar to the case of \( p < 2 \). We again introduce a parameter \( \lambda \). For radii below \( \lambda \), the bound is the same as Lemma 6.4.16. For radii above \( \lambda \), we use Lemma 6.4.13 to bound

\[
\log E(B^p(A), d_X, t) \leq O(p^2 w)\frac{\log(n/\varepsilon)}{\gamma^{p/2}t^2}\|w\|_1^{p/2-1}.
\]

so the entropy integral gives a bound of

\[
O(pw^{1/2})(\|w\|_1^{p/2-1}/\gamma^{p/2})^{1/2}(\log(n/\varepsilon))^{1/2} \cdot \int_\lambda^{\text{diam}(B^p(A))} \frac{1}{t} \, dt
\]

\[
\leq O(pw^{1/2})(\|w\|_1^{p/2-1}/\gamma^{p/2})^{1/2}(\log(n/\varepsilon))^{1/2}\log \frac{4p \cdot (\gamma^{-p/2}\|w\|_1^{p/2-1}w)}{\lambda} \quad \text{Lemma 6.4.12}
\]

Choosing \( \lambda = pw^{1/2}(\gamma^{-p/2}\|w\|_1^{p/2-1})^{1/2}/\sqrt{d} \) yields the claimed conclusion. \( \Box \)

### 6.5 Analysis of \( \ell_p \) Lewis weight sampling: endgame

We will now assemble our previous lemmas to prove the main sampling theorem for \( \gamma \)-one-sided \( \ell_p \) Lewis weight sampling.

**Theorem 6.5.1.** Let \( 0 < p < \infty \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 \leq w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Let \( \alpha > 0 \) and let \( p_i = \min\{1, w_i^p(A)/\alpha\} \) for \( i \in [n] \). Let \( S \in \mathbb{R}^{n \times n} \) be the diagonal matrix formed by independently setting \( S_{i,i} = 1/p_i^{1/p} \) with probability \( p_i \) and 0 otherwise for each \( i \in [n] \). Then for

\[
\alpha = \begin{cases} 
\frac{\gamma \varepsilon^2}{(\log d)^2(\log n) \log \frac{1}{\delta}} & p < 2 \\
\frac{\|w\|_1^{p/2-1}(\log d)^2\log(n/\varepsilon) \log \frac{1}{\delta}}{\gamma^{p/2} \varepsilon^2} & p > 2 \\
\|SAx\|_p^p = (1 \pm \varepsilon)\|Ax\|_p^p
\end{cases}
\]

for every \( x \in \mathbb{R}^d \). With probability at least \( 1 - \delta \), the number of rows sampled is at most

\[
nnz(S) = \begin{cases} 
O\left(\|w\|_1^{(\log d)^2(\log n) \log \frac{1}{\delta}}/\gamma \varepsilon^2\right) & p < 2 \\
O\left(\|w\|_1^{p/2}(\log d)^2\log(n/\varepsilon) \log \frac{1}{\delta}}/\gamma^{p/2} \varepsilon^2\right) & p > 2
\end{cases}
\]
Proof. In Lemma 6.3.1 we have reduced our task of bounding the sampling error to bounding the \( l \)-th moments of a certain Rademacher process. The bound for this Rademacher process is reduced to a bound for another Rademacher process of the form of (6.2). Here, \( A' \) is an \( m \times d \) matrix with \( m = O(n/\alpha) \) rows whose \( \ell_p \) Lewis weights are uniformly bounded by \( \alpha \), for any \( \alpha \in (0, 1) \) of our choosing. We bound the tail of this Rademacher process via Dudley’s entropy integral (Theorem 2.3.6), which then leads to moment bounds via integration (Lemma 2.3.7).

We now evaluate the moment bounds. The entropy integral \( E \) and diameter \( D \) required in Lemma 2.3.7 are given by

\[
E = \begin{cases} 
O((\alpha/\gamma)^{1/2}) \left( \frac{\log d}{2-p} + \log n \right)^{1/2} & p < 2 \\
O(\alpha^{1/2} (\gamma^{-p/2} \|w\|_1^{(p/2)-1})^{1/2} (\log(n/\varepsilon))^{1/2} & p > 2
\end{cases}
\]

by Lemmas 6.4.16 and 6.4.17, and

\[
D = \begin{cases} 
4 \cdot (\alpha/\gamma)^{1/2} & p < 2 \\
4\alpha^{1/2} (\gamma^{-p/2} \|w\|_1^{(p/2)-1})^{1/2} & p > 2
\end{cases}
\]

by Lemma 6.4.12. Then for \( \alpha \) as chosen in the theorem statement, the moment bound is at most \( \delta \varepsilon^l \). This is the bound requested by Lemma 6.3.1, and thus this proves the theorem.

\[
\square
\]

6.6 Online \( \ell_p \) Lewis weight sampling

In this section, we obtain the first online \( \ell_p \) subspace embeddings which achieve guarantees which nearly match those of Theorems 6.1.9 and 6.1.11. This provides a generalization of the results of [CMP16, CMP20] for \( \ell_2 \) subspace embeddings to \( \ell_p \) subspace embeddings, and answers open questions of [BDM+20] and [CLS22].

We define online \( \ell_p \) Lewis weights, which are defined analogously to online leverage scores (Definition 1.3.4).

**Definition 6.6.1** (Online \( \ell_p \) Lewis weights). Let \( A \in \mathbb{R}^{n \times d} \) and \( 0 < p < \infty \). Then, for each \( i \in [n] \), the \( i \)-th online \( \ell_p \) Lewis weight is defined as

\[
w_i^{p, OL}(A) := \begin{cases} 
\min \left\{ \left[ a_i^T (A_{i-1}^T W_i^{p, OL}(A)_{i-1})^{-1} a_i \right]^{p/2}, 1 \right\} & \text{if } a_i \in \text{rowspan}(A_{i-1}) \\
1 & \text{otherwise}
\end{cases}
\]

where \( W_i^{p, OL}(A)_{j} \) is the \( j \times j \) diagonal matrix with \( W_i^{p, OL}(A)_{j}(i, i) = w_i^{p, OL}(A) \).

Note that by maintaining the online Lewis quadratic \( A_{i-1}^T W_i^{p, OL}(A)_{i-1}^{-1/2} A_{i-1} \), we can access \( w_i^{p, OL}(A) \) upon the arrival of row \( a_i \) by using only \( O(d^2) \) words of memory.

6.6.1 Lemmas from linear algebra

Before we prove our results about online \( \ell_p \) Lewis weights, we need a few linear algebraic lemmas.
Lemma 6.6.2. Let $R = V \tilde{R} V^T \in \mathbb{R}^{d \times d}$ where $\tilde{R} \in \mathbb{R}^{r \times r}$ is a symmetric positive definite matrix and $V \in \mathbb{R}^{d \times r}$ has orthonormal columns. Then,

$$R^- = V \tilde{R}^{-1} V^T.$$  

Proof. Note that $V \tilde{R}^{-1} V^T$ is an inverse for the column space of $R$, i.e.,

$$R(V \tilde{R}^{-1} V^T)R = V \tilde{R} \tilde{R}^{-1} \tilde{R} V^T = R$$

and a weak inverse, i.e.,

$$(V \tilde{R}^{-1} V^T)R(V \tilde{R}^{-1} V^T) = V \tilde{R}^{-1} V^T.$$  

One can also easily check that both $R(V \tilde{R}^{-1} V^T)$ and $(V \tilde{R}^{-1} V^T)R$ are Hermitian. Thus, $V \tilde{R}^{-1} V^T$ is uniquely determined to be the pseudoinverse of $R$. \qed

Lemma 6.6.3. Let $0 \preceq R \preceq S \in \mathbb{R}^{d \times d}$ by symmetric positive semidefinite matrices. Let $a \in \text{rowspan}(R)$. Then,

$$a^T R^- a \succeq a^T S^- a.$$  

Proof. Let $V \in \mathbb{R}^{d \times r}$ be an orthonormal basis for $V := \text{rowspan}(R)$, where $r = \text{dim}(V)$. Let $P = V V^T$ be the projection matrix onto $V$. Write $a = Vb$ for $b \in \mathbb{R}^r$ and $R = V \tilde{R} V^T$. $P S P = V \tilde{S} V^T$ for $\tilde{R}, \tilde{S} \in \mathbb{R}^{r \times r}$. Then, we have that

$$a^T R^- a = b^T (V \tilde{R} V^T)^{-1} V b = b^T \tilde{R}^{-1} b$$

and

$$a^T S^- a = b^T (V \tilde{S} V^T)^{-1} V b = b^T \tilde{S}^{-1} b.$$  

Furthermore, for all $x \in \mathbb{R}^r$, we have that

$$x^T V^T R V x \leq x^T V^T S V x = x^T V^T P S P V x$$

so $\tilde{R} \preceq \tilde{S}$, meaning that $\tilde{R}^{-1} \succeq \tilde{S}^{-1}$. Thus,

$$a^T R^- a = b^T \tilde{R}^{-1} b \geq b^T \tilde{S}^{-1} b = a^T S^- a.$$  

\qed

6.6.2 Properties of online $\ell_p$ Lewis weights

We first show that for $0 < p < 2$, the online Lewis weights upper bound Lewis weights.

Lemma 6.6.4. Let $A \in \mathbb{R}^{n \times d}$ and $0 < p < 2$. Then, for each $i \in [n],$

$$w_i^p(A) \leq w_i^{p,\text{OL}}(A)$$
**Proof.** We proceed by induction. It suffices to consider the case when \( w_i^{p,\text{OL}}(A) < 1 \), since \( w_i^p(A) \leq 1 \) for every \( i \in [n] \). In particular, \( a_i \in \text{rowspan}(A_{i-1}) \) and

\[
w_i^{p,\text{OL}}(A) = [a_i^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} a_i]^{p/2}.
\]

Then, since \( 1 - \frac{2}{p} < 0 \), we have that

\[
W_{i-1}^{p,\text{OL}}(A)^{1-2/p} W_{i-1}^{p,\text{OL}}(A) A_{i-1} \geq 0 \implies W_{i-1}^{p,\text{OL}}(A)^{1-2/p} W_{i-1}^{p,\text{OL}}(A) A_{i-1} \leq 0.
\]

By Lemma 6.6.3, it follows that for every \( a \in \text{rowspan}(A_{i-1}) \),

\[
a^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} a \geq a^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} a.
\]

Similarly, we have that

\[
a^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} a \geq a^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} a
\]

for every \( a \in \text{rowspan}(A_{i-1}) \). The result follows by taking \( p/2 \)-th roots on the chain of inequalities. \( \square \)

Note that for \( p > 2 \), the above proof fails since \( 1 - \frac{2}{p} > 0 \), which causes the inequalities to go the wrong way. Nevertheless, we show that these weights satisfy the **one-sided Lewis property**, which we have shown to be sufficient for sampling in Theorem 6.5.1.

**Lemma 6.6.5** (One-sided Lewis property of online \( \ell_p \) Lewis weights). Let \( A \in \mathbb{R}^{n \times d} \) and \( 0 < p < \infty \). Then, for each \( i \in [n] \),

\[
w_i^{p,\text{OL}}(A) \geq \tau_i(W_{i-1}^{p,\text{OL}}(A)^{1/2-1/p} A).
\]

**Proof.** We already have the result when \( a_i \notin \text{rowspan}(A_{i-1}) \), so we assume \( a_i \in \text{rowspan}(A_{i-1}) \). Similarly, we can assume that \( w_i^{p,\text{OL}}(A) < 1 \). In this case,

\[
w_i^{p,\text{OL}}(A) = [a_i^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} a_i]^{p/2}
\]

which rearranges to

\[
w_i^{p,\text{OL}}(A) = (w_i^{p,\text{OL}}(A)^{1/2-1/p} a_i)^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} (w_i^{p,\text{OL}}(A)^{1/2-1/p} a_i).
\]

By Lemma 6.6.3, this is bounded below by

\[
(w_i^{p,\text{OL}}(A)^{1/2-1/p} a_i)^T (A_{i-1}^T W_{i-1}^{p,\text{OL}}(A) A_{i-1})^{-1} (w_i^{p,\text{OL}}(A)^{1/2-1/p} a_i) = \tau_i(W_{i-1}^{p,\text{OL}}(A)^{1/2-1/p} A),
\]

which is the claimed result. \( \square \)
6.6.3 The sum of online $\ell_p$ Lewis weights

Finally, we bound the sum of online Lewis weights, using bounds on the sum of online leverage scores. Our proof substantially simplifies the proofs of [BDM+20, Lemma 4.7, Lemma 5.15], which relied on an elaborate argument involving recursive applications of a “whack-a-mole” lemma of [CLM+15], and also slightly improves the bound by logarithmic factors.

**Lemma 6.6.6 (Sum of online $\ell_p$ Lewis weights).** Let $A \in \mathbb{R}^{n \times d}$ and $0 < p < \infty$. Then,

$$\sum_{i=1}^{n} w_i^{\text{OL}}(A) \leq O(d) \log(n \kappa^{\text{OL}}(A)).$$

*Proof.* Our analysis is similar to those given by [CMP20] and [WY22b]. For $w_i^{\text{OL}}(A) < 1$, we have that

$$w_i^{\text{OL}}(A) = \left[a_i^\top (A_{i-1}^\top W_i^{\text{OL}}(A)_{i-1}^{-2/p} A_{i-1})^{-1} a_i\right]^{p/2}.$$  

This rearranges to

$$w_i^{\text{OL}}(A) = (w_i^{\text{OL}}(A)^{1/2-1/p} a_i)^\top (A_{i-1}^\top W_i^{\text{OL}}(A)_{i-1}^{-2/p} A_{i-1})^{-1}(w_i^{\text{OL}}(A)^{1/2-1/p} a_i),$$

which is exactly the $i$th online leverage score of $W_i^{\text{OL}}(A)^{1/2-1/p} A$. Similar reasoning for $w_i^{\text{OL}}(A) = 1$ shows that $w_i^{\text{OL}}(A) = \tau_i^{\text{OL}}(W_i^{\text{OL}}(A)^{1/2-1/p} A)$. Thus,

$$\sum_{i=1}^{n} w_i^{\text{OL}}(A) = \sum_{i=1}^{n} \tau_i^{\text{OL}}(W_i^{\text{OL}}(A)^{1/2-1/p} A) \leq O(d \log \kappa^{\text{OL}}(W_i^{\text{OL}}(A)^{1/2-1/p} A))$$

by bounds on the sum of online leverage scores (Lemma 1.3.8). If $p < 2$, then we have for any $x \in \mathbb{R}^d$ and $i \in [n]$ that

$$\|A_i x\|_2 \leq \|W_i^{\text{OL}}(A_i)^{1/2-1/p} A_i x\|_2 \leq \|W_i^{\text{OL}}(A_i)^{1/2-1/p} A_i x\|_2 \leq d^{1/2-1/p} \|A_i x\|_p \leq (nd)^{1/2-1/p} \|A_i x\|_2,$$

so $\kappa^{\text{OL}}(A) = \text{poly}(n) \kappa^{\text{OL}}(W_i^{\text{OL}}(A_i)^{1/2-1/p} A_i)$. If $p > 2$, then by Lemma 6.2.3,

$$\|A_i x\|_p \leq \|W_i^{\text{OL}}(A_i)^{1/2-1/p} A_i x\|_2 \leq \|A_i x\|_2.$$

Thus,

$$\sum_{i=1}^{n} w_i^{\text{OL}}(A) \leq O(d) \log(n \kappa^{\text{OL}}(A)).$$

Now that we have established the one-sided Lewis property of the online $\ell_p$ Lewis weights and bounded their sum, sampling results immediately follow from our results on sampling with one-sided $\ell_p$ Lewis weights in Theorem 6.5.1.
Chapter 7

\( \ell_p \) sensitivity sampling [WY23c]

7.1 Beyond \( \ell_p \) Lewis weight sampling

In this section, we study the \( \ell_p \) sensitivity sampling algorithm for sampling \( \ell_p \) subspace embeddings. Recall from our discussion in Section 1.3.1 that the general sensitivity sampling framework provides an approach towards constructing coresets for an extremely wide class of shape-fitting problems, and when specialized to the case of \( \ell_p \) subspace embeddings, sensitivity sampling achieves a \( \text{poly}(d)/\varepsilon^2 \) bound on the row count for any fixed \( 0 < p < \infty \) (Section 6.1), although it is not known to achieve the nearly optimal row counts that are possible with \( \ell_p \) Lewis weight sampling. However, for \( p > 2 \), \( \ell_p \) sensitivity sampling in fact has the potential to produce a smaller number of rows than \( \ell_p \) Lewis weight sampling, if the total sensitivity \( S^p(A) \) is small. Indeed, \( S^p(A) \) can be as small as \( d \) even for \( p > 2 \) (while the worst-case bound is \( d^{p/2} \)), in which case one obtains a sample complexity of \( \tilde{O}(\varepsilon^{-2}Sd) = \tilde{O}(\varepsilon^{-2}d^2) \) for such matrices, while Lewis weight sampling would require \( \tilde{O}(\varepsilon^{-2}d^{p/2}) \), which is polynomially worse for \( p > 4 \). We discuss several explicit families of matrices with small total sensitivity in Section 7.2. Thus, despite the fact that \( \ell_p \) Lewis weight sampling already achieves nearly optimal bounds in the worst case (see Chapter 6), the study of sensitivity sampling using the scores of Definition 6.1.2 is still interesting for two reasons:

1. The definition of sensitivities can be massively generalized to a wide variety of sampling-based approximation problems.
2. For \( p > 2 \), sensitivity sampling admits matrix-dependent bounds which can circumvent the lower bounds of Theorem 6.1.5.

For these reasons, our work in [WY23c] studies the problem of obtaining the tightest possible bounds for \( \ell_p \) sensitivity sampling:

**Question 7.1.1.** What is the smallest sample complexity possible for the \( \ell_p \) sensitivity sampling algorithm?

While we are not able to complete resolve Question 7.1.1, we make progress towards this question by giving an analysis of \( \ell_p \) sensitivity sampling which goes beyond the general case bound of \( \tilde{O}(\varepsilon^{-2}Sd) \) for \( p > 2 \). Our analysis also gives a similar result for \( p < 2 \), although this result is superseded by an analysis that relates \( \ell_p \) sensitivity scores to \( \ell_p \) Lewis weights, which
achieves a bound of \( \tilde{O}(\varepsilon^{-2}d^{1-p/2}\mathcal{S}) \) [CD21, MO23].

**Theorem 7.1.2** (\( \ell_p \) sensitivity sampling [WY23c]). Let \( 1 \leq p < \infty \) and let \( A \in \mathbb{R}^{n \times d} \). Let \( \alpha > 0 \) and let \( q_i = \min\{1, 1/n + \sigma_i^p(A)/\alpha\} \) for \( i \in [n] \). Let \( S \in \mathbb{R}^{n \times n} \) be the \( \ell_p \) sampling matrix with probabilities \( \{q_i\}_{i=1}^n \). Then, with probability at least 99/100, there is an \( \alpha \) such that \( S \) is an \( \ell_p \) subspace embedding satisfying Definition 1.1.1 with \( \kappa = (1 + \varepsilon) \), and furthermore, \( S \) has at most \( r \) nonzero rows, for

\[
    r = \begin{cases} 
        \varepsilon^{-2}\mathcal{S}^p(A)^{2/p} \text{poly log } n & 1 \leq p < 2 \\
        \varepsilon^{-2}\mathcal{S}^p(A)^{2-2/p} \text{poly log } n & 2 < p < \infty 
    \end{cases}
\]

Our improved analysis of \( \ell_p \) sensitivity sampling is largely based off of the analysis of \( \ell_p \) Lewis weight sampling in the works of [BLM89, LT91], and in particular makes use of similar chaining arguments (see Chapter 6 for further details). In these arguments when \( \ell_p \) Lewis weights are used as sampling probabilities, then such a chaining argument goes through due to the fact that the resulting matrix has uniformly bounded leverage scores and \( \ell_p \) sensitivities, which in turn is a consequence of the specific definition of Lewis weights. However, when we instead use the \( \ell_p \) sensitivities as the sampling probabilities, we no longer have this property, and the analysis needs to be modified.

To address this problem, we observe that although \( \ell_p \) sensitivity sampling does not directly lead to uniformly bounded leverage scores, it *does* lead to uniformly bounded \( \ell_p \) sensitivities in the resulting matrix. We then show that this in turn implies approximately uniformly bounded leverage scores, by relating the \( \ell_p \) sensitivities to the leverage scores.

### 7.2 Structured matrices with small total sensitivity, \( p > 2 \)

We first show several examples in structured regression problems in which our new sensitivity sampling results give the best known sample complexity results for \( \ell_p \) subspace embeddings for \( p > 2 \). We start by presenting a couple of lemmas which show that certain natural classes of matrices have total \( \ell_p \) sensitivity \( \ll d^{p/2} \).

The first result is a lemma extracted from a result of [MMM+22] bounding the total \( \ell_p \) sensitivity for a sparse perturbation of low rank matrices:

**Lemma 7.2.1** (Sensitivity bounds for low rank + sparse matrices [MMM+22]). Let \( A = K + S \in \mathbb{R}^{n \times d} \) for a rank \( k \) matrix \( K \) and an \( S \) with at most \( s \) nonzero entries per row. Let \( 1 \leq p < \infty \). Then, \( \mathcal{S}^p(A) \leq d^s(k + s)^p \).

**Proof.** Let \( r \) be an integer such that \( 2^r \leq p < 2^{r+1} \). Then, for each \( i \in [n] \), we may write

\[
    a_i = k_i + s_i = \sum_{j=1}^k \alpha_{i,j} v_j + \sum_{j=1}^s \beta_{i,j} e_{i,j}
\]

where \( v_j \in \mathbb{R}^d \) for \( j \in [k] \). Then, the tensor product \( a_i^{\otimes 2^r} \) of \( a_i \) with itself \( 2^r \) times can be written as a linear combination of tensor products \( y_1 \otimes \cdots \otimes y_{2^r} \), where each \( y_q \) for \( q \in [2^r] \) is one of \( \{v_1, v_2, \ldots, v_k, e_{i_1}, e_{i_2}, \ldots, e_{i_s}\} \). Thus, \( a_i^{\otimes 2^r} \) lies in the span of at most \( (k + s)^{2^r} \) vectors, for a fixed choice of \( e_{i_1}, e_{i_2}, \ldots, e_{i_s} \). Since there are at most \( d^s \) possible choices of the sparsity pattern,
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We then have the following:
Lemma 7.2.4
Proof. Let } be an integer such that } \leq } < }^{2}+1. Fix some } \in }^{k(q+1)}. Now consider the vector } \langle } , } \rangle , where } is a }^{k(q+1)}-dimensional vector of monomials of degree 0 through } of the indeterminate variables }_{1} , }_{2} , \ldots , }_{k} , that is,
Then, } \langle } , } \rangle \rangle is a degree } polynomial in the indeterminates }_{1} , }_{2} , \ldots , }_{k} with coefficients specified by } , so } \langle } , } \rangle \rangle is a polynomial in the indeterminates }_{1} , }_{2} , \ldots , }_{k} , such that every monomial term is at most degree }^{2}q in each variable. Note that there are at most } k } variables, so there can be at most } (2^{q q+1})^{k} \) possible monomials, by choosing the degree of each of the monomials. Let } denote the coefficients of this polynomial in the monomial basis, for a given set of original coefficients }.
Now consider the matrix } \langle } , } \rangle . Then, for a fixed } \in }^{k(q+1)}, } [\langle } , } \rangle ](i)\rangle is the evaluation of } \langle } , } \rangle \rangle at the } i \text{th row } }_{i} of } for the indeterminates }_{1} , }_{2} , \ldots , }_{k} , so it can be written as the linear combination of at most } (2^{q q+1})^{k}\) monomials evaluated at }_{i} , with coefficients }'. Thus, } [\langle } , } \rangle ](i)\rangle = }' x' for some }' with rank at most } (2^{q q+1})^{k} .
Finally, note that
Thus, the total } p \text{ sensitivity of } \langle } , } \rangle \rangle is bounded by the total } p/2 \text{ sensitivity of } }', which is at most } (2^{q q+1})^{k} \leq (pq+1)^{k}. 
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This generalizes a result of [MMM+22], which bounds the $\ell_p$ sensitivities of a single Vandermonde matrix.

In the low-sensitivity matrices of Lemma 7.2.1 and Lemma 7.2.4, it is in fact possible to apply Lewis weight sampling to obtain sampling bounds that match these sensitivity bounds, by using the tensoring trick [MMM+22]. However, when a tiny amount of noise is added to these matrices, then algebraic tricks such as tensoring break down, and the sensitivity bounds derived from Lewis weights increase substantially to $d^{p/2}$ for $p > 2$. On the other hand, sensitivity sampling itself is robust with respect to the addition of noise, as it depends only on norms rather than brittle quantities such as rank.

**Lemma 7.2.5.** Let $A \in \mathbb{R}^{n \times d}$ be a rank $d$ matrix with minimum singular value $\sigma_{\min}$. Let $E \in \mathbb{R}^{n \times d}$ be an arbitrary perturbation matrix with

$$\|E\|_2 \leq \frac{\sigma_{\min}}{2n^{1+1/p}}.$$  

Then, $S^p(A + E) \leq 2^p(S^p(A) + 1)$.

**Proof.** For any $x \in \mathbb{R}^d$, we have that

$$\|(A + E)x\|_p = \|Ax\|_p \pm \|Ex\|_p$$

$$= \|Ax\|_p \pm \sqrt{n}\|Ex\|_2$$

$$= \|Ax\|_p \pm \frac{\sigma_{\min}}{\sqrt{n}}\|x\|_2$$

$$= \|Ax\|_p \pm \frac{\sigma_{\min}}{\sqrt{n}} \frac{1}{\sigma_{\min}}\|Ax\|_2$$

$$= \|Ax\|_p \pm \frac{1}{2}\|Ax\|_p$$

$$= (1 \pm 1/2)\|Ax\|_p$$

so

$$\frac{\|(A + E)x\|_p}{\|(A + E)x\|_p^p} \leq 2^{p-1} \frac{\|Ax\|_p^p}{\|(A + E)x\|_p^p} + 2^{p-1} \frac{\|Ex\|_p^p}{\|(A + E)x\|_p^p} \leq 2^p \frac{\|Ax\|_p^p}{\|Ax\|_p^p} + 2^p \frac{\|Ex\|_p^p}{\|Ax\|_p^p}.$$  

The first term is clearly bounded by $2^p\sigma_{\max}^p(A)$ for any $x$. On the other hand, the second term is bounded by

$$2^p \frac{\|Ex\|_p^p}{\|Ax\|_p^p} \leq 2^p \frac{\|Ex\|_p^p}{\|Ax\|_p^p} \leq 2^p n^{p/2} \frac{\|Ex\|_2^p}{\|Ax\|_2^p}$$

$$\leq 2^p \frac{\sigma_{\min}^p}{n^{p/2+1}} \frac{\|x\|_2^p}{\|Ax\|_p^p} \leq 2^p \frac{1}{n^{p/2+1}} \frac{\|Ax\|_2^p}{\|Ax\|_p^p} \leq 2^p \frac{\|Ax\|_2^p}{\|Ax\|_p^p} = 2^p \frac{\|Ax\|_2}{\|Ax\|_p} = \frac{2^p}{n}.$$  

Thus, the total sensitivity is bounded by

$$2^p \sum_{i=1}^n \sigma_i^p(A) + \frac{1}{n} = 2^p(S^p(A) + 1).$$

\[\square\]
Thus, for small perturbations of structured matrices with small $\ell_p$ sensitivity as specified by Lemma 7.2.5, Theorem 7.1.2 give the tightest known bounds on the sample complexity for $\ell_p$ subspace embeddings. Such perturbations may arise due to roundoff error or finite precision on a computer, and no prior bounds beating Lewis weight sampling or the naïve $\mathcal{S}d$ bound for sensitivity sampling were known for the applications above.

7.3 Properties of $\ell_p$ sensitivities

We will first collect several results on $\ell_p$ sensitivities that we will use.

7.3.1 Monotonicity of max $\ell_p$ sensitivity

Lemma 7.3.1 (Monotonicity of max $\ell_p$ sensitivity). Let $q \geq p > 0$ and $y \in \mathbb{R}^n$. Then,

$$\frac{\|y\|_p}{\|y\|_q} \leq \frac{\|y\|_\infty}{\|y\|_q^q/\|y\|_\infty^{q-p}}.$$

Proof. We have that

$$\|y\|_q^q = \sum_{i=1}^n |y(i)|^q \leq \|y\|_\infty^{q-p} \sum_{i=1}^n |y(i)|^p = \|y\|_\infty^{q-p} \|y\|_p^p,$$

so

$$\frac{\|y\|_\infty}{\|y\|_p} \leq \frac{\|y\|_\infty^{q-p}}{\|y\|_q^q/\|y\|_\infty^{q-p}} = \frac{\|y\|_\infty^q}{\|y\|_q^q}.$$

We also use an “approximate converse” of the above result:

Lemma 7.3.2 (Reverse monotonicity of max $\ell_p$ sensitivity). Let $q \geq p > 0$ and $y \in \mathbb{R}^n$. Then,

$$\frac{\|y\|_\infty^q}{\|y\|_q^{q/p}} \leq \left( \frac{\|y\|_\infty^p}{\|y\|_p^p} \right)^{n^{q/p-1}}.$$

Proof. Since $\|y\|_p \leq \|y\|_q^{1/p-1/q}$, we have that

$$\frac{\|y\|_\infty^q}{\|y\|_q^q} \leq \frac{|y(i)|^q}{\|y\|_q^q)} \leq \frac{\|y\|_\infty^q}{\|y\|_p^p} \cdot n^{1-q/p} \leq \left( \frac{\|y\|_\infty^p}{\|y\|_p^p} \right)^{q/p} n^{q/p-1}.$$
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### 7.3.2 Flattening \( \ell_p \) sensitivities

We give a sensitivity flattening lemma, analogous to the \( \ell_p \) Lewis weight flattening lemma of Lemma 6.3.2.

**Lemma 7.3.3 (\( \ell_p \) Sensitivity Flattening).** Let \( A \in \mathbb{R}^{n \times d} \) and \( 1 \leq p < \infty \). Let \( C \geq 1 \). Then, there exists a \( A' \in \mathbb{R}^{m \times d} \) for \( m = (1 + 1/C)n \) such that \( \|Ax\|_p = \|A'x\|_p \) for every \( x \in \mathbb{R}^d \), \( \mathcal{G}^p(A) = \mathcal{G}^p(A') \), and \( \sigma^p_i(A') \leq C\mathcal{G}^p(A)/n \) for every \( i \in [m] \).

**Proof.** Suppose that for any row \( a_i \in \mathbb{R}^d \) of \( A \) for \( i \in [n] \) with \( \sigma^p_i(A) \geq C\mathcal{G}^p(A)/n \), we replace the row with \( k := \left[ \sigma^p_i(A)/(C\mathcal{G}^p(A)/n) \right] \) copies of \( a_i/k^{1/p} \) to form a new matrix \( A' \). Then, we add at most

\[
\sum_{i : \sigma^p_i(A) \geq \mathcal{G}^p(A)/n} \left[ \frac{\sigma^p_i(A)}{C\mathcal{G}^p(A)/n} \right] - 1 \leq \frac{\sigma^p_i(A)}{C\mathcal{G}^p(A)/n} = \frac{\mathcal{G}^p(A)}{C\mathcal{G}^p(A)/n} = \frac{n}{C}
\]

rows. Furthermore, we clearly have that \( \|Ax\|_p = \|A'x\|_p \) for every \( x \in \mathbb{R}^d \), and also for any row \( i' \in [m] \) that comes from row \( i \in [n] \) in the original matrix,

\[
\frac{\|A'x\|_{i'}}{\|A'x\|_p} \leq \frac{C\mathcal{G}^p(A)/n}{\sigma^p_i(A)} \frac{\|Ax\|_{i'}}{\|Ax\|_p} \leq \frac{C\mathcal{G}^p(A)}{n}.
\]

Finally, it is also clear that the sum of the sensitivities is also preserved, since the sum of the sensitivities of the \( k \) copies of each row \( i \in [n] \) in the original matrix is \( \sigma^p_i(A) \). \( \Box \)

### 7.3.3 Total sensitivity

Here we collect several bounds on the total \( \ell_p \) sensitivity.

**Lemma 7.3.4 (Sampling preserves total sensitivity).** Let \( A \in \mathbb{R}^{n \times d} \) and \( 1 \leq p < \infty \). Let \( S \) be a random \( \ell_p \) sampling matrix such that with probability at least \( 3/4 \),

\[
\|SAx\|_p = (1 \pm 1/2)\|Ax\|_p
\]

simultaneously for every \( x \in \mathbb{R}^d \). Then, with probability at least \( 1/2 \),

\[
\Pr\{\mathcal{G}^p(SA) \leq 8\mathcal{G}^p(A)\} \geq \frac{1}{2}.
\]

**Proof.** We have that

\[
\mathcal{G}^p(SA) = \sum_{i=1}^n \sup_{SAx \neq 0} \frac{\|SAx\|_p}{\|Ax\|_p} = \sum_{i=1}^n S^p_{i,i} \sup_{SAx \neq 0} \frac{\|Ax\|_p}{\|SAx\|_p}
\]

\[
\leq \sum_{i=1}^n S^p_{i,i} \sigma^p_i(A) \sup_{SAx \neq 0} \frac{\|Ax\|_p}{\|SAx\|_p},
\]
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We are guaranteed that
\[ \Pr \left\{ \sup_{\substack{S\mathbf{Ax} \neq 0}} \frac{\|\mathbf{Ax}\|_p}{\|S\mathbf{Ax}\|_p} \leq 2 \right\} \geq \frac{3}{4}. \]

On the other hand, we have that
\[
E \left[ \sum_{i=1}^{n} S_{i,i}^p \sigma_i^p(A) \right] = \sum_{i=1}^{n} E[S_{i,i}^p] \sigma_i^p(A) = \mathcal{G}^p(A)
\]
so by Markov’s inequality,
\[
\Pr \left\{ \sum_{i=1}^{n} S_{i,i}^p \sigma_i^p(A) \leq 4\mathcal{G}^p(A) \right\} \geq \frac{3}{4}.
\]

By a union bound,
\[
\Pr \{ \mathcal{G}^p(SA) \leq 8\mathcal{G}^p(A) \} \geq \frac{1}{2}.
\]

We also prove a high probability and high accuracy version of Lemma 7.3.4.

**Lemma 7.3.5** (Sensitivity sampling preserves total sensitivity: high probability and accuracy). Let \( \mathbf{A} \in \mathbb{R}^{n \times d} \) and \( 1 \leq p < \infty \). Let \( 0 < \varepsilon, \delta < 1 \). Let \( \mathbf{S} \) be a random \( \ell_p \) sampling matrix such that with probability at least \( 1 - \delta \),
\[
\|S\mathbf{Ax}\|_p = (1 \pm \varepsilon)\|\mathbf{Ax}\|_p
\]
simultaneously for every \( \mathbf{x} \in \mathbb{R}^d \). Furthermore, suppose that
\[
\frac{\sigma_i}{q_i} \leq M := \frac{\varepsilon^2 \mathcal{G}^p(A)}{3 \log \frac{2}{\delta}}
\]
for every \( i \in [n] \). Then, with probability at least \( 1 - 2\delta \),
\[
\Pr \{ \mathcal{G}^p(SA) = (1 \pm O(\varepsilon))\mathcal{G}^p(A) \} \geq 1 - 2\delta.
\]

**Proof.** The proof follows Lemma 7.3.4. Just as in Lemma 7.3.4, we have that
\[
\mathcal{G}^p(SA) \leq \sum_{i=1}^{n} S_{i,i}^p \sigma_i^p(A) \sup_{\substack{S\mathbf{Ax} \neq 0}} \frac{\|\mathbf{Ax}\|_p}{\|S\mathbf{Ax}\|_p}.
\]

Similarly,
\[
\mathcal{G}^p(SA) \geq \sum_{i=1}^{n} S_{i,i}^p \sigma_i^p(A) \inf_{\substack{S\mathbf{Ax} \neq 0}} \frac{\|\mathbf{Ax}\|_p}{\|S\mathbf{Ax}\|_p}.
\]

Furthermore, since \( \sigma_i/q_i \leq M \), \( S_{i,i}^p \sigma_i^p(A)/M \) is a random variable bounded by 1, with
\[
E \left[ \sum_{i=1}^{n} \frac{S_{i,i}^p \sigma_i^p(A)}{M} \right] = \frac{\mathcal{G}^p(A)}{M} \geq \frac{3}{\varepsilon^2} \log \frac{2}{\delta}.
\]
Thus by Chernoff bounds, we have that
\[
\Pr\left\{ \sum_{i=1}^{n} S_i^p, \sigma_i^p(A) = (1 \pm \varepsilon)\bar{S}^p(A) \right\} \geq 1 - \delta.
\]

We conclude by a union bound as in Lemma 7.3.4.

### 7.4 Analysis of \(\ell_p\) sensitivity sampling

We will now turn towards an analysis of the \(\ell_p\) sensitivity algorithm. Most of the components of the chaining argument for \(\ell_p\) Lewis weight sampling discussed in Chapter 6 will apply to our setting, such as the reduction to a Rademacher process in Section 6.3 and the use of Dudley’s entropy integral in Section 6.4.

#### 7.4.1 Dudley’s entropy integral

The crucial change to the argument comes from the fact that we need to separately control the leverage scores and sensitivity scores when bounding the Rademacher process associated with sensitivity sampling. We have the following lemma which bounds Dudley’s entropy integral in terms of the maximum leverage score \(\tau\) and maximum sensitivity score \(\sigma\).

**Lemma 7.4.1** (Entropy integral bound for \(p < 2\)). Let \(1 \leq p < 2\) and let \(A \in \mathbb{R}^{n \times d}\) be orthonormal. Let \(\tau \geq \max_{i=1}^{n} \|e_i^T A\|^2\) and let \(\sigma \geq \max_{i=1}^{n} \sigma_i^p(A)\). Then,
\[
\int_0^\infty \sqrt{\log E(B^p, d_X, t)} \, dt \leq O\left(\frac{\log d}{1 - p} + \log n\right) \log \frac{d \sigma}{\tau} \log \frac{d}{\tau}.
\]

**Proof.** Note that it suffices to integrate the entropy integral to \(\text{diam}(B^p(A))\) rather than \(\infty\), which is at most \(4\sigma^{1/2}\) for \(p < 2\) and \(4p\sigma^{1/2}\) for \(p > 2\) by Lemma 6.4.2.

By Lemma 6.4.1, we have that
\[
\log E(B^p, d_X, t) \leq \log E(B^p, 2\|\cdot\|_\infty^{p/2}, t) = \log E(B^p, B^\infty, (t/2)^{2/p})
\]

For small radii less than \(\lambda\) for a parameter \(\lambda\) to be chosen, we use a standard volume argument, which shows that
\[
\log E(B^p, B^\infty, t) \leq O(d) \log \frac{n}{t}
\]
so
\[
\int_0^\lambda \sqrt{\log E(B^p, B^\infty, t)} \, dt = \int_0^\lambda \sqrt{d \log \frac{n}{t}} \, dt 
\]
\[
\leq \lambda \sqrt{d \log n} + \sqrt{d} \int_0^\lambda \sqrt{\log \frac{1}{t}} \, dt
\]
\[
\leq \lambda \sqrt{d \log n} + \sqrt{d} \left( \lambda \sqrt{\log \frac{1}{\lambda}} + \sqrt{\frac{\pi}{2}\lambda} \right) \quad \text{Lemma 6.4.15}
\]
\[ \leq O(\lambda) \sqrt{d \log \frac{n}{\lambda}} \]

On the other hand, for large radii larger than \( \lambda \), we use the bounds of Lemma 6.4.11, which gives

\[ \log E(B^p, B^\infty, (t/2)^{2/p}) \leq O(1) \frac{1}{t^2} \left( \frac{\log d}{2 - p} + \log n \right) \tau \]

so the entropy integral gives a bound of

\[ O(1) \left( \frac{\log d}{2 - p} + \log n \right) \tau \int_\lambda^{4\sigma^{1/2}} \frac{1}{t} \, dt = O(1) \left( \frac{\log d}{2 - p} + \log n \right) \tau \int_\lambda^{4\sigma^{1/2}} \log \frac{4\sigma^{1/2}}{\lambda} \, \frac{d\sigma}{t} \]

We choose \( \lambda = \sqrt{\tau/d} \), which yields the claimed conclusion.

\[ \]

An analogous result and proof holds for \( p > 2 \).

**Lemma 7.4.2 (Entropy integral bound for \( p > 2 \)).** Let \( 2 < p < \infty \) and let \( A \in \mathbb{R}^{n \times d} \) be orthonormal. Let \( \tau \geq \max_{i=1}^n \|e_i^TA\|_2^2 \) and let \( \sigma \geq \max_{i=1}^n \sigma_i^p(A) \). Then,

\[ \int_0^\infty \sqrt{\log E(B^p, dX, t)} \, dt \leq O(p^{1/2}) \cdot (\sigma n)^{1/2-1/p} \cdot (\log n)^{1/2} \cdot \log \frac{p^2d\sigma}{\tau} \]

**Proof.** The proof is similar to the case of \( p < 2 \). We again introduce a parameter \( \lambda \). For radii below \( \lambda \), the bound is the same as Lemma 7.4.1. For radii above \( \lambda \), we use Lemma 6.4.1 to bound

\[ \log E(B^p, dX, t) \leq \log E(B^p, 2p \cdot \sigma^{1/2-1/p} \cdot \|\cdot\|_\infty, t) \leq \log E(B^p, B^\infty, t/2p \cdot \sigma^{1/2-1/p}) \]

Then by Corollary 6.4.9,

\[ \log E(B^p, B^\infty, t/2p \cdot \sigma^{1/2-1/p}) \leq \log E(B^2, B^\infty, t/2p) \leq O(p^2) \frac{(\log n) \cdot \tau}{t^2} \cdot (\sigma n)^{1-2/p} \]

so the entropy integral gives a bound of

\[ O(p^{1/2}) \cdot (\sigma n)^{1/2-1/p} \cdot (\log n)^{1/2} \int_\lambda^{\text{diam}(B^p(A))} \frac{1}{t} \, dt \leq O(p^{1/2}) \cdot (\sigma n)^{1/2-1/p} \cdot (\log n)^{1/2} \cdot \log \frac{p^2\sigma^{1/2}}{\lambda} \]

Choosing \( \lambda = \sqrt{\tau/d} \) yields the claimed conclusion.

\[ \]

### 7.4.2 Sensitivity sampling, \( p < 2 \)

Our first result is a sensitivity sampling guarantee for \( p < 2 \).
Theorem 7.4.3 (Sensitivity sampling for $p < 2$). Let $A \in \mathbb{R}^{n \times d}$ and $1 \leq p < 2$. Let $S$ be a random $\ell_p$ sampling matrix with sampling probabilities $q_i = \min\{1, 1/n + \sigma_i^p(A)/\alpha\}$ for an oversampling parameter $\alpha$ set to

$$\frac{1}{\alpha} = \frac{\mathcal{G}^p(A)^{2/p-1}}{\varepsilon^2} \left[ O(l \log n)^{2/p-1} \left( \frac{\log d}{2 - p} + \log \frac{l \log n}{\varepsilon} \right) (\log d)^2 + l \right]$$

$$= \frac{\mathcal{G}^p(A)^{2/p-1}}{\varepsilon^2} \text{poly} \left( \log n, \log \frac{1}{\delta}, \frac{1}{2 - p} \right)$$

for

$$l = O \left( \log \frac{1}{\delta} + \log \log n + \log \frac{1}{2 - p} + \log \frac{d}{\varepsilon} \right).$$

Then, with probability at least $1 - \delta$, simultaneously for all $x \in \mathbb{R}^d$,

$$\|SAx\|_p^p = (1 \pm \varepsilon)\|Ax\|_p^p.$$

Furthermore, with probability at least $1 - \delta$, $S$ samples

$$\frac{\mathcal{G}^p(A)^{2/p}}{\varepsilon^2} \text{poly} \left( \log n, \log \frac{1}{\delta}, \log \frac{1}{2 - p} \right)$$

rows.

Proof. Our approach is to bound

$$\mathbb{E} \sup_{\|Ax\|_p = 1} \left| \|SAx\|_p^p - 1 \right|^l$$

for a large even integer $l$. Using Lemma 2.3.2, we first bound

$$\mathbb{E} \sup_{\|Ax\|_p = 1} \left| \|SAx\|_p^p - 1 \right|^l \leq (2\pi)^{l/2} \mathbb{E} \sup_{\epsilon \sim \{\pm\}^n} \left| \sum_{i \in S} \epsilon_i \|SAx(i)\|_p \right|^l$$

where $S = \{i \in [n] : q_i < 1\}$. For simplicity of presentation, we assume $S = [n]$, which will not affect our proof.

By Theorem 6.1.9, there exists a matrix $A' \in \mathbb{R}^{m_1 \times d}$ with $m_1 = O(d \log d^3)$ such that

$$\|A'x\|_p = (1 \pm 1/2)\|Ax\|_p$$

for all $x \in \mathbb{R}^d$. Furthermore, because $A'$ in Theorem 6.1.9 is constructed by random sampling, Lemma 7.3.4 shows that $\mathcal{G}^p(A') \leq 8\mathcal{G}^p(A)$ (note that we only need existence of this matrix). We then construct a matrix $A'' \in \mathbb{R}^{m_2 \times d}$ with $m_2 = O(\alpha^{-1}\mathcal{G}^p(A) + d \log d^3) = O(\alpha^{-1}\mathcal{G}^p(A))$ such that

$$\sigma := \max_{i=1}^n \sigma_i^p(A'') \leq \alpha,$$

$\mathcal{G}^p(A') = \mathcal{G}^p(A'')$, and $\|A'x\|_p = \|A''x\|_p$ for all $x \in \mathbb{R}^d$ by viewing $A'$ as an $(m_1 + \alpha^{-1}\mathcal{G}^p(A)) \times d$ matrix with all zeros except for the first $m_1$ rows and then applying Lemma 7.3.3.
Now let
\[ A'' := \begin{pmatrix} A'' \\ SA \end{pmatrix} \]
be the \((m_2 + n_S) \times d\) matrix formed by the vertical concatenation of \(A''\) with \(SA\), where \(n_S\) is the number of rows sampled by \(S\).

**Sensitivity bounds for \(A''\).** We will first bound the \(\ell_p\) sensitivities of \(A''\). For any row \(i\) corresponding to a row of \(A''\), the \(\ell_p\) sensitivities are already bounded by \(\alpha\), and furthermore, \(\ell_p\) sensitivities can clearly only decrease with row additions. For any row \(i\) corresponding to a row of \(SA\) that is sampled with probability \(q_i < 1\), we have that
\[
\frac{|SAx(i)|^p}{\|A''x\|^p} \leq 2 \frac{|SAx(i)|^p}{\|Ax\|^p} \leq 2 \frac{1}{q_i} \frac{|Ax(i)|^p}{\|Ax\|^p} \leq 2 \frac{\sigma_i^p(A)}{q_i} = 2\alpha.
\]
Thus, we have that \(\sigma_i^p(A'') \leq 2\alpha\) for every row \(i\) of \(A''\).

With a bound on the \(\ell_p\) sensitivities of \(A''\) in hand, we may then convert this into a bound on the leverage scores of \(A''\) using Lemma 7.3.2, which gives
\[
\tau := \max_{i=1}^n \tau_i(A'') \leq (2\alpha)^{2/p}(m_2 + n_S)^{2/p-1}
\]
where \(n_S\) is the number of nonzero entries of \(S\).

**Moment bounds on the sampling error.** We now fix a choice of \(S\), and define
\[
F_S := \sup_{\|Ax\|_p = 1} \left| \|SAx\|^p - 1 \right|.
\]
Note that the event that \(n_S\) is at least
\[
n_{\text{thresh}} := O(l \log n) \mathbb{E}[n_S] = O(l \log n) \alpha^{-1} \mathbb{E}[p(A)],
\]
occurs with probability at most \(\text{poly}(n)^{-l}\) by Chernoff bounds over the randomness of \(S\), and
\[
F_S^t \leq \left[ 1 + \sum_{i=1}^n \frac{1}{q_i} \right] \leq (n + 1)^{2l},
\]
and thus this event contributes at most \(\text{poly}(n)^{-l}\) to the moment bound \(\mathbb{E} F_S^t\). Thus, we focus on bounding \(\mathbb{E} F_S^t\) conditioned on \(n_S \leq n_{\text{thresh}}\). Define
\[
G_S := \sup_{\|Ax\|_p = 1} \left| \sum_{i=1}^{m_2 + n_S} g_i |[A''x](i)|^p \right|
\]
for \(g \sim \mathcal{N}(0, I_{m_2 + n_S})\). Then,
\[
\|A''x\|^p \leq (1 + 2 + F_S)\|Ax\|^p
\]
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so
\[
F_S^l \leq 2^l \sup_{\|Ax\|_p=1} \left| \sum_{i=1}^{m_2+n_S} g_i [A''x](i) \right|^l
\]
\[
\leq 2^l (1 + 2 + F_S^l) \sup_{\|A''x\|_p=1} \left| \sum_{i=1}^{m_2+n_S} g_i [A''x](i) \right|^l
\]
\[
\leq 2^{2l-1} (3^l + F_S^l) G_S^l.
\]

We then take expectations on both sides with respect to \( g \sim \mathcal{N}(0, I_{m_2+n_S}) \), and bound the right hand side using Lemma 2.3.7, which gives
\[
\mathbb{E}_{g \sim \mathcal{N}(0, I_{m_2+n_S})} G_S^l \leq (2E)^l \frac{\mathcal{E}}{D} + O(\sqrt{l}D)^l
\]
where \( \mathcal{E} \) is the entropy integral and \( D = 4\sigma^{1/2} \) is the diameter by Lemma 6.4.2. We have by Lemma 7.4.1 that
\[
\mathcal{E} \leq O(\tau^{1/2}) \left( \frac{\log d}{2 - p} + \log(m_2 + n_S) \right)^{1/2} \log \frac{d\sigma}{\tau}
\]
\[
\leq O(\alpha^{1/p}(m_2 + n_S)^{1/p-1/2}) \left( \frac{\log d}{2 - p} + \log(m_2 + n_S) \right)^{1/2} \log \frac{d\sigma}{\tau}
\]
Thus, conditioned on \( n_S \leq n_{\text{thresh}} \), we have that
\[
\mathbb{E}_{g \sim \mathcal{N}(0, I_{m_2+n_S})} G_S^l \leq \left[ O(\alpha^{1/p}n_{\text{thresh}}^{1/p-1/2}) \left( \frac{\log d}{2 - p} + \log n_{\text{thresh}} \right)^{1/2} \log d \right]^l + O(\sqrt{l} \sqrt{\alpha})^l.
\]
Note that
\[
\alpha^{1/p}n_{\text{thresh}}^{1/p-1/2} = O(l \log n)^{1/p-1/2}\alpha^{1/p}(\alpha^{-1} \mathcal{E}(A))^{1/p-1/2} = O(l \log n)^{1/p-1/2}\alpha^{1/2} \mathcal{E}(A)^{1/p-1/2},
\]
which shows that
\[
\mathbb{E}_{g \sim \mathcal{N}(0, I_{m_2+n_S})} G_S^l \leq \varepsilon^l \delta
\]
due to our choice of \( \alpha \) and \( l \).

Now if we take conditional expectations on both sides of (7.1) conditioned on the event \( \mathcal{F} \) that \( n_S \leq n_{\text{thresh}} \), then we have
\[
\mathbb{E}[F_S^l | \mathcal{F}] \leq 2^{2l-1} (3^l + \mathbb{E}[F_S^l | \mathcal{F}]) \varepsilon^l \delta \leq (3^l + \mathbb{E}[F_S^l | \mathcal{F}]) (4\varepsilon)^l \delta
\]
which means
\[
\mathbb{E}[F_S^l | \mathcal{F}] \leq \frac{(12\varepsilon)^l \delta}{1 - (4\varepsilon)^l \delta} \leq 2(12\varepsilon)^l \delta
\]
for \( (4\varepsilon)^l \delta \leq 1/2 \). We thus have
\[
\mathbb{E}[F_S^l] \leq \frac{(12\varepsilon)^l \delta}{1 - (4\varepsilon)^l \delta} \leq 2(12\varepsilon)^l \delta + \text{poly}(n)^{-l}
\]
altogether. Finally, we have by a Markov bound that

\[ F_S^l \leq 2(12\varepsilon)^l + \frac{1}{\delta} \text{poly}(n)^l \leq 3(12\varepsilon)^l \]

with probability at least \(1 - \delta\), which means that

\[ F_S \leq 3 \cdot 12\varepsilon = 36\varepsilon \]

with probability at least \(1 - \delta\). Rescaling \(\varepsilon\) by constant factors yields the claimed result. \(\square\)

### 7.4.3 Sensitivity sampling, \(p > 2\)

For \(p > 2\), we first need a construction of a matrix with a small number of rows and small sensitivity. While this construction can be made to be a randomized algorithm succeeding with high probability, it uses a sophisticated recursive sampling strategy which may be undesirable. In Theorem 7.4.5, we use this result to show that a more direct one-shot sensitivity sampling can in fact achieve a similar guarantee.

**Lemma 7.4.4 (Recursive sensitivity sampling).** Let \(A \in \mathbb{R}^{n \times d}\) and \(2 < p < \infty\). Let \(0 < \varepsilon < 1\). Then, there exists a matrix \(A' \in \mathbb{R}^{m \times d}\) for

\[ m = O(p^2 \frac{\mathcal{G}^p(A)^{2-2/p}}{\varepsilon^2} \log(pd) \log \frac{pd}{\varepsilon}) \]

such that

\[ \|A'x\|_p^p = (1 \pm \varepsilon)\|Ax\|_p^p \]

for every \(x \in \mathbb{R}^d\) and \(\mathcal{G}^p(A') \leq (1 + O(\varepsilon))\mathcal{G}^p(A)\).

**Proof.** Let \(A' \in \mathbb{R}^{m \times d}\) be the flattened isometric matrix given by Lemma 7.3.3 with \(C = 4\), where \(m \leq (5/4)n\). Then for all \(i \in [m]\), we have that

\[ \sigma_i^p(A') \leq 4 \frac{\mathcal{G}^p(A)}{n} \leq 5 \frac{\mathcal{G}^p(A')}{m} \]

Now consider the random sampling matrix \(S\) with sampling probabilities \(q_i = 1/2\). Note then that sampling with probability \(q_i = 1/2\) and scaling by \(1/q_i = 2\) corresponds to multiplying by the random variable \(\varepsilon_i + 1\), where \(\varepsilon_i\) is a Rademacher variable. Thus,

\[ \mathbb{E}_S \sup_{\|A'x\|_p = 1} \left| \|SA'x\|_p^p - 1 \right| = \mathbb{E}_\varepsilon \sup_{\|A'x\|_p = 1} \left| \sum_{i=1}^n (\varepsilon_i + 1)\|A'x\|_i^p - \|A'x\|_i^p \right| = \mathbb{E}_\varepsilon \sup_{\|A'x\|_p = 1} \left| \sum_{i=1}^n \varepsilon_i\|A'x\|_i^p \right| . \]

By Lemma 2.3.2 and Theorem 2.3.6, this is bounded by

\[ O(1) \int_0^\infty \sqrt{\log \mathbb{E}(T, d_X, u)} \, du \leq O(p\tau^{1/2}) \cdot (\sigma n)^{1/2-1/p}(\log n)^{1/2} \cdot \log \frac{p^3d\sigma}{\tau} \]
where $\tau$ is an upper bound on the leverage scores of $A'$ and $\sigma$ is an upper bound on the $\ell_p$ sensitivities of $A'$. By Lemma 7.3.1, we have that $\tau \leq \sigma$, and furthermore, we can take $\sigma = 5\mathcal{G}_p(A')/m$. Thus, the resulting bound on the expected sampling error is at most

$$\varepsilon_A := O(p) \frac{\mathcal{G}_p(A)^{1-1/p}}{\sqrt{n}} (\log n)^{1/2} \log(pd)$$

so with probability at least $99/100$, the same bound holds up to a factor of $100$. Furthermore, $S$ samples $m/2 \leq (5/8)n$ rows in expectation, so by Markov’s inequality, it samples at most $(3/2)m/2 \leq (15/16)n$ rows with probability at least $1/3$. We also have that

$$\frac{\sigma^p_i(A')}{q_i} = 2\sigma^p_i(A') \leq 10 \frac{\mathcal{G}_p(A')}{m}$$

so by Lemma 7.3.5, we have that

$$\Pr\{\mathcal{G}_p(SA') = (1 \pm O(\varepsilon_A))\mathcal{G}_p(A)\} \geq \frac{99}{100}.$$ 

By a union bound, $SA'$ samples at most $(15/16)n$ rows, has sampling error at most $\varepsilon_n$, and has $\ell_p$ total sensitivity at most $(1 + O(\varepsilon_A))\mathcal{G}_p(A)$ with probability at least $1/3 - 1/100 - 1/100 > 0$. Thus, such an instantiation of $SA'$ exists.

We now recursively apply our reasoning, by repeatedly applying the flattening and sampling operation. Note that each time we repeat this procedure, the number of rows goes down by a factor of $15/16$, while the total sensitivity and total sampling error accumulates. Let $A_l$ denote the matrix obtained after $l$ recursive applications of this procedure and let $n_l$ denote the number of rows of $A_l$. Then,

$$\varepsilon_{A_{l+1}} = O(p) \frac{\mathcal{G}_p(A_{l+1})^{1-1/p}}{\sqrt{n_{l+1}}} (\log n_{l+1})^{1/2} \log(pd)$$

$$\geq (1 - O(\varepsilon_{A_l}))O(p) \frac{\mathcal{G}_p(A_l)^{1-1/p}}{\sqrt{n_{l+1}}} (\log n_{l+1})^{1/2} \log(pd)$$

$$\geq \sqrt{\frac{16}{15}} (1 - O(\varepsilon_{A_l}))O(p) \frac{\mathcal{G}_p(A_l)^{1-1/p}}{\sqrt{n_l}} (\log n_l)^{1/2} \log(pd)$$

$$\geq \frac{101}{100} \cdot \varepsilon_{A_l}$$

as long as $\varepsilon_{A_l}$ is less than some absolute constant. Thus, the sum of the $\varepsilon_{A_l}$ are dominated by the last $\varepsilon_{A_l}$, up to a constant factor. Now let $L$ be the smallest integer $l$ such that $\varepsilon_{A_l} \leq \varepsilon$. Then, we have that

$$\mathcal{G}_p(A_L) \leq (1 + O(\varepsilon))\mathcal{G}_p(A)$$

and thus

$$\|A_Lx\|_p^p = (1 \pm O(\varepsilon))\|Ax\|_p^p$$

for every $x \in \mathbb{R}^d$. Furthermore, $n_L$ satisfies

$$\varepsilon = O(p) \frac{\mathcal{G}_p(A)^{1-1/p}}{\sqrt{n_L}} (\log n_L)^{1/2} \log(pd)$$
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or
\[ n_L = O(p^2) \frac{\mathbb{S}^p(A)^{2-2/p}}{\varepsilon^2} \log(pd)^2 \log \frac{pd}{\varepsilon}. \]

\[ \square \]

**Theorem 7.4.5** (Sensitivity Sampling for \( p > 2 \)). Let \( A \in \mathbb{R}^{n \times d} \) and \( 2 < p < \infty \). Let \( S \) be a random \( \ell_p \) sampling matrix with sampling probabilities \( q_i = \min\{1, 1/n + \sigma_i^p(A)/\alpha\} \) for an oversampling parameter \( \alpha \) set to
\[ \frac{1}{\alpha} = O(p^2) \mathbb{S}^p(A)^{1-2/p} (l \log n)^{1-2/p} \log(pd) \log \frac{l \log n}{\varepsilon} + O(p^2) l \]
for
\[ l = O\left( \log \frac{1}{\delta} + \log \log n + \log p + \log \frac{\mathbb{S}^p(A)}{\varepsilon} \right). \]

Then, with probability at least \( 1 - \delta \), simultaneously for all \( x \in \mathbb{R}^d \),
\[ \|S Ax\|_p^p = (1 \pm \varepsilon) \|Ax\|_p^p. \]
Furthermore, with probability at least \( 1 - \delta \), \( S \) samples
\[ \frac{\mathbb{S}^p(A)^{2-2/p}}{\varepsilon^2} \text{poly} \left( \log n, \log \frac{1}{\delta}, p \right) \]
rows.

**Proof.** Our approach is to bound
\[ E_S \sup_{\|Ax\|_p = 1} \left| \|S Ax\|_p^p - 1 \right|^l \]
for a large even integer \( l \). Using Lemma 2.3.2, we first bound
\[ E_S \sup_{\|Ax\|_p = 1} \left| \|S Ax\|_p^p - 1 \right|^l \leq (2\pi)^{l/2} E_S \text{E} \sup_{\|Ax\|_p = 1} \left| \sum_{i \in S} g_i |[S Ax](i)| \right|^p \]
where \( S = \{ i \in [n] : q_i < 1 \} \). For simplicity of presentation, we assume \( S = [n] \), which will not affect our proof.

By Lemma 7.4.4, there exists a matrix \( A' \in \mathbb{R}^{m_1 \times d} \) with \( m_1 = O(\mathbb{S}^{2-2/p} \log(pd)^3) \) such that
\[ \|A'x\|_p^p = (1 \pm 1/2) \|Ax\|_p^p \]
for all \( x \in \mathbb{R}^d \), and \( \mathbb{S}^p(A') \leq O(1) \mathbb{S}^p(A) \). Then for \( m_2 = O(m_1 + \mathbb{S}^p(A)\alpha^{-1}) \), let \( A'' \in \mathbb{R}^{m_2 \times d} \) be the matrix given by Lemma 7.3.3 such that \( \sigma_i^p(A'') \leq \alpha \) for every \( i \in [m_2] \) and \( \|A''x\|_p = \|A'x\|_p \) for every \( x \in \mathbb{R}^d \). Now let
\[ A'' := \begin{pmatrix} A'' \\ SA \end{pmatrix} \]
be the \((m_2 + n_S) \times d\) matrix formed by the vertical concatenation of \( A'' \) with \( SA \), where \( n_S \) is the number of rows sampled by \( S \).
Sensitivity bounds for $A''$. We will first bound the $\ell_p$ sensitivities of $A''$. For any row $i$ corresponding to a row of $A''$, the $\ell_p$ sensitivities are already bounded by $\alpha$, and furthermore, $\ell_p$ sensitivities can only decrease with row additions. For any row $i$ corresponding to a row of $SA$ that is sampled with probability $q_i < 1$, we have that

$$\frac{||SAx(i)||_p^p}{||A''x||_p^p} \leq \frac{||SAx(i)||_p^p}{||Ax||_p^p} \leq 2 \frac{||SAx(i)||_p^p}{||Ax||_p^p} \leq 2\alpha.$$

By Lemma 7.3.1, this immediately implies that the $\ell_2$ sensitivities, or the leverage scores, are also bounded by $2\alpha$.

Moment bounds on sampling error. We now fix a choice of $S$, and define

$$F_S := \sup_{||Ax||_p = 1} \left| ||SAx||_p^p - 1 \right|$$

Note that the event that $n_S$ is at least

$$n_{\text{thresh}} := O(l \log n) E[n_S] = O(l \log n)\alpha^{-1}\Theta^p(A),$$

occurs with probability at most $\text{poly}(n)^{-l}$ by Chernoff bounds over the randomness of $S$, and

$$F_S^l \leq \left[ 1 + \sum_{i=1}^{n} \frac{1}{q_i} \right]^l \leq (n + 1)^{2l},$$

and thus this event contributes at most $\text{poly}(n)^{-l}$ to the moment bound $E F_S^l$. Thus, we focus on bounding $E F_S^l$ conditioned on $n_S \leq n_{\text{thresh}}$. Now define

$$G_S := \sup_{||A''x||_p = 1} \left| \sum_{i=1}^{m_2+n_S} g_i ||[A''x](i)||_p^p \right|$$

for $g \sim \mathcal{N}(0, I_{m_2+n_S})$. Then,

$$||A''x||_p^p \leq (1 + 2F_S)||Ax||_p^p$$

so

$$F_S^l \leq 2^l \sup_{||Ax||_p = 1} \left| \sum_{i=1}^{m_2+n_S} g_i ||[A''x](i)||_p^p \right|^l \leq 2^l (1 + 2F_S)^l \sup_{||A''x||_p = 1} \left| \sum_{i=1}^{m_2+n_S} g_i ||[A''x](i)||_p^p \right|^l \leq 2^{2l-1}(3^l + F_S^l)G_S.$$  \hspace{1cm} (7.2)

We then take expectations on both sides with respect to $g \sim \mathcal{N}(0, I_{m_2+n_S})$, and bound the right hand side using Lemma 2.3.7, which gives

$$E_{g \sim \mathcal{N}(0, I_{m_2+n_S})} G_S^l \leq (2\mathcal{E})^l \frac{\mathcal{E}}{D} + O(\sqrt{lD})^l$$
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where $\mathcal{E}$ is the entropy integral and $\mathcal{D} = 4p\sigma^{1/2}$ is the diameter by Lemma 6.4.2. We have by Lemma 7.4.2 that

$$
\mathcal{E} \leq O(p\tau^{1/2}) \cdot \left(\sigma(m_2 + n_S)^{1/2 - 1/p} \log(m_2 + n_S)\right)^{1/2} \cdot \log \frac{p^2d\sigma}{\tau}
$$

$$
\leq O(p\alpha^{1/2}) \cdot \left(\alpha(m_2 + n_S)^{1/2 - 1/p} \log(m_2 + n_S)\right)^{1/2} \cdot \log(pd).
$$

Thus, conditioned on $n_S \leq n_{\text{thresh}}$, we have that

$$
\mathbb{E}_{g \sim \mathcal{N}(0, \text{I}_{m_2 + n_S})} G^l_S \leq \left[O(p\alpha^{1/2})(\alpha(m_2 + n_{\text{thresh}})^{1/2 - 1/p} \log(m_2 + n_{\text{thresh}}))^{1/2} \log(pd)\right]^l + O(\sqrt{l}p\sqrt{\alpha})^l
$$

$$
\leq \left[O(p\alpha^{-1/2}n_{\text{thresh}}^{1/2 - 1/p} \log n_{\text{thresh}})^{1/2} \log(pd)\right]^l + O(\sqrt{l}p\sqrt{\alpha})^l
$$

Note that

$$
\alpha^{-1/2}n_{\text{thresh}}^{1/2 - 1/p} = O(l\log n)^{1/2 - 1/p} \alpha^{-1/2} \mathcal{A}^{1/2 - 1/p} = O(l\log n)^{1/2 - 1/p} \alpha^{1/2} \mathcal{A}^{1/2 - 1/p},
$$

which shows that

$$
\mathbb{E}_{g \sim \mathcal{N}(0, \text{I}_{m_2 + n_S})} G^l_S \leq \varepsilon^l \delta
$$

due to our choice of $\alpha$ and $l$.

Now if we take conditional expectations on both sides of (7.2) conditioned on the event $\mathcal{F}$ that $n_S \leq n_{\text{thresh}}$, then we have

$$
\mathbb{E}[F^l_S | \mathcal{F}] \leq 2^{2l-1}(3^l + \mathbb{E}[F^l_S | \mathcal{F}]) \varepsilon^l \delta \leq (3^l + \mathbb{E}[F^l_S | \mathcal{F}]) (4\varepsilon)^l \delta
$$

which means

$$
\mathbb{E}[F^l_S | \mathcal{F}] \leq \frac{(12\varepsilon)^l \delta}{1 - (4\varepsilon)^l \delta} \leq 2(12\varepsilon)^l \delta
$$

for $(4\varepsilon)^l \delta \leq 1/2$. We thus have

$$
\mathbb{E}[F^l_S] \leq \frac{(12\varepsilon)^l \delta}{1 - (4\varepsilon)^l \delta} \leq 2(12\varepsilon)^l \delta + \text{poly}(n)^{-l}
$$

altogether. Finally, we have by a Markov bound that

$$
F^l_S \leq 2(12\varepsilon)^l + \frac{1}{\delta} \text{poly}(n)^l \leq 3(12\varepsilon)^l
$$

with probability at least $1 - \delta$, which means that

$$
F_S \leq 3 \cdot 12\varepsilon = 36\varepsilon
$$

with probability at least $1 - \delta$. Rescaling $\varepsilon$ by constant factors yields the claimed result. \qed
Chapter 8

Root leverage score sampling
[WY23c, WY24b]

Our techniques and observations used to obtain our improved \( \ell_p \) sensitivity sampling theorem (Theorem 7.1.2) lead to improved guarantees for yet another generalization of \( \ell_2 \) leverage score sampling, known as root leverage score sampling. In root leverage score sampling, the sampling probabilities are taken to be proportional to the \((p/2)\)-th root of the \( \ell_2 \) leverage scores, and have found applications as upper bounds to sensitivities for more general loss functions with less structure than the \( \ell_p \) losses, including the Huber loss and the logistic loss [CW15a, MSSW18, GPV21]. Here, the idea is that the \( \ell_p \) sensitivities (Definition 6.1.2) can be bounded by the \((p/2)\)-th roots of the \( \ell_2 \) leverage scores, since for \( p < 2 \), we have

\[
\frac{|y(i)|^p}{||y||_p^p} \leq \frac{|y(i)|^p}{||y||_2^p} \leq \left( \frac{|y(i)|^2}{||y||_2^2} \right)^{p/2}
\]

and for \( p > 2 \), we have

\[
\frac{|y(i)|^p}{||y||_p^p} \leq n^{p/2-1} \frac{|y(i)|^p}{||y||_2^p} \leq n^{p/2-1} \left( \frac{|y(i)|^2}{||y||_2^2} \right)^{p/2}
\]

(see also Lemma 7.3.2) and thus an \( \ell_p \) sensitivity sampling argument immediately applies for the \((p/2)\)-th roots of the \( \ell_2 \) leverage scores. Furthermore, the unlike the \( \ell_p \) sensitivities themselves, \( \ell_2 \) leverage scores can be computed quickly [SS11, DMMW12, CW13, LMP13, CLM+15] and thus root leverage score sampling has been a popular choice for fast algorithms.

Note that the number of rows sampled is actually \( \text{poly}(n) \) for any \( p \neq 2 \), which can be far larger than the usual bound of \( \text{poly}(d) \). Indeed, we have the following tight bounds on the sum of these scores:

**Lemma 8.0.1** (Sum of root leverage scores[WY24b]). Let \( 0 < p < \infty \) and let \( A \in \mathbb{R}^{n \times d} \). Then for \( p < 2 \),

\[
\sum_{i=1}^{n} \tau_i(A)^{p/2} \leq n^{1-p/2}d^{p/2}
\]
and for \( p > 2 \),
\[
\sum_{i=1}^{n} \min \{ 1, n^{p/2-1} \tau_i(A)^{p/2} \} \leq 2n^{1-2/p}d.
\]

**Proof.** The bound for \( p < 2 \) follows from relating \( \ell_q \) norms, that is, if \( y(i) = \tau_i(A)^{p/2} \), then
\[
\sum_{i=1}^{n} \tau_i(A)^{p/2} = \|y\|_1 \leq n^{1-p/2}\|y\|_{2/p} = n^{1-p/2} \left( \sum_{i=1}^{n} \tau_i(A) \right)^{p/2} = n^{1-p/2}d^{p/2}.
\]

For \( p > 2 \), we bound the sum of the scores for rows \( i \in [n] \) with \( n^{p/2-1} \tau_i(A)^{p/2} \leq 1 \iff \tau_i(A) \leq n^{2/p-1} \) by
\[
\sum_{i \in [n]: n^{p/2-1} \tau_i(A)^{p/2} \leq 1} n^{p/2-1} \tau_i(A)^{p/2} = n^{p/2-1} \sum_{i \in [n]: n^{p/2-1} \tau_i(A)^{p/2} \leq 1} \tau_i(A) \cdot \tau_i(A)^{p/2-1} \leq n^{p/2-1} \sum_{i \in [n]: n^{p/2-1} \tau_i(A)^{p/2} \leq 1} \tau_i(A) \cdot (n^{2/p-1})^{p/2-1} \leq (n^{2/p})^{p/2-1} \sum_{i \in [n]: n^{p/2-1} \tau_i(A)^{p/2} \leq 1} \tau_i(A) \leq n^{1-2/p}d.
\]

On the other hand, there are at most \( n^{1-2/p}d \) rows with \( \tau_i(A) \geq n^{2/p-1} \), so the contribution of the rest of the rows is also at most \( n^{1-2/p}d \).

However, because the exponent on \( n \) is less than 1 in both cases, we repeatedly apply a subsampling procedure to reduce the number of rows to \( \text{poly}(d) \). In fact, in the work of [WY23c], we show that \((p/2)\)-th root leverage score sampling allows us to simultaneously control both the \( \ell_p \) sensitivity scores and \( \ell_2 \) leverage scores just as with \( \ell_p \) Lewis weight sampling, and thus similar chaining arguments allow us to show that the sum of the root leverage scores in Lemma 8.0.1 is the resulting row count of this sampling algorithm, up to roughly an \( \epsilon^2 \) factor. If we recursively apply this sampling algorithm multiply times until the row reduction gives no more improvements, then the row count that we converge to is roughly
\[
n = \epsilon^{-2}n^{1-p/2}d^{p/2} \iff n = \epsilon^{-4/p}d
\]
for \( p < 2 \) and
\[
n = \epsilon^{-2}n^{1-2/p}d \iff n = \epsilon^{-p}d^{p/2}
\]
for \( p > 2 \). Furthermore, it is not hard to see that we converge to this value up to a constant factor in roughly \( O(\log \log n) \) rounds.

**Theorem 8.0.2** (Root leverage score sampling, \( p < 2 \) [WY23c]). Let \( 1 \leq p < 2 \) and let \( A \in \mathbb{R}^{n \times d} \). Let \( \alpha > 0 \) and let \( q_i = \min \{1, \tau_i^p(A)^{p/2}/\alpha\} \) for \( i \in [n] \). Let \( S \in \mathbb{R}^{n \times n} \) be the \( \ell_p \) sampling matrix with probabilities \( \{q_i\}_{i=1}^n \). Then, with probability at least \( 1 - 1/\text{poly}(n) \), there is an \( \alpha \) such that \( S \) is an \( \ell_p \) subspace embedding satisfying Definition 1.1.1 with \( \kappa = (1 + \epsilon) \), and furthermore, \( S \) has at most \( r \) nonzero rows, for
\[
r = \epsilon^{-2}n^{1-p/2}d^{p/2} \text{ poly log } n.
\]
Recursively applying this result gives a matrix $S$ with

$$r = \varepsilon^{-4/p}d\text{poly log } n.$$  

We obtain a similar result for $p > 2$ in the work [WY24b]:

**Theorem 8.0.3** (Root leverage score sampling, $p > 2$ [WY24b]). Let $2 < p < \infty$ and let $A \in \mathbb{R}^{n \times d}$. Let $\alpha > 0$ and let $q_i = \min\{1, n^{p/2-1} \tau_i(A)^{p/2}/\alpha\}$ for $i \in [n]$. Let $S \in \mathbb{R}^{n \times n}$ be the $\ell_p$ sampling matrix with probabilities $\{q_i\}_{i=1}^n$. Then, with probability at least $1 - 1/\text{poly}(n)$, there is an $\alpha$ such that $S$ is an $\ell_p$ subspace embedding satisfying Definition 1.1.1 with $\kappa = (1 + \varepsilon)$, and furthermore, $S$ has at most $r$ nonzero rows, for

$$r = \varepsilon^{-2}n^{1-2/p}d\text{poly log } n.$$  

Recursively applying this result gives a matrix $S$ with

$$r = \varepsilon^{-p}d^{p/2}\text{poly log } n.$$  

**Remark 8.0.4.** Note that Theorems 8.0.2 and 8.0.3 achieve a nearly optimal dependence on $d$, while it is suboptimal in the $\varepsilon$ dependence (see Theorem 6.1.5 in Chapter 6 for a discussion on the lower bound results of [LWW21]).

### 8.1 Analysis of root leverage score sampling

The idea of bounding Dudley’s entropy integral by separately parameterizing by the maximum leverage score and maximum sensitivity score in Section 7.4.1 is also useful in the analysis of root leverage score sampling. We will show the following theorem, which shows that root leverage score sampling yields $\ell_p$ affine embeddings, which is a slight extension of our results for $\ell_p$ subspace embeddings that we will later need in a later chapter (Chapter 14). Note that our $\ell_p$ subspace embedding theorems, Theorems 8.0.2 and 8.0.3, are easily recovered by setting $b = 0$ and $R = 0$.

**Theorem 8.1.1** (Root leverage score sampling). Let $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^n$. Let $1 \leq p < \infty$. Let $R \geq \|b\|_p$. Suppose that

$$\frac{|b(i)|^p}{R^p} \leq \begin{cases} \min\{1, n^{p/2-1} \tau_i(A)^{p/2}\} & p > 2 \\ \tau_i(A)^{p/2} & p < 2 \end{cases}$$

for every $i \in [n]$. Let $\alpha = \Theta(\varepsilon^2)/((\log n)^3 + \log(1/\delta))$ and let

$$q_i \geq \begin{cases} \min\{1, n^{p/2-1} \tau_i(A)^{p/2}/\alpha\} & p > 2 \\ \min\{1, \tau_i(A)^{p/2}/\alpha\} & p < 2 \end{cases}$$

Let $S$ be the $\ell_p$ sampling matrix (Definition 6.1.1) with sampling probabilities $\{q_i\}_{i=1}^n$. Then, with probability at least $1 - \delta$, for every $x \in \mathbb{R}^d$,

$$\|S(Ax + b)\|_p^p = (1 \pm \varepsilon)\|Ax + b\|_p^p \pm \varepsilon R^p.$$
and

\[ \text{nnz}(S) = \begin{cases} O(\varepsilon^{-2}n^{1-2/p}d((\log n)^3 + \log \frac{1}{\delta})) & p > 2 \\ O(\varepsilon^{-2}n^{1-p/2}d^{p/2}((\log n)^3 + \log \frac{1}{\delta})) & p < 2 \end{cases} \]

Recursively applying this result for \( O(\log \log n) \) reduces the number of rows to

\[ \begin{cases} O(\varepsilon^{-p}d^{p/2}((\log n)^3 + \log \frac{1}{\delta})^{p/2}) & p > 2 \\ O(\varepsilon^{-4/p}d((\log n)^3 + \log \frac{1}{\delta})^{2/p}) & p < 2 \end{cases} \]

### 8.1.1 Reduction to a small number of scales

Our first task is to reduce the proof of Theorem 8.1.1 to showing a similar theorem when \( Ax \) is restricted to a certain scale, for a small number of scales. This is shown in the following lemma:

**Lemma 8.1.2.** Let \( A \in \mathbb{R}^{n \times d} \) and \( b \in \mathbb{R}^n \). Let \( 1 \leq p < \infty \). Let \( R_0 \geq \|b\|_p \) and \( 0 < \varepsilon < 1/2 \). Suppose that

\[ \sup_{\|Ax\|_p = 1} \|SAx\|_p - \|Ax\|_p^p \leq \varepsilon \]

and that

\[ \sup_{\|Ax\|_p \leq R_i} \|S(Ax + b)\|_p - \|Ax + b\|_p^p \leq \varepsilon R_i^p \]

holds for each \( R_i = 2^i \cdot R_0 \), \( i \in [I] \), where \( I = O(\log \varepsilon^{-1}) \). Then,

\[ \|S(Ax + b)\|_p^p = (1 \pm 2 \cdot 4^p \varepsilon)\|Ax + b\|_p^p \pm 2^p \varepsilon R_0^p \]

for every \( x \in \mathbb{R}^d \).

**Proof.** First note that if \( \|Ax\|_p \leq R_1 \), then we immediately have

\[ \|S(Ax + b)\|_p = \|Ax + b\|_p^p \pm \varepsilon R_1^p = \|Ax + b\|_p^p \pm 2^p \varepsilon R_0^p. \]

Next, suppose that \( \|Ax\|_p \geq R_0 / \varepsilon \). Note that

\[ \|Ax + b\|_p = \|Ax\|_p \pm \|b\|_p = (1 \pm \varepsilon)\|Ax\|_p \]

and similarly,

\[ \|S(Ax + b)\|_p = \|SAx\|_p \pm \|Sb\|_p = (1 \pm 4\varepsilon)\|SAx\|_p \]

Thus,

\[ \|S(Ax + b)\|_p = (1 \pm 4\varepsilon)(1 \pm \varepsilon)\|Ax + b\|_p = (1 \pm 7\varepsilon)\|Ax + b\|_p. \]

Finally, we handle the intermediate scales between \( R_0 \) and \( R_0 / \varepsilon \). Consider \( x \) such that \( R_i \leq \|Ax\|_p < 2 \cdot R_i \). Note then that

\[ \|Ax + b\|_p \geq \|Ax\|_p - \|b\|_p \geq \|Ax\|_p / 2 \geq R_i / 2 \]

so

\[ \|S(Ax + b)\|_p^p = \|Ax + b\|_p^p \pm \varepsilon \cdot (2R_i)^p = \|Ax + b\|_p^p \pm \varepsilon \cdot (4\|Ax + b\|_p)^p. \]

This covers all cases. \( \square \)
8.1.2 Reduction to a Rademacher process with flat sensitivities

We now work towards bounding a quantity as the one used in Lemma 8.1.2. The following lemma follows from a standard symmetrization (Lemma 2.3.2) argument.

**Lemma 8.1.3** (Reduction to Rademacher processes). Let $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$. Let $1 \leq p < \infty$. Let $R \geq \|b\|_p$. Let $S$ be a random $\ell_p$ sampling matrix (Definition 6.1.1). Then,

$$\mathbb{E}_{S \in \mathbb{R}^{n \times d}} \sup_{\|Ax\|_p \leq R} \left| \|S(Ax + b)\|_p^p - \|Ax + b\|_p^p \right|^l \leq \mathbb{E}_{S \in \{\pm 1\}^n} \sup_{\|Ax\|_p \leq R} \sum_{i \in T} \varepsilon_i \left| [S(Ax + b)](i) \right|^p,$$

where $T \subseteq [n]$ is the set of rows with sampling probability $q_i < 1$.

We will further reduce the problem to a similar problem for an instance with “flat sensitivities”. For this, we show the following flattening lemma, which shows how to obtain an $\ell_p$ isometry that simultaneously flatten all $\ell_q$ sensitivities.

**Lemma 8.1.4** (Flattening all sensitivities). Let $1 \leq p < \infty$ and $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$. Let $0 < \alpha < 1$. Then, there exists $A' \in \mathbb{R}^{m \times d}$ and $b' \in \mathbb{R}^{m}$ for $m = O(n^\alpha)$ such that

$$\sigma_q^q(A') \leq \alpha, \quad \sigma_q^q(b') = \frac{\|b(i)\|^q}{\|b\|^q} \leq \alpha$$

for every $i \in [m]$ and $1 \leq q < \infty$. Furthermore, for any $1 \leq q < \infty$ and $x \in \mathbb{R}^d$, we have that

$$\|A'x + b'\|_q = \Theta(\alpha^{1/p-1/q})\|Ax + b\|_q.$$

**Proof.** Let $k := \lceil 1/\alpha \rceil$. Then, we construct $A' \in \mathbb{R}^{m \times d}$ for $m = nk$ by replacing the $i$th row $a_i$ of $A$ for every $i \in [n]$ with $k$ copies of $a_i/k^{1/p}$, and similarly for $b$. Then, for every row $j \in [m]$ that is a copy of row $i \in [n]$, we have that

$$\sigma_j^q(A) = \sup_{Ax \neq 0} \frac{|[A'x](i)|^q}{\|A'x\|_q^q} \leq \sup_{Ax \neq 0} \frac{|[k^{-1/p}Ax](i)|^q}{k \cdot \|k^{-1/p}Ax\|_q^q} \leq \frac{1}{k} \leq \alpha$$

as desired, and similarly for $b$. The second conclusion holds since

$$\|A'x + b'\|_q^q = k \cdot k^{-q/p}\|Ax + b\|^q = k^{1-q/p}\|Ax + b\|^q.$$

Using Lemma 8.1.4, we construct the following new instance with bounded $\ell_2$ and $\ell_p$ sensitivities:

**Lemma 8.1.5** (Flattened instance). Let $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n \times d}$. Let $R \geq \|b\|_p$. Suppose that

$$\frac{|b(i)|^p}{R^p} \leq \begin{cases} \min \{1, n^{p/2-1} \tau_i(A)^{p/2}\} & p > 2 \\ \tau_i(A)^{p/2} & p \leq 2 \end{cases}$$
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for every $i \in [n]$. Let $0 < \alpha < 1$ and let

$$ q_i \geq \begin{cases} \min \left\{ 1, n^{p/2-1} \tau_i(A)^{p/2} \right\} & p > 2 \\ \min \left\{ 1, \tau_i(A)^{p/2} \right\} & p < 2 \end{cases} $$

Let $T \subseteq [n]$ be the set of rows $i \in [n]$ with $q_i < 1$. Let $S$ be a diagonal matrix with $S_{i,i} \leq 1/q_i^{1/p}$.

Then, there is $A'' \in \mathbb{R}^{m \times d}$ and $b'' \in \mathbb{R}^m$ for $m = O(n/\alpha)$ such that

- $\tau_i(A'') \leq O(\alpha)$ for $p < 2$ and $\tau_i(A'') \leq O(\alpha)/n^{1-2/p}$ for $p > 2$, for every $i \in [m]$
- $\sigma_i^p(A'') \leq O(\alpha)$ and $\|b''(i)\|_p/R^p \leq O(\alpha)$ for every $i \in [m]$
- $\|A''x + b''\|_p^p = \|Ax + b\|_p^p + \|S|_T(Ax + b)\|_p^p$ for every $x \in \mathbb{R}^d$
- $\|A''x\|_p^p = \|Ax\|_p^p + \|S|_T Ax\|_p^p$ for every $x \in \mathbb{R}^d$

Proof. Let $A' \in \mathbb{R}^{m \times d}$ and $b' \in \mathbb{R}^m$ be the flattened instances given by Lemma 8.14, where $m = O(n/\alpha)$. Now let

$$ A'' := \begin{pmatrix} A' \\ S|_T A \end{pmatrix}, \quad b'' := \begin{pmatrix} b' \\ S|_T b \end{pmatrix} $$

be the $(m + n_S) \times d$ matrix and $(m + n_S)$-dimensional vector formed by the vertical concatenation of $A'$ and $b'$ with $SA$ and $Sb$, where $n_S$ is the number of rows sampled by $S$.

We now show how to bound the sensitivities of $A''$ and $b''$.

For any row $i$ corresponding to a row of $A'$, the $\ell_2$ sensitivities are already bounded by $\alpha$, and furthermore, $\ell_2$ sensitivities can clearly only decrease with row additions. For any row $i$ corresponding to a row of $SA$ that is sampled with probability $q_i < 1$, we have that

$$ \frac{\|SAx(i)\|_2^2}{\|A''x\|_2^2} \leq \frac{\|SAx(i)\|_2^2}{\|A'x\|_2^2} \leq \frac{1}{q_i^{2/p}} \frac{\|Ax(i)\|_2^2}{\Theta(\alpha^2/p-1)\|Ax\|_2^2} \leq \frac{\tau_i(A)}{\Theta(\alpha^2/p-1)q_i^{2/p}} = O(\alpha). $$

In fact, for $p > 2$, we have the stronger bound of

$$ \frac{\tau_i(A)}{\Theta(\alpha^2/p-1)q_i^{2/p}} \leq \frac{O(\alpha)}{n^{1-2/p}}. $$

Thus, we have that $\tau_i(A'') = \sigma_i^2(A'') \leq O(\alpha)$ for every row $i$ of $A''$.

For $p < 2$, the max sensitivity is bounded by $O(\alpha)$ by the monotonicity of max sensitivities. For $p > 2$, we have by reverse monotonicity of max sensitivities that

$$ \sigma_i^p(A) \leq n^{p/2-1} \tau_i(A) $$

so for any row $i$ corresponding to a row of $SA$ sampled with probability $q_i < 1$, we have that

$$ \frac{\|SAx(i)\|_p^p}{\|A''x\|_p^p} \leq \frac{\|SAx(i)\|_p^p}{\|A'x\|_p^p} = \frac{\|SAx(i)\|_p^p}{\|Ax\|_p^p} \leq \frac{1}{q_i} \frac{\|Ax(i)\|_p^p}{\|Ax\|_p^p} \leq \frac{\sigma_i^p(A)}{q_i} \leq O(\alpha). $$

By similar reasoning, we have that

$$ \frac{\|Sb(i)\|_p^p}{R^p} \leq \frac{1}{q_i} \frac{|b(i)|_p^p}{R^p} \leq O(\alpha). $$
The next lemma shows that in order to bound the Rademacher process in Lemma 8.1.3, it suffices to bound a similar Rademacher process for \( A'' \) and \( b'' \).

**Lemma 8.1.6** (Reduction to flattened instance). Let \( S, A, b, \) and \( A'', b'' \) be as given in Lemma 8.1.5. Let \( \delta, \epsilon, l \) be such that \( \delta \epsilon^l \leq 1/2 \). Furthermore, suppose that

\[
E_S \sup_{\|A\|_p \leq R} \left| \sum_{i \in T} \varepsilon_i [S(A + b)(i)]^p \right|^l \leq \delta \epsilon^l (R^p)^l
\]

for every \( R \geq \|b\|_p \). Then,

\[
E_S \sup_{\|Ax\|_p \leq R} \left| \|S(Ax + b)\|_p^p - \|Ax + b\|_p^p \right|^l \leq 2 \delta (2^3 \epsilon R^p)^l
\]

for every \( R \geq \|b\|_p \).

**Proof.** Fix an outcome of \( S \) and let

\[
F_{S,R} = \sup_{\|Ax\|_p \leq R} \left| \|S(Ax + b)\|_p^p - \|Ax + b\|_p^p \right|
\]

Note then that for any \( \|Ax\|_p \leq R \), we have

\[
\|A''x\|_p \leq \|Ax\|_p + \|S(Ax + b)\|_p + \|Sb\|_p \leq R + \left( \|Ax + b\|_p^p + \|S(Ax + b)\|_p - \|Ax + b\|_p^p \right)^{1/p} + \left( \|b\|_p^p + \|Sb\|_p - \|b\|_p^p \right)^{1/p} \leq R + \|Ax + b\|_p + F_{S,R}^{1/p} + \|b\|_p + F_{S,R}^{1/p} \leq 4R + 2F_{S,R}^{1/p}
\]

Thus,

\[
E_S F_{S,R}^l \leq E_S \sup_{\varepsilon \sim \{\pm 1\}^n} \left| \sum_{i \in T} \varepsilon_i [S(Ax + b)](i) \right|^l \leq E_S \sup_{\varepsilon \sim \{\pm 1\}^n} \left| \sum_{i \in T} \varepsilon_i [A''x + b''](i) \right|^l \leq E_S \delta \epsilon^l ((4R + 2F_{S,R}^{1/p})^p)^l \leq E_S \delta (2^2 \epsilon R^p)^l (F_{S,R}^{1/p})^l
\]

by hypothesis.
so rearranging gives
\[
\mathbb{E}_s F_{s,R}^l \leq \delta (2^{2p} \varepsilon)^l (2^p R^p)^l \leq 2 \delta (2^{2p} \varepsilon)^l.
\]

In turn, this implies that
\[
\mathbb{E}_s F_{s,R}^l \leq \frac{\delta (2^{2p} \varepsilon)^l (2^p R^p)^l}{1 - \delta (2^{2p} \varepsilon)^l} \leq 2 \delta (2^{3p} \varepsilon R^p)^l.
\]

### 8.1.3 Bounds on the Rademacher process

In this section, we present results from [WY23c] (which in turn are based on [BLM89, LT91]) which will allow us to bound a Rademacher process of the form of Lemma 8.1.6.

The following is a straightforward generalization of Lemma 6.4.1.

**Lemma 8.1.7.** Let \(1 \leq p < \infty\) and let \(A \in \mathbb{R}^{n \times d}\) and \(b \in \mathbb{R}^n\). Let \(R \geq \|b\|_p\). Define the pseudo-metric
\[
d_X(y, y') := \left( \mathbb{E}_{\varepsilon \sim \{\pm 1\}^n} \left| \sum_{i=1}^n \varepsilon_i |y(i)|^p - \sum_{i=1}^n \varepsilon_i |y'(i)|^p \right|^2 \right)^{1/2}
\]
Let \(\sigma \geq \max_{i \in S} \sigma_i^p(A) + |b(i)|^p / R^p\). Then, for any \(y = Ax + b\) and \(y' = Ax' + b\) with \(\|Ax\|_p, \|Ax'\|_p \leq R\),
\[
d_X(y, y') \leq \begin{cases} O(1) \|A(x - x')\|_\infty^{p/2} R^{p/2} & p < 2 \\ O(1) \sigma^{1/2 - 1/p} \cdot \|A(x - x')\|_\infty R^{p-1} & p > 2 \end{cases}
\]

With Lemma 8.1.7 in hand, we show the following.

**Theorem 8.1.8.** Let \(1 \leq p < \infty\) be fixed and let \(A \in \mathbb{R}^{n \times d}\) and \(b \in \mathbb{R}^n\). Let \(R \geq \|b\|_p\). Let \(\tau \geq \max_{i=1}^n \tau_i(A)\) and let \(\sigma \geq \max_{i=1}^n \sigma_i^p(A)\). Define
\[
\mathcal{E} := \begin{cases} \tau^{1/2} \cdot (\log n)^{3/2} & p < 2 \\ \tau^{1/2} (\sigma n)^{1/2 - 1/p} \cdot (\log n)^{3/2} & p > 2 \end{cases}
\]
Then,
\[
\mathbb{E}_{\varepsilon \sim \{\pm 1\}^n} \sup_{\|Ax\|_p \leq R} \left| \sum_{i=1}^n \varepsilon_i [Ax + b](i) \right|^l \leq \left( (2\mathcal{E})^l (\mathcal{E} / \sigma^{1/2})^l + O(\sqrt{\log \sigma})^l \right) \cdot (R^p)^l
\]

**Proof.** Let \(T = \{Ax : \|Ax\|_p \leq 1\}\). We have that
\[
\int_0^\infty \log E(T, d_X, u) \, du = O(\mathcal{E}) R^p
\]
by trivial modifications of Lemmas 7.4.1 and 7.4.2 in Chapter 7. We also have the diameter bound
\[ \text{diam}(T) \leq O(\sigma^{1/2}) R^p \]
by trivial modifications of Lemma 6.4.2. We may then conclude by the moment bounds of Lemma 2.3.7 that are obtained by integrating Dudley’s tail bound (Theorem 2.3.6).

**8.1.4 Proof of main sampling theorems**

We now prove Theorem 8.1.1 by combining the previous results of this section.

*Proof of Theorem 8.1.1.* By Lemma 8.1.2, it suffices to show that
\[
\sup_{\|Ax\|_p \leq R_i} \left| \|S(Ax + b)\|_p^p - \|Ax + b\|_p^p \right| \leq \varepsilon R_i^p
\]
for \( R_i = 2^i R \) for \( i \in [I] \), \( I = O(\log \varepsilon^{-1}) \). The corresponding statement for bounding
\[
\sup_{\|Ax\|_p = 1} \left| \|SAx\|_p^p - \|Ax\|_p^p \right| \leq \varepsilon
\]
will follow from the exact same analysis by setting \( b = 0 \) and \( R = 0 \).

In order to obtain (8.1) for a single scale with high probability, we will bound the \( l \)th moment with high probability, we will bound the \( l \)th moment for a large even power \( l \). We will bound this quantity by passing to a Rademacher process bound in Lemma 8.1.6, which we can in turn bound using Theorem 8.1.8. Note that by our construction of the flattened instance \( A'' \) and \( b'' \) in Lemmas 8.1.5 and 8.1.6, we have \( \tau = O(\alpha) \) and \( \sigma = O(\alpha) \) for \( p < 2 \) and \( \tau = O(\alpha)/n^{1-2/p} \) and \( \sigma = O(\alpha) \) for \( p > 2 \), so we can bound the \( E \) parameter in Theorem 8.1.8 by
\[
E \leq \begin{cases} 
O(\alpha^{1-1/p})(\log n)^{3/2} & p > 2 \\
O(\alpha^{1/2})(\log n)^{3/2} & p < 2 
\end{cases}
\]
In turn, the bound on the Rademacher process in Theorem 8.1.8 is \( \delta \varepsilon^l (R_i^p) \)/\((I + 1) \) by our choice of \( \alpha \), for
\[
l = O\left( \log \log n + \log \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right).
\]
That is, we have shown that
\[
E_{S} \sup_{\|Ax\|_p \leq R_i} \left| \|S(Ax + b)\|_p^p - \|Ax + b\|_p^p \right| \leq \frac{\delta}{I + 1} \varepsilon^l (R_i^p) \).
\]
Then by Markov’s inequality, we have that
\[
\Pr_{S} \left\{ \sup_{\|Ax\|_p \leq R_i} \left| \|S(Ax + b)\|_p^p - \|Ax + b\|_p^p \right| \leq \varepsilon R_i^p \right\} \geq 1 - \frac{\delta}{I + 1}.
\]
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Now by a union bound, this is simultaneously true for all $i \in [I]$ as well as for $b = 0$ and $R = 0$
by a union bound, all with probability at least $1 - \delta$. In turn, we have that
\[
\|S(Ax + b)\|_p = (1 \pm 2 \cdot 4^p \varepsilon)\|Ax + b\|_p \pm 2^p \varepsilon R_0^p
\]
by Lemma 8.1.2. We have the desired conclusion by rescaling $\varepsilon$ and $\delta$ up to constant factors.

Finally, to analyze the recursive application of this theorem, we use the following elementary recurrence:

**Lemma 8.1.9.** Suppose $(a_i)_{i=0}^\infty$ satisfies the recurrence $a_{i+1} = \lambda a_i + b$ for some $b > 0$ and $\lambda \in (0, 1)$. Then,
\[
a_i = \frac{1}{1 - \lambda} \left( b - \lambda^i (b - (1 - \lambda) a_0) \right).
\]

**Proof.** Let $x$ satisfy $x = \lambda x + b$, that is, $x = b/(1 - \lambda)$. Then, the sequence $a_{i+1}' = a_i - x$ satisfies $a_{i+1}' = \lambda a_i'$ so $a_i' = \lambda^i a_0'$. Thus, $a_i = a_i' + x = \lambda^i (a_0 - x) + x$. \qed

We apply the above result with failure probability $\delta/R$ and accuracy $\varepsilon/R$ recursively for at most $R = \Theta(\log \log n)$ rounds, until the number of rows is at most the claimed bound. By a union bound, we succeed at achieving $\varepsilon/R$ sampling error and row count bound on all $R$ rounds, that is, for any number of rows $m_i$ on the $i$th round, we reduce the number of rows to at most
\[
\begin{cases}
O(\varepsilon^{-2} m_i^{1-2/p} d ((\log n)^3 + \log \frac{1}{\delta})) & p > 2 \\
O(\varepsilon^{-2} m_i^{1-p/2} d^{p/2} ((\log n)^3 + \log \frac{1}{\delta})) & p < 2
\end{cases}
\]
rows. We then apply the recurrence lemma (Lemma 8.1.9) on the logarithm of the above bound with $a_i = m_i$, $\lambda = (1 - p/2)$ for $p < 2$ and $\lambda = (1 - 2/p)$ for $p > 2$ and
\[
b = \begin{cases}
\log O(\varepsilon^{-2} d ((\log n)^3 + \log \frac{1}{\delta})) & p > 2 \\
\log O(\varepsilon^{-2} d^{p/2} ((\log n)^3 + \log \frac{1}{\delta})) & p < 2
\end{cases}
\]
This gives a bound of
\[
a_i = \log m_i \leq \frac{b + 1}{1 - \lambda},
\]
that is, a final row count of at most
\[
\begin{cases}
O(\varepsilon^{-p} d^{p/2} ((\log n)^3 + \log \frac{1}{\delta})^{p/2}) & p > 2 \\
O(\varepsilon^{-4/p} d ((\log n)^3 + \log \frac{1}{\delta})^{2/p}) & p < 2
\end{cases}
\]
\qed
Chapter 9

High-distortion \( \ell_p \) subspace embeddings

[Wy22a]

Until now, we have focused on subspace embeddings which achieve a distortion of \((1 + \varepsilon)\). However, in certain applications, such a high accuracy may not be necessary, and a natural question is whether the number of rows \( r \) of the sketch \( S \) can be improved or not if larger errors are allowed. Note that \((1 + \varepsilon)\) distortion is essentially the end of the story of \( 0 < p \leq 2 \), as the upper bounds obtained by \( \ell_p \) Lewis weight sampling (Theorem 6.1.9) already achieve a bound of \( \tilde{O}(\varepsilon^{-2}d) \), and it is easy to see that at least \( d \) rows is needed for any subspace embedding, even just to maintain the rank. On the other hand, for \( p > 2 \), one could still ask for more, since if we require \( \Theta(1) \) distortion, then the number of rows necessary is \( r = \Omega \left( \frac{d}{\sqrt{p}} \right) \) [LWW21], whose exponential dependence on \( p \) may be prohibitive for large \( p \). In the work of [Wy22a], we study the following question:

**Question 9.0.1.** For \( p > 2 \), what trade-offs between the number of rows \( r \) and the distortion \( \kappa \) are possible in the regime where \( \kappa \gg 1 \)?

In [Wy22a], we provide a nearly optimal trade-off between \( r \) and \( \kappa \) as a solution to Question 9.0.1.

**Theorem 9.0.2** (High-distortion \( \ell_p \) Lewis weight sampling [Wy22a]). Let \( A \in \mathbb{R}^{n \times d} \) and \( 2 < p < \infty \). Then, for any \( 2 < q < p \), there is a randomized algorithm for constructing a diagonal map \( S \in \mathbb{R}^{n \times n} \) such that

\[
\Pr\left\{ \text{for all } x \in \mathbb{R}^d, \ ||Ax||_p \leq ||S Ax||_q \leq O(d^{\frac{1}{2}}(1 - \frac{2}{p}))||Ax||_p \right\} \geq \frac{99}{100}
\]

and furthermore, \( S \) has at most \( r \) nonzero rows, for \( r = O(d^{\frac{3}{2}}(\log d)^3) \). Furthermore, any randomized algorithm which constructs a data structure \( Q \) such that

\[
\Pr\left\{ \text{for all } x \in \mathbb{R}^d, \ ||Ax||_p \leq Q(x) \leq o(d^{\frac{1}{2}}(1 - \frac{2}{p}))||Ax||_p \right\} \geq \frac{99}{100}
\]

requires \( \Omega(d^{\frac{3}{2} + 1}) \) bits of space.

We note that the lower bound is shown in [LWW21]. Our proof of the upper bound in Theorem 9.0.2 proceeds in two steps: (1) we first show that we can approximate \( ||Ax||_p \) by \( ||W^{\frac{1}{2} - \frac{1}{p}}Ax||_q \)
for some diagonal reweighting map \( W \) up to a factor of \( d^{\frac{1}{2} \left( 1 - \frac{2}{q} \right)} \), and (2) we use \( \ell_q \) Lewis weight sampling to reduce the number of rows to \( \tilde{O}(d^{q/2}) \) while preserving the distortion up to \( \Theta(1) \) factors. Step (2) is simply using Theorem 6.1.11, so the key ingredient here is step (1).

Perhaps surprisingly, we show that step (1) can in fact also be implemented using \( \ell_p \) Lewis weights, and the reweighting map \( W \) can be simply be taken to be the \( \ell_p \) Lewis weights. More specifically, we show the following theorem:

**Theorem 9.0.3 (\( \ell_p \) Lewis weight change of density [WY22a]).** Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 < q < p < \infty \). Let \( W = \text{diag}(w^p(A)) \) be the diagonal map given by the \( \ell_p \) Lewis weights of \( A \). Then, there is a scaling factor \( c \) such that for every \( x \in \mathbb{R}^d \),

\[
\|Ax\|_p \leq c\|W^{1 - \frac{1}{q}}_1 - 1 = \frac{1}{p}Ax\|_q \leq \kappa\|Ax\|_p
\]

for

\[
\kappa = \begin{cases} 1 - \frac{q}{p} & \text{min}(p, q) \leq 2 \\ d^{\frac{1}{2} \left( 1 - \frac{2}{p} \right)} & \text{min}(p, q) \geq 2 \end{cases}
\]

In fact, the result of Theorem 9.0.3 provides an elementary proof of a result of [LT80] from the geometric functional analysis literature, who proved the existence of a diagonal map satisfying the guarantees of Theorem 9.0.3 by using sophisticated results from the theory of factorization of operators, \( p \)-summing norms, and operator ideals. On the other hand, our proof of Theorem 9.0.3 only requires elementary inequalities and \( \ell_p \) Lewis weights. One of the key insights we use is that if \( W \) are the \( \ell_p \) Lewis weights, then the \( W \) is also the \( \ell_q \) Lewis weights of the matrix \( W^{1 - \frac{1}{q}}_1 - \frac{1}{p}A \).

We will now develop this idea in the next sections.

### 9.1 Lewis weight switching

We first show the following crucial identity, which shows that one can reweight a matrix by \( \ell_p \) Lewis weights, so that the \( \ell_q \) Lewis weights of the resulting matrix coincides with the \( \ell_p \) Lewis weights of the original matrix. Note that this identity is true by definition for \( q = 2 \) (Definition 6.1.6), since \( \ell_2 \) Lewis weights are just leverage scores. Thus, this result shows that although Lewis weights are defined by normalizing a change of density with respect to \( \ell_2 \) (see [CP15]), they actually simultaneously satisfy the analogous property for all \( \ell_q \) as well.

**Lemma 9.1.1 (Lewis weight switching).** Let \( A \in \mathbb{R}^{n \times d} \) and let \( p, q > 0 \). Let \( B := W^p(A)^{1/q} - 1/p A \). Then, for each \( i \in [n] \),

\[
w^q_i(B) = w^p_i(A).
\]

Furthermore, the two Lewis bases coincide.

**Proof.** We have that

\[
\tau_i(W^p(A)^{1/2 - 1/q}B) = \tau_i(W^p(A)^{1/2 - 1/q} \cdot W^p(A)^{1/q - 1/p}A) = \tau_i(W^p(A)^{1/2 - 1/p}A) = w^p_i(A)
\]
so
\[ w_i^p (W^p(A)^{1/q-1/p} A) = w_i^p (A) \]
by uniqueness of Lewis weights [CP15]. The Lewis bases coincide since
\[ W^p(A)^{1/2-1/p} AR = W^p(A)^{1/2-1/q} W^p(A)^{1/q-1/p} AR = W^p(A)^{1/2-1/q} BR. \]

In fact, given only one-sided \( \ell_p \) Lewis weights (Definition 6.1.7), we can prove a similar inequality:

**Lemma 9.1.2** (One-sided Lewis weight switching). Let \( A \in \mathbb{R}^{n \times d} \) and let \( p, q > 0 \). Let \( w \in \mathbb{R}^n \) be one-sided \( \ell_p \) Lewis weights for \( A \) and let \( R \) be the corresponding one-sided \( \ell_p \) Lewis basis. Let \( W = \text{diag}(w) \) and \( B := W^1/q-1/p A \). Then, \( w \) are one-sided \( \ell_q \) Lewis weights and \( R \) is a one-sided \( \ell_q \) Lewis basis for \( B \), i.e.,
\[ \tau_i(W^{1/2-1/q} B) \leq w_i. \]

**Proof.** We have that \( W^{1/2-1/p} AR \) is orthonormal, which means
\[ W^{1/2-1/q} BR = W^{1/2-1/q} W^{1/q-1/p} AR = W^{1/2-1/p} AR \]
is as well. Then,
\[ \tau_i(W^{1/2-1/q} B) = \|e_i^T W^{1/2-1/q} BR\|_2^2 = \|e_i^T W^{1/2-1/p} AR\|_2^2 = \tau_i(W^{1/2-1/p} A) \leq w_i \]
as desired. \( \square \)

### 9.2 Change of density

Using the above, we show that reweighting the rows of \( A \) by a scalar multiple of the \( \ell_p \) Lewis weights provide optimal approximations of \( \ell_p \) by \( \ell_q \). The following lemmas show the upper bounds and lower bounds. The proofs roughly follow, but are still slightly different from, the estimates in Lemma 2.6 of [JLS22] and Lemma 8 in Chapter III.B of [Woj91], which show the analogous results for \( q = 2 \). The estimates are an elementary combination of Lewis weight switching (Lemma 9.1.1/Lemma 9.1.2), sensitivity bounds (Lemma 6.2.4), and Hölder’s inequality.

**Lemma 9.2.1** (Upper bound, \( p \geq q \)). Let \( A \in \mathbb{R}^{n \times d} \) and \( p \geq q > 0 \). Let \( w \in \mathbb{R}^n \) be one-sided \( \ell_p \) Lewis weights for \( A \). Let \( W = \text{diag}(w) \). For all \( x \in \mathbb{R}^d \),
\[ \|AX\|_p \leq \|w\|_1^{0v(1/2-1/q)(p-q)/p} \|W^{1/q-1/p} AX\|_q \]

**Proof.** For \( i \in [n] \), we have that
\[ |[AX](i)| = w_i^{1/p-1/q} \cdot |[W^{1/q-1/p} AX](i)| \leq w_i^{1/p-1/q} \cdot \left[ \|w\|_1^{0v(q/2-1)} \cdot w_i \cdot \|W^{1/q-1/p} AX\|_q^q \right]^{1/q} \]

Lemmas 6.2.4, 9.1.2
\[ = \|w\|_1^{0\nu(1/2-1/q)} \cdot w_i^{1/p} \|W^{1/q-1/p}Ax\|_q. \]

Then,
\[
\|Ax\|_p^p = \sum_{i=1}^n |[Ax](i)|^p = \sum_{i=1}^n |[Ax](i)|^{p-q} \cdot |[Ax](i)|^q \\
\leq \sum_{i=1}^n \|w\|_1^{0\nu(1/2-1/q)(p-q)} \cdot w_i^{(p-q)/p} \|W^{1/q-1/p}Ax\|_q^{p-q} \cdot |[Ax](i)|^q \\
= \|w\|_1^{0\nu(1/2-1/q)(p-q)} \|W^{1/q-1/p}Ax\|_q^{p-q} \sum_{i=1}^n w_i^{(1/q-1/p)} \cdot |[Ax](i)|^q \\
= \|w\|_1^{0\nu(1/2-1/q)(p-q)} \|W^{1/q-1/p}Ax\|_q^{p-q} \cdot \|W^{1/q-1/p}Ax\|_q^q \\
= \|w\|_1^{0\nu(1/2-1/q)(p-q)} \|W^{1/q-1/p}Ax\|_q^p.
\]

Taking \( p \)-th roots on both sides gives the desired result.

\[ \square \]

**Lemma 9.2.2** (Upper bound, \( q \geq p \)). Let \( A \in \mathbb{R}^{n \times d} \) and \( q \geq p > 0 \). Let \( \kappa \geq 1 \) and let \( w \in \mathbb{R}^n \) be \( \alpha \)-approximate \( \ell_p \) Lewis weights for \( A \). Let \( W = \text{diag}(w) \). For all \( x \in \mathbb{R}^d \),
\[
\|Ax\|_p \leq \|w\|_1^{1/p-1/q} \|W^{1/q-1/p}Ax\|_q
\]

**Proof.** We have
\[
\|Ax\|_p^p = \sum_{i=1}^n w_i^{-p/q} \cdot |[Ax](i)|^p \\
= \left[ \sum_{i=1}^n w_i^{(1-p/q)/(1-\nu/q)} \right]^{1-p/q} \left[ \sum_{i=1}^n |[Ax](i)|^q \right]^{p/q} \quad \text{Hölder’s inequality} \\
= \|w\|_1^{-p/q} \|W^{1/q-1/p}Ax\|_q^p.
\]

Taking \( p \)-th roots on both sides gives the desired result.

\[ \square \]

**Lemma 9.2.3** (Lower bound, \( p \geq q \)). Let \( A \in \mathbb{R}^{n \times d} \) and \( p \geq q > 0 \). Let \( \kappa \geq 1 \) and let \( w \in \mathbb{R}^n \) be \( \alpha \)-approximate \( \ell_p \) Lewis weights for \( A \). Let \( W = \text{diag}(w) \). For all \( x \in \mathbb{R}^d \),
\[
\|W^{1/q-1/p}Ax\|_q \leq \|w\|_1^{1/q-1/p} \|Ax\|_p
\]

**Proof.** We have
\[
\|W^{1/q-1/p}Ax\|_q^q = \sum_{i=1}^n w_i^{1-q/p} |[Ax](i)|^q \\
\leq \left[ \sum_{i=1}^n w_i^{(1-q/p)/(1-\nu/p)} \right]^{1-q/p} \left[ \sum_{i=1}^n |[Ax](i)|^p \right]^{q/p} \quad \text{Hölder’s inequality} \\
\leq \|w\|_1^{-q/p} \|Ax\|_p^q.
\]

Taking \( q \)-th roots on both sides gives the desired result.

\[ \square \]
Lemma 9.2.4 (Lower bound, \( q \geq p \)). Let \( A \in \mathbb{R}^{n \times d} \) and \( q \geq p > 0 \). Let \( w \in \mathbb{R}^n \) be one-sided \( \ell_p \) Lewis weights for \( A \). Let \( W = \text{diag}(w) \). For all \( x \in \mathbb{R}^d \),
\[
\| W^{1/q - 1/p} Ax \|_q \leq \| w \|_1^{[0\nu(1/2-1/p)](q-p)/q} \| Ax \|_p
\]

Proof. We have
\[
\| W^{1/q - 1/p} Ax \|_q^q = \sum_{i=1}^n w_i^{1/q} |Ax(i)|^q = \sum_{i=1}^n w_i^{1/q} [Ax(i)]^{q-p} [Ax(i)]^p
\]
\[
\leq \sum_{i=1}^n w_i^{1-q/p} \| w \|_1^{0\nu(p/2-1)} v_i \| Ax \|_p^{(q-p)/p} [Ax(i)]^p \quad \text{Lemma 6.2.4}
\]
\[
= \| Ax \|_p^{q-p} \| w \|_1^{0\nu(p/2-1)} (q-p)/p \sum_{i=1}^n [Ax(i)]^p
\]
\[
= \| w \|_1^{0\nu(p/2-1)} (q-p)/p \| Ax \|_p^q.
\]
Taking \( q \)-th roots on both sides gives the desired result. \( \square \)

Combining the above lemmas yields the following conclusion.

Theorem 9.2.5 (Change of density via approximate Lewis weights). Let \( A \in \mathbb{R}^{n \times d} \) and \( 0 < p, q < \infty \). Let \( w \in \mathbb{R}^n \) be one-sided \( \ell_p \) Lewis weight (Definition 6.1.7) and \( W = \text{diag}(w) \). For \( p \geq q \), let
\[
\kappa_{d,p,q} := \| w \|_1^{1/q - 1/p}
\]
\[
\lambda_{d,p,q} := \| w \|_1^{0\nu(1/2-1/q)}(p-q)/p
\]
and let \( \kappa_{d,p,q} := \kappa_{d,q,p}^{-1}, \lambda_{d,p,q} := \lambda_{d,q,p}^{-1} \) if \( q \leq p \). Then for all \( x \in \mathbb{R}^d \) we have the following:
\[
\| Ax \|_p \leq \| \lambda_{d,p,q} \cdot W^{1/q - 1/p} Ax \|_q \leq \kappa_{d,p,q} \lambda_{d,p,q} \| Ax \|_p \quad \text{if } p \geq q
\]
\[
\| Ax \|_p \leq \| \kappa_{d,p,q} \cdot W^{1/q - 1/p} Ax \|_q \leq \kappa_{d,p,q} \lambda_{d,p,q} \| Ax \|_p \quad \text{if } q \geq p
\]

Note that
\[
\kappa_{d,p,q} \lambda_{d,p,q} = \begin{cases} \| w \|_1^{1/q - 1/p} & \text{if } \min(p, q) \leq 2 \\ \| w \|_1^{1/2 (1 - \nu q/p q)} & \text{if } \min(p, q) \geq 2 \end{cases}
\]

Proof. Let \( v \) be the one-sided \( \ell_p \) Lewis weights such that \( w \geq v \). First consider the case of \( p \geq q > 0 \). Note that in this case, \( 1/q - 1/p \geq 0 \) so Lemmas 9.2.1 and 9.2.3 yield that
\[
\| Ax \|_p \leq \lambda_{d,p,q} \| V^{1/q - 1/p} Ax \|_q \leq \lambda_{d,p,q} \| W^{1/q - 1/p} Ax \|_q \leq \kappa_{d,p,q} \lambda_{d,p,q} \| Ax \|_p.
\]
On the other hand, if \( q \geq p > 0 \), then \( 1/q - 1/p \leq 0 \) so Lemmas 9.2.2 and 9.2.4 yield that
\[
\| Ax \|_p \leq \kappa_{d,p,q} \| W^{1/q - 1/p} Ax \|_q \leq \kappa_{d,p,q} \| V^{1/q - 1/p} Ax \|_q \leq \kappa_{d,p,q} \lambda_{d,p,q} \| Ax \|_p.
\]
For $p \geq q$, we have that the total distortion is $\|w\|_1^\beta$, for

$$
\beta = \left[\frac{1}{2} - \frac{1}{q}\right] \frac{p - q}{p} + \left[\frac{1}{q} - \frac{1}{p}\right] = \left[\frac{1}{2} - \frac{1}{q}\right] \frac{p - q}{p} + \frac{1}{q} \frac{p - q}{p} = \frac{p - q}{2p} = \frac{1}{2} \left(1 - \frac{q}{p}\right)
$$

if $q \geq 2$, and $\|w\|_1^{\frac{1}{q} - \frac{1}{p}}$ if $q \leq 2$. Next, when $q \geq p > 0$, then we have that the total distortion is $\|w\|_1^\beta$ for

$$
\beta = \left[\frac{1}{2} - \frac{1}{p}\right] \frac{q - p}{q} + \left[\frac{1}{p} - \frac{1}{q}\right] = \left[\frac{1}{2} - \frac{1}{p}\right] \frac{q - p}{q} + \frac{1}{p} \frac{q - p}{q} = \frac{q - p}{2q} = \frac{1}{2} \left(1 - \frac{p}{q}\right)
$$

if $p \geq 2$, and $\|w\|_1^{\frac{1}{p} - \frac{1}{q}}$ if $p \leq 2$. These yield the claimed bounds. 

\hfill \Box
Chapter 10

Subspace embeddings for general losses

[MMWY22]

Up until now, we have studied subspace embeddings for the $\ell_p$ loss, with applications to $\ell_p$ regression in mind. In fact, the problem of computing subspace embeddings makes sense in a far more generalized setting, where we wish to approximate loss functions of the form

$$\|Ax\|_{g,w} := \sum_{i=1}^{n} w_i \cdot g([Ax](i)), \quad (10.1)$$

where we denote the loss function as a norm in an abuse of notation, despite the fact that $\|\cdot\|_{g,w}$ may not be a norm. For example, taking the weights $w_i$ to be all ones and $g$ to be the so-called Huber loss $H$ defined as

$$H(x) := \begin{cases} x^2/2 & |x| \leq 1 \\ |x| - 1/2 & |x| \geq 1 \end{cases}$$

is useful in solving linear regression with the Huber loss, which is a popular loss function in the literature of robust statistics [CW15a]. Similarly, taking $g$ to be the Tukey loss $T$ defined as

$$T(x) := \begin{cases} 1 - (1 - x^2)^3 & |x| \leq 1 \\ 1 & |x| \geq 1 \end{cases}$$

is another popular choice for robust regression [CWW19]. Yet another example is to take $g$ to be the logistic loss, given by

$$g(x) := \log(1 + e^x)$$

which corresponds to logistic regression [MSSW18, MMR21].

Improved sensitivity bounds for general loss functions. In fact, we have already discussed a generalized approach to estimating functions of the form of (10.1) in Chapter 7, via sensitivity sampling. Recall that in this framework, we wish to compute upper bounds on the sensitivity scores $\sigma_i$, which in this case are given by

$$\sigma_i(A) := \sup_{Ax \neq 0} \frac{w_i \cdot g([Ax](i))}{\sum_{j=1}^{n} w_j \cdot g([Ax](j))}. \quad (115)$$
Given upper bounds $\tilde{\sigma}_i \geq \sigma_i(\mathbf{A})$ on the sensitivity scores, we almost immediately obtain a sampling algorithm which samples at most $\tilde{O}(e^{-2} \tilde{S} d)$ rows of $\mathbf{A}$, where $\tilde{S} = \sum_{i=1}^n \tilde{\sigma}_i$. The primary difficult in this approach is efficiently obtaining the sensitivity upper bounds $\tilde{\sigma}_i$. Previously, an approach based on ellipsoidal rounding of the balls induced by the norm $\|\mathbf{A} \mathbf{x}\|_{g,w}$ has been proposed by [TMF20]. However, computing Löwner–John ellipsoids for general convex bodies is computational expensive, and furthermore, leads to $\text{poly}(d)$ factor losses in the total sensitivity upper bound $\tilde{S}$ and thus in the sample complexity.

In the work of [MMWY22], we obtain a significantly improved algorithm for estimating sensitivity scores, which is nearly optimal for a wide class of loss functions.

**Theorem 10.0.1** (Sensitivity upper bounds for general loss functions, Theorem 4.9, [MMWY22]). Let $M : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ be increasing, has $M(0) = 0$, and has at most quadratic growth, that is,

$$M(y) \leq c \left( \frac{y}{x} \right)^2$$

for all $y > x$. Let $g(x) := M(|x|)$. Then, there is an algorithm that computes upper bounds $\tilde{\sigma}_i$ to the sensitivities with respect to $g$ such that $\tilde{S} = \sum_{i=1}^n \tilde{\sigma}_i \leq O(d \log^2 n + \tau)$ in time

$$O \left( \text{nnz}(\mathbf{A}) \log^3 n + \frac{nd\omega}{\tau} \log n \right).$$

The class of functions handled by Theorem 10.0.1 include the Huber loss, any $\ell_p$ loss for $p \leq 2$, as well as a wide variety of loss functions considered in the robust statistics literature that behave similarly to the Huber loss, that is, quadratic growth near the origin and linear growth away from the origin.

The idea behind Theorem 10.0.1 starts from an observation from the streaming literature [BO10] that for functions $g$ of at most quadratic growth, entries $i \in [n]$ of a vector $\mathbf{y}$ which are “heavy” in the $g$ loss, that is, $g(y_i)/\|\mathbf{y}\|_g = \Omega(1)$, must also be “heavy” in the $\ell_2$ loss, that is, $|y_i|^2/\|\mathbf{y}\|^2_2 = \Omega(1)$. Thus, a superset of heavy elements in the $g$ loss can be identified by identifying the heavy elements in the $\ell_2$ loss, and furthermore, this superset is not too large by the definition of heaviness. This can then be generalized to identifying $\varepsilon$-heavy elements, that is, $g(y_i)/\|\mathbf{y}\|_g \geq \varepsilon$, based on a standard argument. This argument is based on random hashing, and if we randomly hash the entries of $\mathbf{y}$ into $O(1/\varepsilon)$ buckets, then within this bucket, an $\varepsilon$-heavy entry is likely to be $\Omega(1)$-heavy.

Finally, we can now draw an analogy between “heavy” entries under the $g$ loss with rows of $\mathbf{A}$ with large sensitivity $\sigma_i$, as well as “heavy” entries under the $\ell_2$ loss with rows of $\mathbf{A}$ with large $\ell_2$ leverage score. Thus, by combining leverage score estimation with a hashing trick, we arrive at our Theorem 10.0.1.

In Section 10.1, we collect basic definitions and lemmas concerning $M$-estimators. Section 10.2 develops basic notions for sensitivity sampling for $M$-estimators. In Section 10.2.1, we describe our efficient algorithm for computing sensitivities for a broad class of $M$-estimators. In Section 10.2.2, we show that a variation on our efficient algorithm can be used to show an existential bound of $O(d \text{max}^{1.5} \log n)$ total sensitivity for the same class of $M$-estimators. Finally, in Section 10.3, we show that the Tukey loss has a total sensitivity of $\Omega(d \log n)$, and that the Huber loss has a total sensitivity of $\Omega(d \log \log n)$.
10.1 \textit{M}-estimators preliminaries

In this section, we define \( M \)-norms and collect some of their geometric properties. This is a slight generalization of Section 4.1 of [CW15a] which allows for a broader class of \( M \)-norms (namely with a relaxed polynomial lower bound condition). With applications to active regression in mind, we also slightly generalize the results to handle translations by a single vector \( b \), which can be taken to be 0 to retrieve the original results.

\textbf{Definition 10.1.1.} Let \( M : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) be increasing. If there exist constants \( p > 0 \) and \( c_U \geq 1 \) such that for all \( y > x \),
\[
\frac{M(y)}{M(x)} \leq c_U \left( \frac{y}{x} \right)^p,
\]
then we say that \( M \) is \textit{polynomially bounded above with degree} \( p \) \textit{and constant} \( c_U \). Similarly, if there exists constants \( q > 0 \) and \( c_L \geq 1 \) such that for all \( y > x \),
\[
\frac{M(y)}{M(x)} \geq c_L \left( \frac{y}{x} \right)^q,
\]
then we say that \( M \) is \textit{polynomially bounded below with degree} \( q \) \textit{and constant} \( c_L \).

\textbf{Remark 10.1.2.} As noted in [CW15a], it can be shown that convex functions are polynomially bounded below with degree 1.

\textbf{Remark 10.1.3.} Throughout this work, we will consider the constants \( p, q, c_U, c_L \) in Definition 10.1.1 to be absolute constants that don’t depend on other parameters under consideration.

We define the \( M \)-norm as follows. Note that despite our abuse of notation and terminology, the \( M \)-norm need not be an actual norm.

\textbf{Definition 10.1.4 (\( M \)-norm).} Let \( M : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) be such that
- \( M(0) = 0 \)
- \( M \) is nondecreasing
- \( M \) is polynomially bounded above with degree \( p_M \) and constant \( c_U \) (see Definition 10.1.1)

Let \( w \in \mathbb{R}^n \) be a set of weights such that
\[
w_i \geq 1
\]
for all \( i \in [n] \). Then, we define the \( M \)-norm of a vector \( x \in \mathbb{R}^n \) as
\[
\|x\|_{M,w} := \left[ \sum_{i=1}^{n} w_i M(|x_i|) \right]^{1/p_M}.
\]
If \( w \) is the vector of all ones, we simple write \( \|x\|_M \) for \( \|x\|_{M,w} \). If \( M(x) = |x|^p \) for some \( p > 0 \), then we write \( \|x\|_{p,w} \) for \( \|x\|_{M,w} \).

\textbf{Definition 10.1.5 (\( M \) balls and spheres).} Let \( A \in \mathbb{R}^{n \times d} \) and let \( \mathcal{V} = \text{span}(A) \). Let \( M : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) satisfy the conditions of Definition 10.1.4, and let \( w \geq 1_n \) be a set of weights. Define the ball \( B_{\rho}^{M,w} \) of radius \( \rho > 0 \) as
\[
B_{\rho}^{M,w} := \left\{ y \in \mathcal{V} : \|y\|_{M,w} \leq \rho \right\}.
\]
Similarly define the sphere \( S^M_{\rho} \) of radius \( \rho > 0 \) as

\[
S^M_{\rho} := \{ y \in V : \|y\|_M = \rho \}.
\]

If \( w = 1_n \), then we simply write \( B^M_{\rho} \) and \( S^M_{\rho} \), respectively.

The next lemma compares important entries using the polynomial boundedness condition.

**Lemma 10.1.6.** Let \( M \) be polynomially bounded above with degree \( p \) and constant \( c_U \geq 1 \). Let \( x \in \mathbb{R}^n \) be a vector with entries arranged in order, i.e., \( |x_1| \geq |x_2| \geq \cdots \geq |x_n| \). Then,

\[
\frac{M(|x_1|)}{\|x\|_M^p} \leq c_U \frac{|x_1|^p}{\|x\|_p^p}.
\]

**Proof.** Note that for all \( i \geq 2 \), we have by the polynomially boundedness condition that

\[
\frac{M(|x_1|)}{M(|x_i|)} \leq c_u \left( \frac{|x_1|}{|x_i|} \right)^p = c_U \frac{|x_1|^p}{|x_i|^p}.
\]

Then,

\[
\frac{M(|x_1|)}{\|x\|_M^p} = \frac{M(|x_1|)}{M(|x_1|) + \sum_{i=2}^n M(|x_i|)} = \left[ 1 + \sum_{i=2}^n \frac{M(|x_1|)}{M(|x_i|)} \right]^{-1} \leq \left[ 1 + \sum_{i=2}^n \frac{1}{c_U} \frac{|x_i|^p}{|x_1|^p} \right]^{-1} = \frac{|x_1|^p}{|x_1|^p + c_U^{-1} \sum_{i=2}^n |x_i|^p} \leq c_U \frac{|x_1|^p}{\|x\|_p^p}.
\]

\[
\Box
\]

## 10.2 Sensitivities upper bounds

Because \( M \)-estimators are defined as coordinate-wise sums, one can naturally define analogues of sensitivities, just as was done for \( \ell_p \) norms.

**Definition 10.2.1 (\( M \)-sensitivity).** Let \( A \in \mathbb{R}^{n \times d} \) and let \( \|\cdot\|_M \) be an \( M \)-norm. Then, the \( i \)th \( M \)-sensitivity is defined as

\[
s^M_i(A) := \sup_{x \in \mathbb{R}^d, Ax \neq 0} \frac{M(|Ax|(i))}{\|Ax\|_M^{pM}}
\]

and the total \( M \)-sensitivity is defined as

\[
T^M(A) := \sum_{i=1}^n s^M_i(A).
\]

Let \( w \geq 1_n \) be a set of weights. Then, the \( i \)th weighted \( M \)-sensitivity is defined as

\[
s^{M,w}_i(A) := \sup_{x \in \mathbb{R}^d, Ax \neq 0} \frac{w_i M(|Ax|(i))}{\|Ax\|_M^{pM,w}}
\]

\[
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and the \textit{total weighted $M$-sensitivity} is defined as

$$\mathcal{T}^{M,w}(A) := \sum_{i=1}^{n} s_i^{M,w}(A).$$

When $M(x) = |x|^p$, i.e. for the case of $\ell_p$ norms, it is known that sampling with probabilities proportional to upper bounds on sensitivities yields subspace embeddings \cite{BLM89, DDH+09, CP15}. Analogous results are known as well for $M$-estimators \cite{CW15b, CW15a, CWW19} and Orlicz norms \cite{SWY+19}.

**Definition 10.2.2** (Sensitivity Sampling for $M$-Estimators). Let $A \in \mathbb{R}^{n \times d}$, let $\|\cdot\|_M$ be an $M$-norm, and let $w \geq 1_n$ be a set of weights. Let $m$ be an oversampling parameter. Then, a random set of weights $w'$ is sampled according to sensitivity upper bounds $\tilde{s}_i^{M,w}(A) \geq s_i^{M,w}(A)$ (see Definition 10.2.1) if

$$w'_i := \begin{cases} w_i / p_i & \text{w.p. } p_i \\ 0 & \text{otherwise} \end{cases}$$

where $p_i := \min\{1, m \cdot \tilde{s}_i^{M,w}(A)\}$.

Note that in the case of $M$-estimators, the lack of scale invariance means that we get norm preservation guarantees for spheres rather than for entire subspaces. That is, we can get the following lemma, similar Lemma 43 of \cite{CW15a}:

**Lemma 10.2.3.** Let $A \in \mathbb{R}^{n \times d}$. Let $\varepsilon \in (0, 1)$, $\delta > 0$, and let $\rho \geq 1$. Let $M : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ satisfy the conditions of Definition 10.1.4, and furthermore that

- $M^{1/p_M}$ is subadditive
- $M$ is polynomially bounded below with degree $q_M$ and constant $c_L$ (see Definition 10.1.1)

Let $w \geq 1_n$ be a set of weights. Let $s_i^{M,w}(A) \geq \tilde{s}_i^{M,w}(A)$ be sensitivity upper bounds. Let $m \geq m_0$ be an oversampling parameter larger than some

$$m_0 = O\left(\frac{d}{\varepsilon^2} \left(\frac{1}{\log \frac{1}{\varepsilon}}\right) \left(\frac{1}{\log \frac{1}{\delta}}\right)\right).$$

Let $w' \geq 1_n$ be sampled according to Definition 10.2.2. Then with probability at least $1 - \delta$,

$$\|y\|_{M,w'}^{P_M} = (1 \pm \varepsilon) \|y\|_{M,w}^{P_M}$$

for all $y \in S_{\rho}^M$ (see Definition 10.1.5). Furthermore,

$$\mathbb{E} \text{nnz}(w') \leq m \sum_{i=1}^{n} \tilde{s}_i^{M,w} = m \tilde{T}^{M,w}(A)$$

Note that the sample complexity of Lemma 10.2.3 is weaker than the corresponding bound for $\ell_p$ Lewis weights by a factor of $d$. This extra factor of $d$ can in fact be removed, as shown by a remarkable recent result of \cite{JLLS23}.
10.2.1 Efficient algorithm for sensitivity upper bounds

We first show that algorithmically, one can compute upper bounds to the $M$-estimator sensitivities that sum to at most $O(d^{\max\{1,p/M/2\}} \log^2 n + \tau)$ in time

$$O\left( \text{nnz}(A) \log^3 n + \frac{nT}{\tau} \log n \right),$$

where $T = T(n, d)$ is such that constant factor $\ell_{pM}$ Lewis weight approximation for an $n \times d$ matrix $B$ takes $O(\text{nnz}(B) \log n + d^\omega)$ time. For example, it is known that $\ell_p$ Lewis weights for $0 < p < 4$ can be approximated up to constant factors in $O(\text{nnz}(A) \log n + d^\omega)$ time, so for $\tau = T = d^\omega$, we obtain a nearly input sparsity time algorithm that computes upper bounds to $M$-estimator sensitivities that sum to at most $O(d^{\max\{1,pM/2\}} \log^2 n + d^\omega)$. In applications, this is enough to compute a set of $\text{poly}(d) \log^2 n$ rows that approximates the original matrix well, at which point we can compute sensitivities that sum to only $O(d \log^2 n)$ in an additional $\text{poly}(d \log n)$ time.

The algorithm draws ideas from a theorem of [CWW19, Theorem 3.4], which shows an input sparsity time algorithm for locating “heavy entries” for the Tukey loss, which is equivalent to finding coordinates with high Tukey sensitivity.

Algorithm 1 Sensitivity upper bounds

**input:** Matrix $A \in \mathbb{R}^{n \times d}$, $M$-norm $M$, parameter $1 \leq \tau \leq n$.

**output:** Upper bounds $\tilde{s}^M_i(A)$ on $s^M_i(A)$.

1: Initialize $\tilde{s}^M_i(A) \leftarrow 2\tau/n$.
2: for $r \in \lceil \log_2(n/\tau) \rceil$ do
3: for $t \in O(\log n)$ do
4: Hash the rows of $A$ into $B = 10 \cdot 2^r$ buckets $S_1, S_2, \ldots, S_B$.
5: Compute $O(1)$-approximate $\ell_p$ Lewis weights of each of the $B$ buckets $A|_{S_1}, A|_{S_2}, \ldots, A|_{S_B}$.
6: For any row $i$ with an $\ell_{pM}$ Lewis weight of at least $\Omega(1)$, set $\tilde{s}^M_i(A) \leftarrow \max\{2/2^r, \tilde{s}^M_i(A)\}$.

**Theorem 10.2.4** (Sensitivity upper bounds). Let $\|\cdot\|_M$ be an $M$-norm. Let $1 \leq \tau \leq n$ be a parameter. Then, with probability at least $99/100$, Algorithm 1 computes sensitivity upper bounds $\tilde{s}^M_i(A) \geq s^M_i(A)$ that sum to at most

$$\tilde{T}^M(A) := \sum_{i=1}^n \tilde{s}^M_i(A) = O(d^{\max\{1,pM/2\}} \log^2 n + \tau).$$

If constant factor Lewis weight approximation takes for an $n \times d$ matrix $B$ takes $O(\text{nnz}(B) \log n + T)$ time (see Theorem 6.1.8), then the total running time is

$$O\left( \text{nnz}(A) \log^3 n + \frac{nT}{\tau} \log n \right).$$

**Proof.** We first show correctness of the algorithm, then show the sensitivity bound, and finally the running time guarantee.
Correctness. Let \( r \in [\left\lceil \log_2(n/\tau) \right\rceil] \). Consider a coordinate \( i \in [n] \) that has \( M \)-sensitivity between \( 1/2^r \) and \( 2/2^r \) and let \( y = Ax \) be a corresponding vector which satisfies

\[
\frac{M(|y_i|)}{\|y\|_{PM}^M} \in \left[ \frac{1}{2^r}, \frac{2}{2^r} \right].
\]

Note then that there are at most \( 2^r - 1 \) entries \( j \) of \( y \) such that \( |y_j| > |y_i| \). In our algorithm (line 4), we randomly hash the \( n \) rows of \( A \) into \( B = 10 \cdot 2^r \) buckets. Then, the probability that any one of these \( 2^r - 1 \) entries is hashed to the same bucket as \( i \) is \( 1/B \), so by a union bound, the probability that \( y_i \) has the largest absolute value in its hash bucket is at least \( 1 - 2^r/B \geq 9/10 \). Call this event \( \mathcal{E} \).

Now let \( S \) be the set of indices which hash to the same bucket as row \( i \) and let \( S' = S \setminus \{i\} \). By Markov’s inequality, with probability at least \( 9/10 \), \( i \) is hashed to a bucket such that the \( M \)-norm of all other entries is most \( \|y\|_{S'}^M \leq \|y\|_{PM}^M / 2^r \), where \( y_{|S'} \) is the restriction of \( y \) to the indices in \( S' \). Call this event \( \mathcal{F} \).

Condition on \( \mathcal{E} \) and \( \mathcal{F} \). We have by Lemma 10.1.6 that

\[
\frac{|y_i|_{PM}^M}{\|y\|_S^M} \geq \frac{M(|y_i|_{PM}^M)}{M(|y_i|_{PM}^M) + \|y\|_{S'}^M} \geq \frac{1/2^r}{2/2^r + 1/2^r} = \frac{1}{3}.
\]

The above holds with probability at least \( 4/5 \). Thus, by repeating the hashing process \( O(\log n) \) times, with probability at least \( 1 - 1/(100 \log_3 n) = 1 - 1/\text{poly}(n) \), there exists some trial where the \( \ell_{PM} \) sensitivity of the \( i \)th row in the matrix \( A_{|S} \) is at least \( 1/3 \). In this trial, our algorithm will correctly set \( \tilde{s}_i^M(A) \geq 2/2^r \) (line 6). By a union bound over \( O(\log(n/\tau)) \) levels \( r \) and the \( n \) rows, our algorithm succeeds with probability at least \( 99/100 \).

Sensitivity bound. By Lemma 6.2.4, the \( \ell_{PM} \) sensitivities sum to at most \( d^{\max\{1, PM/2\}} \). Thus, each time we compute \( O(1) \)-approximate \( \ell_{PM} \) Lewis weights (line 5), we find at most \( O(d^{\max\{1, PM/2\}}) \) entries with \( M \)-sensitivity at least \( 2/2^r \). Thus, for each \( r \) and each iteration, we increase the sum of our upper bounds on \( M \)-sensitivities by a total of at most

\[
B \cdot O(d^{\max\{1, PM/2\}}) \cdot \frac{2}{2^r} = O(d^{\max\{1, PM/2\}}).
\]

This occurs at most \( O((\log n)(\log(n/\tau))) \) times, and we start at a sensitivity bound of

\[
\frac{2\tau}{n} \cdot n = O(\tau)
\]

so our upper bounds on the sensitivities sum to at most

\[
O(d^{\max\{1, PM/2\}}(\log n)(\log(n/\tau)) + \tau) \leq O(d^{\max\{1, PM/2\}} \log^2 n + \tau).
\]

Running time. For a given \( r \), the dominating running time cost of the inner-most loop of Algorithm 1 is the computation of \( \ell_{PM} \) Lewis weights for \( O(2^r) \) matrices whose sparsities sum to
nnz(A). Thus, if Lewis weight computation for an \( n \times d \) matrix \( B \) takes \( O(\text{nnz}(B) \log n + T) \) time, then the total running time is

\[
\sum_{r=1}^{\left\lceil \log_2(n/\tau) \right\rceil} O(\log n) \cdot O(\text{nnz}(A) \log n + 2^r T) = O\left(\text{nnz}(A) \log^3 n + \frac{nT}{\tau} \log n\right).
\]

\[ \square \]

**Remark 10.2.5.** As noted by [TMF20], if we can control the sensitivities of functions \( M_1 \) and \( M_2 \), then it is straightforward to control the sensitivities of the sum of these two functions, i.e., \( M = M_1 + M_2 \). This applies to our algorithm as well. Suppose that \( s_i^M(A) \in [1/2^r, 2/2^r] \) and let \( y = Ax \) be such that

\[
\frac{M_1(|y_i|) + M_2(|y_i|)}{\|y\|_{M_1}^{P_{M_1}} + \|y\|_{M_2}^{P_{M_2}}} \in \left[\frac{1}{2^r}, \frac{2}{2^r}\right].
\]

Then,

\[
\frac{M_1(|y_i|)}{\|y\|_{M_1}^{P_{M_1}}} + \frac{M_2(|y_i|)}{\|y\|_{M_2}^{P_{M_2}}} \geq \frac{1}{2^r}
\]

so then there is some \( j \in \{1, 2\} \) such that

\[
\frac{M_j(|y_i|)}{\|y\|_{M_j}^{P_{M_j}}} \geq \frac{1}{2} \cdot \frac{1}{2^r},
\]

so the \( \ell_{p_j} \) Lewis weight of the \( i \)-th coordinate must be large by using a similar proof as Theorem 10.2.4. Thus, we can obtain similar sensitivity upper bounds up to a constant factor loss. Similarly, if \( M_2 \) is a “flat” sensitivity function in the sense of [TMF20], that is, if

\[
\sup_{x \in \mathbb{R}^d} \frac{M_2([Ax](i))}{\|Ax\|_{M_2}^{P_{M_2}}} = O\left(\frac{1}{n}\right)
\]

for all \( i \in [n] \), then this just means that either the \( M_1 \) sensitivity is large, or the \( M \) sensitivity is at most \( O(1/n) \), in which case we still get the same bounds.

Although Theorem 10.2.4 only handles unweighted \( M \)-estimators, this result can be generalized to weighted \( M \)-estimators by splitting into level sets, similarly to Lemma 39 of [CW15a].

**Lemma 10.2.6.** Let \( \|\cdot\|_M \) be an \( M \)-norm. Let \( w \geq 1_n \) be a set of weights. Let \( N := \left\lceil \log_2(1 + \|w\|_\infty) \right\rceil \). For \( j \in [N] \), let

\[
T_j := \{ i \in [n] : 2^{j-1} \leq w_i < 2^j \},
\]

and let \( A|_{T_j} \) denote the restriction of \( A \) to the rows of \( T_j \). Then,

\[
s_i^{M,w}(A) \leq 2 \cdot s_i^M(A|_{T_j})
\]

for \( i \in T_j \).
Proof. Let \( i \in T_j \) for some \( j \in [N] \). We have that
\[
s_i^{M,w}(A) = \sup_{x \in \mathbb{R}^n, Ax \neq 0} \frac{w_i M([Ax](i))}{\|Ax\|_{M,w}^p} \\
\leq \sup_{x \in \mathbb{R}^n, Ax \neq 0} \frac{w_i M([A |_{T_j} x](i))}{\|A |_{T_j} x\|_{M,w}^p} \\
\leq \sup_{x \in \mathbb{R}^n, Ax \neq 0} \frac{2^j M([A |_{T_j} x](i))}{2^{j-1} \|A |_{T_j} x\|_{M}^p} \\
= 2 \cdot s_i^{M}(A |_{T_j})
\]
as desired. \( \square \)

This leads to an algorithm that achieves guarantees similar to Theorem 10.2.4 for weighted \( M \)-sensitivities, up to a loss of a factor of \( N \) in the running time and sensitivity bound.

**Corollary 10.2.7.** Let \( \|\cdot\|_M \) be an \( M \)-norm. Let \( w \geq 1_n \) be a set of weights. Define \( N \) as in Lemma 10.2.6. There is an algorithm that computes weighted \( M \)-estimator sensitivities that sum to at most
\[
O(N d^{\max\{1, p_M/2\}} \log^2 n + N \tau)
\]
in time
\[
O\left(\nnz(A) \log^3 n + N \frac{nT}{\tau} \log n\right),
\]
where \( T \) is such that constant factor Lewis weight approximation for an \( n \times d \) matrix \( B \) takes \( O(\nnz(B) + T) \) time (see Theorem 6.1.8).

**Proof.** This is simply the result of applying Theorem 10.2.4 on the \( N \) matrices \( A |_{T_j} \) as defined in Lemma 10.2.6. Note that the \( \nnz(A |_{T_j}) \) terms add up to \( \nnz(A) \) in the running time. \( \square \)

### 10.2.2 Sharper sensitivity bounds

We show that we may modify the proof of our input sparsity time algorithm to show that the sum of sensitivities is at most \( O(d^{\max\{1, p_M/2\}} \log n) \), if we do not need to efficient algorithms for constructing these sensitivities.

**Theorem 10.2.8.** Let \( \|\cdot\|_M \) be an \( M \)-norm. Then, the total \( M \)-sensitivity of \( A \) is at most
\[
O(d^{\max\{1, p_M/2\}} \log n).
\]

**Proof.** Our idea is essentially to run Algorithm 1 with \( \tau = d \) without the \( O(\log n) \) repetitions of the hashing process.

Let \( r \in \lceil \log_2 n \rceil \) and let \( I_r \) be the set of coordinates with \( M \)-sensitivity in \([1/2^r, 2/2^r]\). Suppose we hash the rows of \( A \) into \( B = 10 \cdot 2^r \) buckets. Then, as in the proof of Theorem 10.2.4, for each \( i \in I_r \), there is at least a \( 9/10 \) probability that \( i \) has \( \ell_{p_M} \) Lewis weight at least \( 1/3 \) in its hash bucket. Thus, the number of such \( i \) is \( (9/10)|I_r| \) in expectation, so there exists some hashing
such that at least \((9/10)|I_r|\) of the indices \(i \in I_r\) have \(\ell_p\) Lewis weight at least \(1/3\) in its hash bucket. However, there can be at most \(B \cdot d^{\max\{1,p/2\}}\) such indices, so we must have that
\[
\frac{9}{10}|I_r| \leq B \cdot d^{\max\{1,p/2\}}
\]
so
\[
|I_r| = O(B \cdot d^{\max\{1,p/2\}}) = O(2^r \cdot d^{\max\{1,p/2\}}).
\]
By summing over the \(r\), we obtain a bound of
\[
\frac{\log_2 n}{\log_2 n} \sum_{r=1}^{\lfloor \log_2 n \rfloor} \frac{2^r}{2^r} |I_r| \leq \sum_{r=1}^{\lfloor \log_2 n \rfloor} \frac{2^r}{2^r} O(2^r \cdot d^{\max\{1,p/2\}}) = O(d^{\max\{1,p/2\}} \log n) = O(d^{\max\{1,p/2\}} \log n)
\]
on the total \(M\)-sensitivity, as claimed.

10.3 Sensitivity lower bounds

Finally, we show that our sensitivity upper bounds are tight by showing that the Tukey loss can have a total sensitivity as large as \(\Omega(d \log(n/d))\). We also show a weaker lower bound of \(\Omega(d \log \log(n/d))\) for the Huber loss. This is in contrast to sensitivities for the \(\ell_p\) loss for \(0 < p < \infty\), which is always at most \(d^{\max\{1,p/2\}}\) due to the existence of Lewis bases [Lew78, SZ01], and thus has no dependence on \(n\). The necessity for a dependence on \(n\) can be attributed to the lack of scale invariance for these \(M\)-estimator losses. A similar observation has been made previously in [SWZ19, Theorem 1.3], which shows that the column subset selection problem with the entrywise Huber loss exhibits a lower bound of \(\Omega(\sqrt{\log n})\) columns, also attributed to the lack of scale invariance.

We simultaneously handle the Tukey and Huber losses by analyzing the \(\ell_2-\ell_p\) loss for \(p \in [0, 1]\), which grows quadratically near the origin and as \(\ell_p\) away from the origin, and is polynomially bounded above with degree 2.

**Lemma 10.3.1** (Sensitivity lower bound for the \(\ell_2-\ell_p\) loss). Define the \(\ell_2-\ell_p\) loss of width \(\tau\) to be
\[
M(x) = \begin{cases} 
  x^2 & |x| \leq \tau \\
  (\tau^2/\tau^p) \cdot x^p & |x| > \tau
\end{cases}.
\]
For \(d \geq 1\) and \(n \geq d\), there exists an \(n \times d\) matrix \(A\) with total \(M\)-sensitivity that is at least
\[
\mathcal{T}^T(A) \geq \begin{cases} 
  \Omega(d \log \frac{n}{d}) & \text{if } p \in [0, 1) \\
  \Omega(d \log \log \frac{n}{d}) & \text{if } p = 1
\end{cases}.
\]

**Proof.** Let \(\ell = \lfloor \log_2 n \rfloor\) and let \(x \in \mathbb{R}^n\) be a vector with \(2^i\) coordinates of value \(\tau/2^i\) for \(i \in [\ell]\). We will show a sensitivity lower bound of \(\Omega(\ell) = \Omega(\log n)\) for the \(n \times 1\) matrix formed by the vector \(x\). By considering \(d\) disjoint copies of this vector, each on \(n/d\) coordinates, this implies a lower bound of \(\Omega(d \log(n/d))\).
Let $j \in [\ell]$. Then,

$$
\|2^j \cdot x\|_M^2 = \sum_{i=1}^{\ell} 2^i \cdot M\left(\frac{2^j}{2^i}\right)
$$

\[
\leq \frac{\tau^2}{\tau^p} \sum_{i=1}^{j} 2^i \cdot \left(\frac{2^j}{2^i}\right)^p + \sum_{i=j+1}^{\ell} 2^i \cdot \left(\frac{2^j}{2^i}\right)^2
\]

\[
= \tau^2 2^j \sum_{i=1}^{j} 2^{(1-p)i} + \tau^2 2^j \sum_{i=j+1}^{\ell} \frac{1}{2^i}
\]

\[
= \begin{cases} 
O(\tau^2 \cdot 2^j) & \text{if } p \in [0, 1) \\
O(\tau^2 \cdot j2^j) & \text{if } p = 1
\end{cases}
\]

so for each $j \in [\ell]$, there are $2^j$ coordinates $i$ such that

$$
M(2^j \cdot x_i) = \begin{cases} 
\Omega\left(\frac{\tau^2}{2^j \cdot 2^j}\right) & \text{if } p \in [0, 1) \\
O\left(\frac{\tau^2}{2^j \cdot 2^j}\right) & \text{if } p = 1
\end{cases}
\]

\[
= \begin{cases} 
O\left(\frac{1}{2^i}\right) & \text{if } p \in [0, 1) \\
O\left(\frac{1}{j2^j}\right) & \text{if } p = 1
\end{cases}
\]

Thus, the sum of sensitivities for the Tukey loss for this matrix is at least

$$
\sum_{j=1}^{\ell} 2^j \cdot \Omega\left(\frac{1}{2^j}\right) = \Omega(\ell) = \Omega(\log n)
$$

for $p \in [0, 1)$ and

$$
\sum_{j=1}^{\ell} 2^j \cdot \Omega\left(\frac{1}{j2^j}\right) = \Omega(\log \ell) = \Omega(\log \log n)
$$

for $p = 1$. \qed
Chapter 11

Applications: streaming $\ell_\infty$ subspace embeddings and computational geometry [WY22a]

An investigation of high-distortion $\ell_p$ subspace embeddings for $p > 2$ in the previous Chapter 9 prompts a closely related study in the streaming setting, in which we must compute an $\ell_p$ subspace embedding of the matrix $A \in \mathbb{R}^{n \times d}$, when $A$ is presented as $n$ rows $a_i \in \mathbb{R}^d$ which arrive one by one in one pass over a stream (see Section 1.3.3).

Note that when we have algorithms for subspace embeddings with $(1 + \varepsilon)$ distortion, then we can easily obtain a streaming algorithm by a technique known as merge-and-reduce, in which we iteratively perform the operations of concatenating new rows and reducing the size of the stored subspace embedding by re-computing a subspace embedding. These operations can be performed in a way such that the subspace embedding is re-computed at a “depth” of only $O(\log n)$ if the input matrix $A$ has $n$ rows, meaning that if we compute subspace embeddings with distortion $(1 + \varepsilon/\log n)$ at each step, then the total distortion is only $(1 + \varepsilon/\log n)^{\log n} = (1 + O(\varepsilon))$. However, this trick does not work for when our distortions are $\kappa = (1 + \Omega(1))$, and leads to $\text{poly}(n)$ factor total distortions when applied in this case.

Perhaps the most important case of this problem is that of computing $\ell_\infty$ subspace embeddings in the streaming model. In this case, Theorem 9.0.3, both in the upper bound and lower bound, can be generalized to show that $\ell_\infty$ subspace embeddings with $\kappa = \sqrt{d}$ distortion and $r = d$ rows can be obtained, and that the upper bound comes from $\ell_\infty$ Lewis weights, which corresponds to the well-studied problem of Löwner–John ellipsoids [Joh48, Tod16], also known as minimum volume enclosing ellipsoids. However, the question of computing Löwner–John ellipsoids in the streaming setting using only $\text{poly}(d)$ bits of space is a central unresolved problem in the literature of computational geometry [MSS10, AS15]. Indeed, the only known prior results for computing Löwner–John ellipsoids in a stream uses $\exp(\text{poly}(d))$ bits of space in order to estimate the extent of every direction in $\mathbb{R}^d$ using a net [AHV04, AHV05], rather than polynomial in $d$. Thus the question of efficiently maintaining $\ell_\infty$ subspace embeddings in a stream is an important problem.

In our work of [WY22a], we resolve both the problem of maintaining $\ell_\infty$ subspace embeddings and Löwner–John ellipsoids in the streaming setting, and in fact, a multitude of other problems in the streaming computational geometry literature which previously only admitted upper bounds.
with exponential dependencies in the dimension. Our central theorem is the following:

**Theorem 11.0.1** (Streaming $\ell_\infty$ subspace embedding [WY22a]). There is a deterministic streaming algorithm such that, for any $A \in \mathbb{Z}^{n \times d}$ presented in a geometric stream, the algorithm maintains $SA$ for a matrix $S \in \mathbb{Z}^{r \times n}$ such that for every $x \in \mathbb{R}^d$,

$$\|Ax\|_\infty \leq \|SAx\|_\infty \leq O(\sqrt{d \log n}\|Ax\|_\infty).$$

Furthermore, the algorithm uses at most $O(d^2 (\log n)^2)$ bits of space.

Our main technique is the use of online leverage scores (see Section 1.3.3) as a tool both to discover directions $x \in \mathbb{R}^d$ in which the $\ell_\infty$ norm $\|Ax\|_\infty$ is updated significantly in a stream, and to bound the total number of such updates which can occur.

A related result on maintaining Löwner–John ellipsoids in the streaming setting has been obtained in concurrent work of [MMO22], which achieve results that depend on a certain condition number of the ellipsoid. The case of asymmetric polytopes was later handled by [MMO23].

### 11.1 Nearly optimal sum of online leverage scores

We begin with a theorem establishing a tight bound on the sum of online leverage scores when $A$ has integer entries bounded by $\text{poly}(n)$.

**Theorem 11.1.1.** Let $A \in \mathbb{Z}^{n \times d}$ have entries bounded in absolute value by $\text{poly}(n)$. Then,

$$\sum_{i=1}^{n} \tau_i^{OL}(A) = O(d \log n).$$

Our argument will need the notion of a pseudodeterminant.

**Definition 11.1.2** (Pseudodeterminant). Let $M \in \mathbb{R}^{d \times d}$ be a symmetric matrix of rank $r$. Then, the pseudodeterminant $\text{pdet}(M)$ of $M$ is the product of the nonzero eigenvalues of $M$.

We need the following simple lemmas which dictate the evolution of pseudodeterminants under row additions. The first shows how to handle the additional of orthogonal rows.

**Lemma 11.1.3.** Let $A \in \mathbb{R}^{n \times d}$ and let $a \in \mathbb{R}^d$ be a vector that is orthogonal to the row span of $A$. Then,

$$\text{pdet}(A^T A + aa^T) = \|a\|_2^2 \cdot \text{pdet}(A^T A).$$

**Proof.** Let $A = U\Sigma V^T$. Note that the SVD of the concatenation $A' \in \mathbb{R}^{(n+1) \times d}$ of $A$ and $a$ is

$$A' = \begin{pmatrix} A \\ a \end{pmatrix} = \begin{pmatrix} U & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \Sigma & 0 \\ 0 & \|a\|_2 \end{pmatrix} \begin{pmatrix} V^T \\ a^T/\|a\|_2 \end{pmatrix}. $$

Thus,

$$\text{pdet}(A^T A + aa^T) = \text{pdet}(A'^T A') = \|a\|_2^2 \prod_{j=1}^{d} \sigma_j^2 = \|a\|_2^2 \cdot \text{pdet}(A^T A),$$

as claimed. \qed
Our second lemma is a generalization of the matrix determinant lemma to pseudodeterminants.

**Lemma 11.1.4 (Matrix pseudodeterminant lemma).** Let \( A \in \mathbb{R}^{n \times d} \) and let \( a \in \mathbb{R}^d \) be a vector that is in the row span of \( A \). Then,

\[
pdet(A^\top A + aa^\top) = pdet(A^\top A)(1 + a(A^\top A)^{-1}a).
\]

**Proof.** Let \( A = U\Sigma V^\top \) be the truncated SVD of \( A \). Since \( a \) is in the row span of \( V \), we may write \( a = Vb \) for some \( b \in \mathbb{R}^r \), where \( r = \text{rank}(A) \). Then,

\[
\begin{align*}
pdet(A^\top A + aa^\top) &= pdet(\Sigma^2 + bb^\top) \\
&= \det(\Sigma^2 + bb^\top) \\
&= \det(\Sigma^2)(1 + b^\top \Sigma^{-2}b) \quad \text{matrix determinant lemma} \\
&= pdet(V\Sigma^2V^\top)(1 + b^\top V^\top(\Sigma^{-2}V^\top)Vb) \\
&= pdet(A^\top A)(1 + a(A^\top A)^{-1}a)
\end{align*}
\]

as desired. \( \square \)

We also need the following identity found in [GK10], which states that the volume of a parallelotope is given by both the determinant of the Gram matrix as well as the product of the heights of the dimensions of the parallelotope.

**Lemma 11.1.5 (Determinant volume identity [GK10]).** Let \( A \in \mathbb{R}^{r \times d} \) have linearly independent rows. Then,

\[
\sqrt{\det(AA^\top)} = \prod_{i=1}^r \|a_i^\top\|_2
\]

where \( a_1^\top = a_1 \) and \( a_i^\top \) is the projection of \( a_i \) onto the orthogonal complement of the row span of \( A_{i-1} \) for \( i \geq 2 \).

We now prove the following main theorem of this section.

**Proof of Theorem 11.1.1.** Our proof is a careful improvement of the original proof by [CMP20] under our bit complexity assumption. Let \( i \in [n] \). If \( a_{i+1} \) is in the row span of \( A_i \), then by Lemma 11.1.4, we have that

\[
pdet(A_{i+1}^\top A_{i+1}) = pdet(A_i^\top A_i)(1 + a_{i+1}(A_i^\top A_i)^{-1}a_{i+1}) \\
\geq pdet(A_i^\top A_i)(1 + \tau_{i+1}^{OL}(A)) \\
\geq pdet(A_i^\top A_i) \exp(\tau_{i+1}^{OL}(A)/2)
\]

and otherwise, let \( a_{i+1} = a_{i+1}^\parallel + a_{i+1}^\perp \), where \( a^\parallel \) is the projection of \( a_{i+1} \) onto the row span of \( A_i \) and \( a^\perp \) is the residual. We have that

\[
pdet(A_{i+1}^\top A_{i+1}) = pdet(A_i^\top A_i + a_{i+1}a_{i+1}^\top) \\
= pdet(A_i^\top A_i + a_{i+1}^\parallel(a_{i+1}^\parallel)^\top + a_{i+1}^\perp(a_{i+1}^\perp)^\top)
\]

\[129\]
\[= \|a_{i+1}^\perp\|_2^2 \cdot \text{pdet}(A_i^\top A_i + a_{i+1}^\perp (a_{i+1}^\perp)^\top) \quad \text{Lemma 11.1.3}\]
\[= \|a_{i+1}^\perp\|_2^2 \cdot \text{pdet}(A_i^\top A_i)(1 + a_{i+1}^\perp (A_i^\top A_i)^{-1} a_{i+1}^\perp) \quad \text{Lemma 11.1.4}\]
\[\geq \|a_{i+1}^\perp\|_2^2 \cdot \text{pdet}(A_i^\top A_i) \quad \text{Lemma 11.1.5}\]

Now let \(S \subseteq [n]\) denote the at most \(d\) indices such that \(a_i\) is not in the row span of \(A_{i-1}\). Note that we take \(1 \in S\) so that \(a_1^\perp = a_1\). We then have by induction that

\[
\text{pdet}(A^\top A) = \text{pdet}(A_n^\top A_n) \geq \prod_{i \in [n] \setminus S} \exp(\tau_{OL}^i(A)/2) \prod_{j \in S} \|a_j^\perp\|_2^2
\]
\[
= \exp \left( \frac{1}{2} \sum_{i \in [n] \setminus S} \tau_{OL}^i(A) \right) \prod_{j \in S} \|a_j^\perp\|_2^2
\]
\[
= \exp \left( \frac{1}{2} \sum_{i \in [n] \setminus S} \tau_{OL}^i(A) \right) \text{det}(A_{|S}A_{|S}^\top)
\]

where \(A_{|S}\) is the restriction of \(A\) to the rows indexed by \(S\). By bounding each eigenvalue by the operator norm, we have that \(\text{pdet}(A^\top A) \leq \|A^\top A\|_2^d \leq \text{poly}(n)^d\). Furthermore, since \(A_{|S}A_{|S}^\top\) is a nonsingular integer Gram matrix, it has positive integer determinant, which is in particular at least 1. We thus have that

\[
\exp \left( \frac{1}{2} \sum_{i \in [n] \setminus S} \tau_{OL}^i(A) \right) \leq \text{poly}(n)^d \implies \sum_{i \in [n] \setminus S} \tau_{OL}^i(A) \leq O(d \log n).
\]

Finally, \(|S| \leq d\), which implies that

\[
\sum_{i=1}^n \tau_{OL}^i(A) = \sum_{i \in [n] \setminus S} \tau_{OL}^i(A) + \sum_{i \in S} \tau_{OL}^i(A) \leq O(d \log n) + d = O(d \log n),
\]
as claimed. \(\square\)

### 11.2 Online coresets for \(\ell_\infty\) subspace embeddings

We will analyze the following algorithm for constructing \(\ell_\infty\) subspace embeddings in the online coreset model, which keeps a new row \(a_i\) if and only if it exceeds the “\(\ell_2\) width” of the previously kept rows.

We show the following guarantee for Algorithm 2:

**Theorem 11.2.1.** Let \(A \in \mathbb{R}^{n \times d}\) such that for any subset \(S' \subseteq [n]\), the sum of online leverage scores is bounded by

\[
\sum_{i \in S'} \tau_{OL}^i(A_{|S'}) \leq T
\]

and let \(S\) be the output of Algorithm 2. Then:
**Algorithm 2** Online $\ell_\infty$ subspace sketch coreset

**input:** $A \in \mathbb{R}^{n \times d}$.
**output:** Coreset $S \subseteq [n]$.

1: $S \leftarrow \emptyset$
2: for $i \in [n]$ do
3:   if $\exists x \in \mathbb{R}^n : \langle a_i, x \rangle^2 \geq \|A|_S x\|_2^2$ then
4:     $S \leftarrow S \cup \{i\}$
5: return $S$

- $|S| \leq O(T)$
- $\frac{1}{2} \|Ax\|_\infty \leq \|A|_S x\|_\infty \leq \|Ax\|_\infty$ for all $x \in \mathbb{R}^d$, for $\Delta = O(\sqrt{T})$.

In particular, if $A \in \mathbb{Z}^{n \times d}$ is an integer matrix with entries bounded by $\text{poly}(d)$, then by storing the rows of $S$, we obtain an algorithm for the streaming $\ell_\infty$ subspace sketch problem using $O(d^2 \log^2 n)$ bits of space, and if $A \in \mathbb{R}^{n \times d}$ has online pseudo condition number $\nu_{OL}$, then we obtain an online coreset algorithm storing at most $O(d \log(n \nu_{OL}))$ rows and achieves distortion at most $O(\sqrt{d \log(n \nu_{OL})})$.

**Proof.** We first bound $|S|$. Note that for every $i \in S$,

$$\tau_i^{OL}(A|_S) = \Omega(1)$$

since if $a_i \in \text{rowspan}((A|_S)_{i-1})$, then by Line 3 and Lemma 1.3.5,

$$\tau_i^{OL}(A|_S) = \sup_{(A|_S)_{i-1} x \neq 0} \frac{\langle a_i, x \rangle^2}{\| (A|_S)_{i-1} x \|_2^2} \geq 1$$

while if $a_i \notin \text{rowspan}((A|_S)_{i-1})$, then $\tau_i^{OL}(A|_S) = 1$. Since the online leverage scores of $A_S$ sum to at most $T$, it follows that $|S| \leq O(T)$.

Next, we bound the distortion $\Delta$. Note that $\|A|_S x\|_\infty \leq \|Ax\|_\infty$ is trivial, so it suffices to show the lower bound. Let $x \in \mathbb{R}^d$ and let $i_* \in [n]$ satisfy $\|Ax\|_\infty = |\langle a_{i_*}, x \rangle|$, i.e., the row that witnesses the max. If $i_* \in S$, then we already have that

$$\|A|_S x\|_\infty \geq \|Ax\|_\infty$$

so assume that $i_* \notin S$. Then,

$$\|Ax\|_\infty^2 = \langle a_{i_*}, x \rangle^2$$
$$\leq \|A|_S x\|_2^2$$
$$\leq |S| \cdot \|A|_S x\|_\infty^2$$
$$\leq O(T) \|A|_S x\|_\infty^2$$

which yields the claimed bound on $\Delta$. The guarantee for streaming algorithms for $A$ with bounded bit complexity follow from online leverage score bound from Theorem 11.1.1. The guarantee for online coreset algorithms follows from Lemma 1.3.8 and by noting that

$$\kappa_{OL}(A_S) \leq n \cdot \kappa_{OL}(A)$$
since for any \( i \in [n] \),
\[
\left\| (A_S)_i \right\|_2^{-1} = \min_{\|x\|_2 = 1, x \in \text{rowspan}((A|_S)_i)} \left\| (A|_S)_i x \right\|_2 \\
\geq \min_{\|x\|_2 = 1, x \in \text{rowspan}((A|_S)_i)} \left\| (A|_S)_i x \right\|_\infty \\
\geq \frac{1}{\Delta} \min_{\|x\|_2 = 1, x \in \text{rowspan}((A|_S)_i)} \left\| A_i x \right\|_\infty \\
\geq \frac{1}{\Delta \sqrt{n}} \min_{\|x\|_2 = 1, x \in \text{rowspan}((A|_S)_i)} \left\| A_i x \right\|_2 \geq \frac{1}{n} \left\| A_i \right\|_2^{-1}.
\]

Note that we use that \( S \) has the \( \ell_\infty \) subspace embedding guarantee here, rather than using an upper bound on \( T \).

**Remark 11.2.2.** It is not hard to see that \( \|A|_S x\|_2 \) can be used as the subspace sketch estimator in Theorem 11.2.1 instead of \( \|A|_S x\|_\infty \). In this case, one can obtain a space complexity of \( O(d^2 \log n) \) bits of space instead of \( O(d^2 \log^2 n) \), by storing the quadratic form \( A_S \top A_S \in \mathbb{Z}^{d \times d} \). In particular, we obtain an ellipsoid \( \{ x \in \mathbb{R}^d : \|A|_S x\|_2 \leq 1 \} \) approximating the polytope \( \{ x \in \mathbb{R}^d : \|Ax\|_\infty \leq 1 \} \) up to a factor of \( O(\sqrt{d \log n}) \). If we instead just store the rows themselves in the online coreset model, we store \( O(d \log(n \log)) \) rows for a distortion of \( O(\sqrt{d \log(n \log)}) \) between the polytope and ellipsoid. See also Theorem 11.4.7.

### 11.3 Near-optimal bounds for restricted instances

In this section, we study a restricted variant of the \( \ell_\infty \) subspace sketch problem, and give near optimal algorithms and lower bounds, i.e., without extra \( \log n \) factors.

**Definition 11.3.1** (Restricted \( \ell_\infty \) subspace sketch). We define the restricted \( \ell_\infty \) subspace sketch problem as follows. Let \( A \in \mathbb{R}^{n \times d} \) be a matrix with row norms all \( \Theta(1) \). Then, we must design a data structure \( Q \) that receives a row arrival stream of \( A \) and answers queries \( x \in \mathbb{R}^d \) at the end of the stream. Furthermore, we must output
\[
Q(x) \leq \kappa \|Ax\|_\infty
\]
for all \( x \in \mathbb{R}^d \), while we must output
\[
Q(x) \geq \|Ax\|_\infty
\]
when \( x \) is an input point, i.e., \( x \) is one of the rows \( a_i \) of \( A \).

We show that the lower bound instance of [LWW21] is captured by this restriction, and show an algorithm that matches the lower bound up to logarithmic factors.

#### 11.3.1 Lower bound

We will use the following lemma from coding theory.
Theorem 11.3.2 ([PTB13]). For any $p \geq 1$ and $d = 2^k - 1$ for some integer $k$, there exists a set $S \subseteq \{-1, 1\}^d$ and a constant $C_p$ depending only on $p$ which satisfy

- $|S| = d^p$
- For any $s, t \in S$ such that $s \neq t$, $|\langle s, t \rangle| \leq C_p \sqrt{d}$

We then have the following:

Theorem 11.3.3. Let $n = d^q$ for some integer $q$. Suppose that a streaming algorithm $A$ solves the restricted $\ell_\infty$ subspace sketch problem (Definition 11.3.1) with $\kappa = c\sqrt{d}$ for some sufficiently small constant $c > 0$. Then, $A$ must use $\Omega(n)$ bits of space.

Proof. We show the result by reduction from the INDEX problem (Theorem 2.2.1).

Let $S \subseteq \{-1, 1\}^d$ be the set of vectors given by Theorem 11.3.2 with $n = d^q$. Suppose that Alice has a subset $A \subseteq [n]$. Then, Alice can feed the vectors of $S$ corresponding to her subset $A$, normalized to have norm $\Theta(1)$, and then pass the memory state of $A$ to Bob. Now suppose that Bob has the index $b \in [n]$. Then, Bob queries the subspace sketch data structure the vector $x_b \in S$ corresponding to the index $b$.

If $b \in A$, then we have that $Q(x_b) \geq \|Ax_b\|_\infty = \|x_b\|_2^2 = \Theta(1)$. On the other hand, if $b \notin A$, then we have that

$$Q(x_b) \leq \kappa\|Ax\|_\infty \leq c\sqrt{d} \cdot \frac{1}{\Theta(\sqrt{d})} = \Theta(c).$$

Thus for $c$ sufficiently small, Bob can distinguish whether $b \in A$ or not and thus $A$ must use at least $\Omega(n)$ bits of space.

Remark 11.3.4. By replacing our use of Theorem 11.3.2 with $n$ random unit vectors in $d$ dimensions, we can instead get a collection of vectors with inner product $\Theta(\sqrt{\log n}/d)$, which leads to an $\Omega(n)$ bit lower bound for distortions better than $O(\sqrt{d}/\log n)$, even for $n$ larger than poly($d$).

11.3.2 Upper bound

In this section, we design an algorithm solving the restricted $\ell_\infty$ subspace sketch problem (Definition 11.3.1). Our algorithm is given in Algorithm 3.

Algorithm 3 Restricted $\ell_\infty$ subspace sketch

input: $A \in \mathbb{R}^{n \times d}$ in a row arrival stream of $\Theta(1)$ norm rows.
output: Coreset $S \subseteq [n]$.
1: $S \leftarrow \emptyset$
2: for $i \in [n]$ do
3: \hspace{1em} if there is no $j \in S$ s.t. $|\langle a_j/\|a_j\|_2, a_i/\|a_i\|_2 \rangle| \geq 1/\sqrt{2d - 1}$ then
4: \hspace{2em} $S \leftarrow S \cup \{i\}$

Our analysis will use the well-known Welch bound from coding theory.
**Theorem 11.3.5** (Inner product lower bound [Wel74]). Let $a_1, a_2, \ldots, a_M \in \mathbb{R}^d$ be a set of $M$ unit vectors. Let $k \geq 1$ be an integer. Then,

$$\max_{i \neq j} |\langle a_i, a_j \rangle|^2 \geq \frac{1}{M-1} \left[ \frac{M}{\binom{d+k-1}{k}} - 1 \right]$$

Using Theorem 11.3.5, we show the following.

**Theorem 11.3.6.** Let $A \in \mathbb{R}^{n \times d}$ be a matrix with rows with norm $\Theta(1)$. Then, Algorithm 3 outputs a coreset $S \subseteq [n]$ such that

$$C \sqrt{d} \|A_S a_i\|_\infty \geq \|A a_i\|_\infty$$

for all $i \in [n]$, for some $C > 0$ a sufficiently large constant. Furthermore, Algorithm 3 uses $O(d^2 \log n)$ bits of space.

Before proving Theorem 11.3.6, note that the result implies that Algorithm 3 solves the restricted $\ell_\infty$ subspace sketch problem, since trivially, we have that

$$C \sqrt{d} \|A_S x\|_\infty \leq C \sqrt{d} \|Ax\|_\infty$$

for all $x \in \mathbb{R}^d$.

**Proof of Theorem 11.3.6.** First note that by assuming that $a_i$ are unit vectors, we only lose $\Theta(1)$ factors in the distortion parameter $\kappa$, so we make this assumption without loss of generality.

Note that the correctness guarantee is trivial from the construction of the algorithm, since every input point that doesn’t satisfy line 3 is kept by the coreset. It suffices to argue the space complexity of the algorithm.

We will argue that the algorithm keeps at most $O(d)$ points in $S$. If we apply Theorem 11.3.5 with $k = 1$ and $M = 2d$, we get that for any set of $M = 2d$ unit vectors $a_1, a_2, \ldots, a_M \in \mathbb{R}^d$,

$$\max_{i \neq j} |\langle a_i, a_j \rangle|^2 \geq \frac{1}{2d-1} \left[ \frac{2d}{d} - 1 \right] = \frac{1}{2d-1}$$

and thus the algorithm cannot keep more than $2d - 1$ points. Storing these points only requires $O(d^2 \log n)$ bits of space. 

**11.4 Applications to streaming algorithms for geometric problems in high dimensions**

We now show that our $\ell_\infty$ subspace sketch algorithm gives the first polynomial space algorithms for many important problems in streaming computational geometry, including fundamental problems such as symmetric width, convex hull, and Löwner–John ellipsoids. Previous algorithms for these problems had an exponential dependence on $d$, due to reliance on $\varepsilon$-kernels [AHV04, AHV05]. In particular, in the high-dimensional regime of $d \geq C \log n$ for a large enough constant $C$, the memory bound for known results becomes larger than $\tilde{O}(nd)$, and thus there were no previously...
known nontrivial algorithms in this regime, despite the fact that algorithms that work in the high-dimensional regime have been sought after for over a decade since they were suggested by [AHV04, AHV05, Cha06, ZC06] and others.

In the following discussion, we generally assume a centrally symmetric input instance, that is, if \( a \in \mathbb{R}^d \) is a point in the input point set, then so is \(-a\). Note that for most geometric problems falling under the class of extent measure problems [AHV04, AS15], considering only centrally symmetric instances is without loss of generality, up to constant factor losses in the distortion. For illustration, consider the directional width problem, in which we wish to estimate \( \max_{i=1}^n \langle a_i, x \rangle - \min_{j=1}^n \langle a_j, x \rangle \) for any query direction \( x \in \mathbb{R}^d \). One can translate the entire point set by one of the input points, say \( a_1 \), so that \( 0 \in \mathbb{R}^d \) is one of the elements of the point set. This preserves the directional width. Note then that \( \max_{i=1}^n \langle a_i - a_1, x \rangle \geq \langle 0, x \rangle = 0 \) and \( \min_{j=1}^n \langle a_j - a_1, x \rangle \leq \langle 0, x \rangle = 0 \), so

\[
\max_{i=1}^n \langle a_i - a_1, x \rangle - \min_{j=1}^n \langle a_j - a_1, x \rangle = 2 \max_{i=1}^n |\langle a_i - a_1, x \rangle|.
\]

Then for each translated point \( a_i - a_1 \), we add its negation \( -(a_i - a_1) \), which preserves the latter value. Similar arguments apply to other problems, such as convex hull, Löwner–John ellipsoids, etc.

We show that our techniques for the streaming subspace sketch problem yield the first one pass \( \text{poly}(d) \) space algorithms for a wide variety of geometric approximation problems that are symmetric with respect to the origin. For these problems, the previously known techniques typically only yielded space bounds of the form \( \varepsilon^{-\Theta(d)} \) for a \((1 + \varepsilon)\) approximation. In contrast, we show how to obtain \( \text{poly}(d) \) approximations using \( \text{poly}(d) \) bits of space. Because our \( \ell_\infty \) subspace sketch algorithm is online, many of our algorithms for streaming geometry are online as well, and we present results in both the row arrival streaming and online coreset models.

### 11.4.1 Directional width

The most direct application of our results is that of approximating the directional height oh a point set, which is a symmetric version of the more well-known directional width:

**Definition 11.4.1 (Directional width and height).** Let \( A \in \mathbb{R}^{n \times d} \). The **directional width** [AHV05] of \( A \) with respect to a unit vector \( x \) is defined to be

\[
\omega(x, A) = \max_{i \in [n]} \langle x, a_i \rangle - \min_{i \in [n]} \langle x, a_i \rangle
\]

and the **directional height** [IMGR20, MRWZ20] of \( A \) with respect to a unit vector \( x \) is defined to be

\[
h(x, A) = \max_{i \in [n]} |\langle x, a_i \rangle|.
\]

The definition of directional height is equivalent to an \( \ell_\infty \) subspace sketch data structure, which means that Theorem 11.2.1 directly yields the result by providing a coreset result for the
We define this for centrally symmetric instances as follows:

$$\mathcal{T}$$

where

$$\mathcal{S}$$

and let $$A^\ell[x]$$ denote the point (or row) of $$A$$ at level $$\ell$$. Then, the $$k$$-robust directional width is defined to be

$$\mathcal{E}_k(x, A) := |\langle A^k[x], x \rangle|.$$  

We now turn to showing Theorem 11.4.3, which uses the reduction of [AHY08] to turn coresets for directional width for coresets for $$k$$-robust directional width, even in one-pass streams.

**Theorem 11.4.3** ($k$-robust directional width in polynomial space). Let $$A$$ be an $$n \times d$$ matrix presented in one pass over a row arrival stream. There is an algorithm $$A$$ which maintains a coreset $$S \subseteq [n]$$ such that

$$\frac{1}{\Delta} \mathcal{E}_k(x, A) \leq \mathcal{E}_k(x, A|_S) \leq \mathcal{E}_k(x, A)$$

where

- in the streaming model, $$\Delta = O(\sqrt{d \log n})$$, $$|S| = O(kd \log n)$$, and $$A$$ uses $$O(kd^2 \log^2 n)$$ bits of space.
- in the online coreset model, $$\Delta = O(\sqrt{d \log(n \kappa^{OL})})$$ and $$|S| = O(kd \log(n \kappa^{OL}))$$.

**Proof.** We follow the reduction described in [AHY08]. We first discuss an algorithm running in $$k + 1$$ passes, and then describe how this can be implemented in one pass. In $$k + 1$$ iterations, we consider a decreasing sequence of sets of rows $$[n] = S_0 \supseteq S_1 \supseteq \ldots \supseteq S_k$$, where $$S_{i+1} = S_i \setminus \mathcal{T}_i$$, where $$\mathcal{T}_i \subseteq S_i$$ is a coreset for directional width as constructed by our Theorem 11.2.1. The coreset we output is then $$\mathcal{T} := \bigcup_{i=0}^k \mathcal{T}_i$$.

We first argue correctness. Consider an arbitrary direction $$x \in \mathbb{R}^d$$. Say that the $$i$$th iteration is *successful* if $$A^j[x] \in \mathcal{T}_i$$ for some $$j \in \{0, 1, \ldots, k\}$$, and *unsuccessful* otherwise. Now if $$A^j[x] \in \mathcal{T}$$ for every $$j$$, then we already have that $$\mathcal{E}_k(x, A|_{\mathcal{T}_i}) \geq \mathcal{E}_k(x, A)$$, so we assume that there exists some $$j$$ such that $$A^j[x] \notin \mathcal{T}$$. It then follows that $$A^j[x] \notin \mathcal{T}_i$$ for every iteration $$i$$. Then, let $$i$$ be any iteration in which the algorithm is unsuccessful in the direction $$x$$. Then,

$$\mathcal{E}_0(x, A|_{\mathcal{T}_i}) \geq \frac{1}{\Delta} \mathcal{E}_0(x, A|_{S_i})$$

since $$\mathcal{T}_i$$ is a coreset for $$S_i$$

$$\geq \frac{1}{\Delta} \mathcal{E}_j(x, A)$$

since $$A^j[x] \in S_i$$

1 For simplicity, we assume that there is at most one vector at a given level, as done in [AHY08].
Furthermore, the $A^j_\{I_j\}[x]$ witnessing the above inequality is not one of the $A^j_\{I_j\}[x]$ of the entire dataset $A$, since this iteration was unsuccessful. Thus, no matter whether the iteration is successful or unsuccessful, the final coreset $\mathcal{T}$ gains a vector $a \in \mathbb{R}^d$ with $|\langle a, x \rangle| \geq \mathcal{E}_k(x, A) / \Delta$ in each iteration.

To turn this into a one-algorithm, we can follow Section 2.4 of [AHY08] and maintain $k + 1$ copies of our coreset data structure in parallel, where the $i$th data structure gets inserted with a row $a$ if either the $(i - 1)$th copy of the algorithm does not add $a$ to $\mathcal{T}_{i-1}$. Note that our base coreset algorithm does not delete points, so we do not need to handle this as [AHY08] does.

### 11.4.2 Convex hulls

A fundamental problem in computational geometry is the approximation of the convex hull of $n$ points $a_1, a_2, \ldots, a_n \in \mathbb{R}^d$. For $(1 + \varepsilon)$-approximation, $\varepsilon$-kernels [AHV04, AHV05] give coresets of near-optimal size of $\varepsilon^{-\Theta(d)}$, even in the streaming model [Cha06, Cha16]. More recently, [BBK+18] removed the exponential dependence on $d$ for certain beyond-worst-case instances. However, a general streaming algorithm for convex hull in $\text{poly}(d, \log n)$ bits of space, even with $\text{poly}(d, \log n)$ distortion, remained elusive. In the offline setting, this is possible via coresets for L"owner–John ellipsoids (see Section 3.6 of [Tod16]).

By using our coreset for $\ell_\infty$ subspace sketch, we obtain coresets for approximating symmetric convex hulls, with $\text{poly}(d, \log n)$ bits of space and distortion. This is done by noticing that our $\ell_\infty$ subspace sketch result yields an online coreset for approximating a polytope defined by the intersection of the linear inequalities specified by each of the rows, and then using the fact that this linear inequality polytope is the polar body of the symmetric convex hulls of the corresponding rows [HW20].

The following are standard elementary facts about polars that we will need:

**Lemma 11.4.4** (Polars and their properties, Exercises 1.1.14, 2.3.2 of [HW20], Section 3.5 of [Tod16]). Let $K \subset \mathbb{R}^d$ be a convex body and define the polar $K^\circ$ as

$$K^\circ := \{x \in \mathbb{R}^d : \forall x' \in \mathbb{R}^d, \langle x, x' \rangle \leq 1\}.$$

Then, the following hold:

- if $K \subset L$, then $K^\circ \supset L^\circ$
- for $r > 0$, $(r \cdot K)^\circ = r^{-1} \cdot K^\circ$
- if $0 \in \text{int } K$, then $(K^\circ)^\circ = K$
- for $A \in \mathbb{R}^{n \times d}$, $\text{conv}\{a_1, a_2, \ldots, a_n\}^\circ = \{x \in \mathbb{R}^d : \|Ax\|_\infty \leq 1\}$
- for an ellipsoid $E = \{x \in \mathbb{R}^d : x^T H x \leq 1\}$, $E^\circ$ is the ellipsoid $E^\circ = \{x \in \mathbb{R}^d : x^T H^{-1} x \leq 1\}$

This observation, combined with Theorem 11.2.1, yields the first polynomial space algorithm for approximating convex hulls in the worst case:

**Theorem 11.4.5** (Streaming convex hulls in polynomial space). Let $A$ be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset
$S \subseteq [n]$ such that

$$\text{conv}(\{\pm a_i\}_{i \in S}) \subseteq \text{conv}(\{\pm a_i\}_{i=1}^n) \subseteq \Delta \text{conv}(\{\pm a_i\}_{i \in S}).$$

where

- in the streaming model, $\Delta = O(\sqrt{d \log n})$, $|S| = O(d \log n)$, and $A$ uses $O(d^2 \log^2 n)$ bits of space.
- in the online coreset model, $\Delta = O(\sqrt{d \log(n \kappa \text{OL})})$ and $|S| = O(d \log(n \kappa \text{OL})).$

**Proof.** Let $S \subseteq [n]$ be the coreset computed by Algorithm 2. Let $K = \{x \in \mathbb{R}^d : \|Ax\|_\infty \leq 1\}$ and let $K_S = \{x \in \mathbb{R}^d : \|A|_S x\|_\infty \leq 1\}$. By Theorem 11.2.1, we are guaranteed that

$$K \subseteq K_S \subseteq \Delta K$$

for $\Delta = O(\sqrt{d \log n})$ in the row arrival streaming model and $\Delta = O(\sqrt{d \log(n \kappa \text{OL})})$ in the online coreset model. Then by Lemma 11.4.4, we may take polars on this chain of inclusions to conclude that

$$K^\circ \supseteq K_S^\circ \supseteq \frac{1}{\Delta} K^\circ.$$

Since $K^\circ = \text{conv}(\{\pm a_i\}_{i=1}^n)$ and $K_S^\circ = \text{conv}(\{\pm a_i\}_{i \in S})$, we conclude. \(\square\)

Note that this also gives us a $O(\sqrt{d \log n})^d$-factor approximation to the volume of convex hull.

### 11.4.3 Löwner–John ellipsoids

We consider the problem of computing an approximate Löwner–John ellipsoid of a convex symmetric polytope, also known as the problem of minimum volume enclosing ellipsoid (MVEE). We define our notion of approximation of Löwner–John ellipsoids as follows:

**Definition 11.4.6.** Let $K \subseteq \mathbb{R}^d$ be a convex body and let $E$ be the Löwner–John ellipsoid of $K$. We say that an ellipsoid $E'$ is an $\alpha$-approximate Löwner–John ellipsoid for $K$ if

$$E \subseteq E' \subseteq \alpha E.$$  

**Upper bound**

In the literature, there are two closely related variations to this problem (see Equations (1.1.1) and (1.1.2) of [Tod16]). In one, more common in the computational geometry community, the input data set $A \in \mathbb{R}^{n \times d}$ is interpreted as the convex hull of the $n$ rows, i.e., $K = \text{conv}(\{\pm a_1, \pm a_2, \ldots, \pm a_n\})$. In the other, more common in the optimization community, the $A$ is interpreted as a set of $n$ linear constraints, and the input polytope is $K = \{x \in \mathbb{R}^d : \|Ax\|_\infty \leq 1\}$.  

As noted in Section 11.4.2, these two interpretations are polars of each other. 

Our results for the streaming $\ell_\infty$ subspace sketch problem in Theorem 11.2.1 apply most readily to the latter interpretation, i.e. the linear inequalities interpretation, and we immediately obtain the following:
Theorem 11.4.7 (Löwner–John ellipsoids in polynomial space). Let \( A \) be an \( n \times d \) matrix presented in one pass over a row arrival stream. Define the polytope \( K = \{ x \in \mathbb{R}^d : \|Ax\|_\infty \leq 1 \} \). There is an algorithm \( \mathcal{A} \) which maintains a coreset \( S \subseteq [n] \) from which we can compute an ellipsoid \( E' \) such that

\[
E' \subseteq K \subseteq \Delta E'
\]

where

- in the streaming model, \( \Delta = O(\sqrt{d \log n}) \), \( |S| = O(d \log n) \), and \( \mathcal{A} \) uses \( O(d^2 \log^2 n) \) bits of space.
- in the online coreset model, \( \Delta = O(\sqrt{d \log(\kappa \log \kappa)} \) and \( |S| = O(d \log(\kappa \log \kappa)) \).

Since \( K \subseteq E \subseteq \sqrt{d}K \), \( E' \) is an \( O(\Delta \sqrt{d}) \)-approximate Löwner–John ellipsoid.

The proof is sketched in Remark 11.2.2.

We also show that we can also get results in the convex hull interpretation, by using the fact that these two interpretations of the input matrix \( A \) are polars of each other. See Section 3.5 of [Tod16] for a discussion on polars and Löwner–John ellipsoids.

Using basic facts about polars (Lemma 11.4.4), we obtain the following:

Corollary 11.4.8. Let \( A \) be an \( n \times d \) matrix presented in one pass over a row arrival stream. Define the polytope \( K = \text{conv}(\{\pm a_1, \pm a_2, \ldots, \pm a_n\}) \). There is an algorithm \( \mathcal{A} \) which maintains a coreset \( S \subseteq [n] \) from which we can compute an ellipsoid \( E' \) such that

\[
E' \subseteq K \subseteq \Delta E'
\]

where

- in the streaming model, \( \Delta = O(\sqrt{d \log n}) \), \( |S| = O(d \log n) \), and \( \mathcal{A} \) uses \( O(d^2 \log^2 n) \) bits of space.
- in the online coreset model, \( \Delta = O(\sqrt{d \log(\kappa \log \kappa)} \) and \( |S| = O(d \log(\kappa \log \kappa)) \).

Since \( K \subseteq E \subseteq \sqrt{d}K \), \( E' \) is an \( O(\Delta \sqrt{d}) \)-approximate Löwner–John ellipsoid.

**Proof.** We claim that we can just interpret the row arrival stream as in Theorem 11.4.7, and then simply invert the quadratic form of the ellipsoid. Using Theorem 11.4.7 and Lemma 11.4.4, we obtain some ellipsoid \( E \) such that

\[
E \subseteq K^\circ \subseteq \lambda E
\]

for some \( \lambda \). Then, the ellipsoid with the inverse quadratic form of \( E \) is \( E^\circ \) and satisfies

\[
E^\circ \supseteq K \supseteq \frac{1}{\lambda} E^\circ
\]

by Lemma 11.4.4. Scaling by \( \lambda \) gives the desired conclusion.

Lower bound

In this section, we show the negative result that approximate Löwner–John ellipsoids cannot be maintained in the row arrival model with small space, if the desired approximation is much smaller than \( \sqrt{d} \).

Our main result of the section is the following.
Theorem 11.4.9. Let \( n = d^c \), where \( c \geq 1 \) is any constant integer. Suppose an algorithm \( \mathcal{A} \) computes an \( \alpha \)-approximate L"owner–John ellipsoid of any \( n \times d \) matrix \( \mathbf{A} \) with probability at least \( 2/3 \), for \( \alpha = c' \sqrt{d} \) for a sufficiently small constant \( c' \), in one pass over a row arrival stream. Then, \( \mathcal{A} \) must use \( \Omega(n) \) bits of space.

Proof. We show the result by reduction from the INDEX problem (Theorem 2.2.1).

Let \( S \) be the set constructed in Theorem 11.3.2 with \( p \) in the lemma set to \( c \), so that \( |S| = d^c = n \). Then, Alice constructs an \( |A| \times d \) matrix \( \mathbf{A} \) by choosing the vectors of \( S \) corresponding to the indices \( i \in A \). Alice then runs the algorithm \( \mathcal{A} \) on the rows of \( \mathbf{A} \), then passes the working memory of the algorithm to Bob.

Let \( i* \in [n] \) be the index given to Bob. We claim that Bob can then figure out whether \( i* \in A \) or not using this working memory. Let \( \mathbf{b} \in S \) be the vector in \( S \) indexed by \( i* \). Let \( \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_{d-1} \in \mathbb{R}^d \) be an orthonormal basis to the orthogonal complement \( \{ \mathbf{x} \in \mathbb{R}^d : \langle \mathbf{b}, \mathbf{x} \rangle = 0 \} \) of \( \mathbf{b} \). Then, Bob inserts the following rows into the working memory of \( \mathcal{A} \):

\[
\begin{align*}
&4(d-1) \text{ rows } \pm d \cdot \mathbf{u}_i \pm \mathbf{b} / \sqrt{d} \text{ for } i \in [d-1] \\
&2(d-1) \text{ rows } \pm R \cdot \mathbf{u}_i \text{ for } i \in [d-1], \text{ for a large } R = \text{poly}(d) \text{ to be determined}
\end{align*}
\]

Bob will then report that \( i* \in A \) if and only if \( \mathbf{b} \) belongs to the \( \alpha \)-approximate L"owner–John ellipsoid that is output by \( \mathcal{A} \).

If \( i* \in A \), then it is obvious that \( \mathbf{b} \) must be in the L"owner–John ellipsoid, so suppose that \( i* \notin A \). By rotating, we assume without loss of generality that \( \mathbf{b} = \sqrt{d} \cdot \mathbf{e}_1 \) and \( \mathbf{u}_i = \mathbf{e}_{i+1} \) for \( i \in [d-1] \). Now consider the exact L"owner–John ellipsoid \( E \) of the input dataset including all rows added by both Alice and Bob, and let \( g \) be the largest magnitude achieved by a point \( \mathbf{g} \in E \), in the direction of \( \mathbf{b} \). Suppose for contradiction that \( g \geq 2 \).

Replacing Alice’s points by a box. Let \( V = \{ \pm d \cdot \mathbf{u}_i \pm \mathbf{b} / \sqrt{d} : i \in [d-1] \} \) be the rows added by Bob. We first show that the L"owner–John ellipsoid does not change if we remove all of Alice’s points, by showing that the convex hull of \( V \) must contain Alice’s points. Note that Alice’s points all have \( \ell_2 \) norm at most \( \sqrt{d} \) and \( \mathbf{e}_1 \) component at most 1. If \( \mathbf{x} \) is any point with \( x_1 = 0 \), then \( d \cdot \mathbf{x} / \| \mathbf{x} \|_1 \) is a convex combination of \( \pm d \cdot \mathbf{e}_i \). The \( \ell_2 \) norm of this point is at least

\[
\left\| \frac{d \cdot \mathbf{x}}{\| \mathbf{x} \|_1} \right\|_2 = d \frac{\| \mathbf{x} \|_2}{\| \mathbf{x} \|_1} \geq \sqrt{d}.
\]

Thus, applying this to any of Alice’s points \( \mathbf{x} \) with the first coordinate removed, these points must lie in \( \text{conv}(V) \), since \( d \cdot \mathbf{x} / \| \mathbf{x} \|_1 \in \text{conv}(V) \) is a vector in the same direction with a greater magnitude as \( \mathbf{x} \) that is also in \( \text{conv}(V) \). It follows that \( \mathbf{x} \) must lie in \( \text{conv}(V) \) as well.

Reduction to a two-dimensional ellipse. Note that \( V \) is symmetric with respect to flipping signs on coordinates, and so is \( \text{conv}(V) \), and thus so is the L"owner–John ellipsoid of \( \text{conv}(V) \). Now let \( \mathbf{v} \in V \) be any vertex of \( \text{conv}(V) \), and consider the two-dimensional ellipse \( E' \) obtained by intersecting \( E \) with the plane spanned by \( \mathbf{v} \), and \( \mathbf{b} \). Write this ellipse as \( E' = \{ (x, y) : ax^2 + by^2 \leq 1 \} \), where the cross term disappears due to symmetry of the ellipse. We will think of the \( x \) direction as the \( \mathbf{b} \) direction, and refer to this coordinate system as the \( E' \) coordinate system.
Bounds on the ellipse. If the $V$ vertices do not contact the ellipsoid, then they can be removed from the Löwner–John ellipsoid, which means that the Löwner–John ellipsoid would be degenerate since it would lie on a $(d-1)$-dimensional space. Thus, the vertices of $V$ must contact the ellipsoid. Similarly, for large enough $R$, the points $\pm R \cdot u_i$ must also contact the ellipsoid, since otherwise removing them would lead to a John ellipse of bounded radius. Note that the $\ell_2$ diameter of $\text{conv}(V)$ is at most $O(d)$, so a Löwner–John ellipsoid of $\text{conv}(V)$ would have radius at most $O(d^{3/2})$, which means the above holds when $R$ is chosen to be larger than some $O(d^{3/2})$. Also, we have a point $(g, 0) \in E'$ for $g > 2$. Then, we have that $a = 1/g^2$ and $b = 1/R^2$ so that

$$E' = \left\{ (x, y) : \frac{1}{g^2}x^2 + \frac{1}{R^2}y^2 \leq 1 \right\}.$$

Note that the $V$ vertices have the form $(\pm d, \pm 1)$ in the $E'$ coordinate system. However, we then have that

$$\frac{1}{g^2} + \frac{d^2}{R^2} \ll 1$$

so they in fact cannot contact the ellipse. We conclude that $g > 2$ is impossible.

Finally, even if we have an $\alpha$-approximate Löwner–John ellipsoid, $b$ will still not be contained in the ellipsoid, so the Bob will still output the correct answer. \hfill \Box

Remark 11.4.10. By replacing our use of Theorem 11.3.2 with $n$ random unit vectors in $d$ dimensions, we can instead get a collection of vectors with inner product $\Theta(\sqrt{(\log n)/d})$, which leads to an $\Omega(n)$ bit lower bound for distortions better than $O(\sqrt{d/\log n})$, even for $n$ larger than poly$(d)$.

Remark 11.4.11. Note that the above lower bound holds even if Alice and Bob compute a general convex body $K$ such that

$$E \subseteq K \subseteq \alpha E,$$

since such a $K$ can still detect whether Bob’s point is in Alice’s point set or not.

11.4.4 Volume maximization

We next consider the problem of selecting $k$ rows that approximately maximizes the volume of the parallelepiped spanned by the rows, known as volume maximization, or maximum a posteriori (MAP) inference of determinantal point processes (DPPs) [BKLZ20]. Relative error guarantees for this problem have been studied by [IMGR19, IMGR20, MRWZ20], culminating in the following:

Theorem 11.4.12 (Streaming volume maximization, Theorem 1.9 of [MRWZ20]). Let $A \in \mathbb{Z}^{n \times d}$ have entries bounded by poly$(n)$ and $k \geq 1$. Let $C \in [1, (\log n)/k]$. There is a one-pass streaming algorithm that computes a subset $S \subseteq [n]$ of $k$ points such that

$$\Pr\left\{ O(Ck^{k/2} \text{Vol}(A|_S)) \geq \text{Vol}(A|_{S^*}) \right\} \geq \frac{2}{3}$$

where $\text{Vol}(A|_S)$ is the volume of the parallelepiped spanned by the rows $A|_S$ indexed by $S$ and $A|_{S^*}$ is a set of $k$ rows that maximizes the volume. The algorithm uses $O(n^{O(1/C)}d)$ bits of space.
This result is obtained by combining coresets for volume maximization [IMGR19] with streaming ε-kernels for directional width [Cha06]. Note that even when \( C = (\log n)/k \), the space complexity is \( \exp(O(k))d \) and thus still exponential in \( k \). By replacing ε-kernels for directional width with our \( \ell_\infty \) subspace sketch result, we obtain the first relative error polynomial space algorithms for volume maximization\(^2\).

**Theorem 11.4.13 (Streaming volume maximization in polynomial space).** Let \( A \in \mathbb{Z}^{n \times d} \) with entries bounded by \( \text{poly}(n) \) and \( k \geq 1 \). Let \( 1 < C < (\log n)/k \) and \( r = (\log n)/C \). There is a one-pass streaming algorithm that computes a subset \( S \subseteq [n] \) of \( k \) points such that

\[
\Pr \left\{ O(r^2 C k \log^2 n)^{k/2} \Vol(A|S) \geq \Vol(A|S_*) \right\} \geq \frac{2}{3}
\]

where \( \Vol(A|S) \) is the volume of the parallelepiped spanned by the rows \( A|S \) indexed by \( S \) and \( A|S_* \) is a set of \( k \) rows that maximizes the volume. The algorithm uses \( O(rd \log^2 n) \) bits of space.

If only the indices (rather than the \( d \)-dimensional rows) are required, there is an algorithm using \( O(k^2 \log^3 n) \) bits of space with \( O(k \log n)^k \) distortion.

**Proof.** The following is shown in [MRWZ20]:

**Lemma 11.4.14 (Lemmas 5.13, 5.14 of [MRWZ20]).** Let \( r = \Theta((\log n)/C) \). Let \( G \in \mathbb{R}^{d \times r} \) have each entry drawn i.i.d. from the Gaussian distribution \( \mathcal{N}(0, 1/r) \). Then:

- The volume of the optimal \( k \)-subset \( A|S_* \) satisfies
  \[
  \Pr \left\{ 2^k \Vol(AG|S_*) \geq \Vol(A|S_*) \right\} \geq \frac{9}{10}
  \]
- \[
  \Pr \left\{ \forall S \in \left( \begin{array}{c} n \\ k \end{array} \right), \Vol(AG|S) \leq O(Ck)^{k/2} \Vol(A|S) \right\} \geq \frac{9}{10}
  \]

Thus, up to a \( O(Ck)^{k/2} \) factor loss in the approximation factor, we may replace \( A \) by the \( n \times r \) matrix \( AG \). Now applying the observation of Section 11.4.1, we can obtain a directional height coreset for \( AG \) from our Theorem 11.2.1, which produces a set \( T \subseteq [n] \) of size \( |T| \leq O(r \log n) \) with distortion \( \kappa = O(\sqrt{r \log n}) \). Observation 5.9 of [MRWZ20] and Lemma 3.3 of [IMGR19] then shows that the maximum volume subset of the directional height coreset approximates the maximum volume subset of \( A \) up to a factor of \( \kappa^{2k} = (\kappa^4)^{k/2} \). The total approximation factor is thus \( O(\kappa^4 C k)^{k/2} \), while the space complexity is \( O(dr \log n + |T|d \log n) = O(|T|d \log n) \) for storing \( G \) and the coreset.

If we only need to output the indices of the coreset, then we can first replace the Gaussian matrix \( G \) with a subspace embedding with a small seed as in, e.g., [KMN11]. Then by setting \( \delta = \exp(-\Theta(k^2 \log n)) \), we have an \( O(\log \frac{1}{\delta}) \times d \) matrix \( S \) such that, with probability at least \( 1 - n^{-k} \), for any fixed \( d \times k \) matrix \( R \), \( \|SRx\|_2 = \Theta(1)\|Rx\|_2 \) for all \( x \in \mathbb{R}^k \), where \( S \) can be generated from a seed of length \( \tilde{O}(\log k + \log \frac{1}{\delta}) \). In particular, \( \|SR\|_2 = \Theta(1)\|R\|_2 \) under this

\(^2\)The algorithm of [BKLZ20] has polynomial space as well, but has an additive error guarantee.
event. We now consider any subset \( S \in \binom{[n]}{k} \). Then by the same reasoning as in [MRWZ20], we have that the volume spanned by \( A|_S = U\Sigma V^T \) written in the SVD is 
\[
\sqrt{\det(A|_S A|_S^T)} = \sqrt{\det(\Sigma^2)}
\]
while the volume of the embedded matrix \( A|_S S^T \) is at most 
\[
\sqrt{\det(A|_S S^T S A|_S^T)} = \sqrt{\det(\Sigma V^T S^T S V \Sigma)} \leq \|SV\|_2^k \sqrt{\det(\Sigma^2)}.
\]
Conditioned on the operator norm preservation of \( V \) by \( S \) for all \( \binom{n}{k} \) subsets \( S \), this is at most 
\[
O(\|V\|_2^k \sqrt{\det(\Sigma^2)} \leq \exp(O(k)) \sqrt{\det(\Sigma^2)}.
\]
The fact that the volume of the maximal volume subset \( S_* \) does not shrink by more than \( \exp(O(k)) \) follows similarly as in [MRWZ20]. Then, we repeat the reasoning as before with \( r = O(k^2 \log n) \) on using the directional height coresets, so that our total space usage is just the seed length for the subspace embedding and the storage of the directional height coreset, which is \( O(|T| \log n) = O(r \log^2 n) = O(k^2 \log^3 n) \). The total distortion is \( O(\sqrt{r \log n})^{2k} = O(k \log n)^k \).

### 11.4.5 Minimum-width spherical shell

Our next application is the problem of approximating the spherical shell of minimum width which encloses a set of points. Formally, a spherical shell centered at \( c \in \mathbb{R}^d \) with inner radius \( r \) and outer radius \( R \) is \( \sigma(c, r, R) := \{ x \in \mathbb{R}^d : r \leq \|x - c\|_2 \leq R \} \), and we seek relative error approximations to \( R - r \). This problem has received much attention in the computational geometry literature [AS98, AAHS99, Cha02, Cha06]. We give a high-dimensional streaming algorithm for this problem in Theorem 11.4.15. Our proof of Theorem 11.4.15 for minimum-width spherical shells requires additional care to handle general instances, rather than just centrally symmetric instances.

**Theorem 11.4.15** (Minimum width spherical shell in polynomial space). Let \( A \) be an \( n \times d \) matrix presented in one pass over a row arrival stream. There is an algorithm \( \mathcal{A} \) which maintains a coreset \( S \subseteq [n] \) from which we can compute find a center \( \hat{c} \), inner radius \( \hat{r} \) and outer radius \( \hat{R} \) such that \( \sigma(\hat{c}, \hat{r}, \hat{R}) \supseteq \{a_i\}_{i=1}^n \) and 
\[
\hat{R} - \hat{r} \leq \Delta^{3/2} \min_{\sigma(c, r, R) \supseteq \{a_i\}_{i=1}^n} (R - r)
\]
where
- in the streaming model, \( \Delta = O(\sqrt{d \log n}) \), \( |S| = O(d \log n) \), and \( \mathcal{A} \) uses \( O(d^2 \log^2 n) \) bits of space.
- in the online coreset model, \( \Delta = O(\sqrt{d \log (nk^{OL})}) \) and \( |S| = O(d \log (nk^{OL})) \).

**Proof.** We will always store the first point \( a_1 \) in order to translate our input instance to the origin. Now for each \( i \in [n] \), define the vector \( b_i \in \mathbb{R}^{d+1} \) by setting the first \( d \) coordinates to
be \(-2(a_i - a_1)\) and the last coordinate to be \(\|a_i - a_1\|_2^2\). Given \(a_1\), we can always compute \(b_i\) if we have stored \(a_i\). Similarly, define \(b_i'' \in \mathbb{R}^{d+2}\) to be \(b_i\) with an additional 1 appended as the \((d+2)\)th coordinate.

We now proceed by a variation on the standard linearization trick [AHV04]. Suppose that we wish to compute the width \(R - r\) of the minimum-width spherical shell \(\sigma(c, r, R)\) containing \(\{a_i\}_{i=1}^n\), centered at some arbitrary \(c \in \mathbb{R}^d\). Note that the inner radius is given by \(r = \min_j \|c - a_j\|_2\) while the outer radius is given by \(R = \max_i \|c - a_i\|_2\). Now note that

\[
R^2 - r^2 = \max_i \|c - a_i\|_2^2 - \min_j \|c - a_j\|_2^2
\]

\[
= \max_i \|c\|_2^2 - 2\langle c, a_i \rangle + \|a_i\|_2^2 - \min_j \|c\|_2^2 - 2\langle c, a_j \rangle + \|a_j\|_2^2
\]

\[
= \max_i -2\langle c, a_i \rangle + \|a_i\|_2^2 - \min_j -2\langle c, a_j \rangle + \|a_j\|_2^2
\]

\[
= \max_i \langle b_i, c' \rangle - \min_j \langle b_j, c' \rangle
\]

where \(c' = [c, 1]\). Then by the discussion in Section 11.4, our \(\ell_\infty\) subspace sketch coreset result of Theorem 11.2.1 can estimate this up to a factor of \(\Delta\) both in the row arrival streaming model and the online coreset model. Similarly, note that

\[
R^2 = \max_i \|c - a_i\|_2^2
\]

\[
= \max_i \|c\|_2^2 - 2\langle c, a_i \rangle + \|a_i\|_2^2
\]

\[
= \max_i \langle b_i'', c'' \rangle
\]

where \(c'' = [c, 1, \|c\|_2^2]\). We estimate this quantity up to a \(\Delta\) factor using Theorem 11.2.1 as well. Note then that

\[
R - r = \frac{R^2 - r^2}{R + r} = \Theta\left(\frac{R^2 - r^2}{R}\right)
\]

and we obtain a \(\Delta\) factor approximation to the numerator, while we obtain a \(\sqrt{\Delta}\) factor approximation to the denominator. Thus, overall, we obtain a \(\Delta^{3/2}\)-approximation to the entire quantity.

\[\square\]
Chapter 12

Applications: active $\ell_p$ linear regression
[MMWY22, WY23a]

12.1 Active $\ell_p$ linear regression

One of the motivating problems for the study of subspace embeddings is the least squares linear regression problem [DMM06a, Sar06] and, more generally, the $\ell_p$ linear regression problem, in which we wish to approximately solve

$$\min_{x \in \mathbb{R}^d} \|Ax - b\|_p^p.$$ 

When one takes a sampling-based approach to constructing the subspace embedding for the matrix $[A \; b]$, including many of the algorithms previously, then the final solution only depends on very few coordinates of the target vector $b$, namely the $r$ rows sampled by the subspace embedding matrix $S$. Thus, this gives hope for an algorithm which minimizes the number of entries of the target vector $b$ it has to read, which is a problem known as active learning or active regression.

**Definition 12.1.1** (Active $\ell_p$ linear regression). An active $\ell_p$ linear regression algorithm has query complexity $r$ if, given $A \in \mathbb{R}^{n \times d}$ and query access to the entries of $b \in \mathbb{R}^n$, it reads $r$ entries of the vectors and outputs $\hat{x} \in \mathbb{R}^d$ such that

$$\|A\hat{x} - b\|_p^p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \|Ax - b\|_p^p.$$ 

Our goal is to minimize the query complexity $r$.

Such an algorithm has significant value in practice, since label acquisition can oftentimes require significantly more resources than the training features. Indeed, viewing a single entry of $b$ might require running a survey, physical experiment, or time-intensive computer simulation [SWMW89, Puk06].

Unfortunately, the previous approach of constructing sampling-based subspace embeddings for $[A \; b]$ does not immediately yield active regression algorithms, since the sampling probabilities will depend on $b$, and thus the algorithm needs to read all entries of $b$. A natural idea to overcome this problem is to take the sampling probabilities to only depend on $A$ but not $b$, by, for example,
using the $\ell_p$ Lewis weights of the matrix $A$ without including $b$. However, the correctness of this algorithm is then no longer clear, as we no longer have the subspace embedding guarantee which includes $b$. Nonetheless, prior work has shown that this approach in fact $\textit{does}$ yield efficient active regression algorithms in several cases.

For the most important case of $p = 2$, the work of [CP19] obtained an optimal bound of $\Theta(\varepsilon^{-1} d)$, which notably removes a $\log d$ factor that is inherent in sampling-bashed approaches, by using spectral sparsifiers developed in [LS15]. For perhaps the next most important case of $p = 1$, which corresponds to least absolute deviations regression, two simultaneous works [CD21, PPP21] showed that a sampling-based approach which takes the sampling probabilities to be the $\ell_1$ Lewis weights of $A$ (without appending $b$) yields an upper bound of $O(\varepsilon^{-2} d \log(d/\varepsilon))$, with a nearly matching lower bound of $\Omega(\varepsilon^{-2} d)$. However, besides these two special cases, the true sample complexity of active $\ell_p$ linear regression is far from settled. The only other known bound is an upper bound of $\tilde{O}(\varepsilon^{-2} d^2 \log(d/\varepsilon))$ due to [CD21] for $1 < p < 2$. This leads to the following question:

\textbf{Question 12.1.2.} What is the query complexity of active $\ell_p$ linear regression for $p \neq 1, 2$?

In two works [MMWY22, WY23a], we obtain nearly optimal solutions to Question 12.1.2 for the entire range of $0 < p < \infty$.

\textbf{Theorem 12.1.3} (Nearly optimal active $\ell_p$ linear regression, [MMWY22, WY23a]). There is an active $\ell_p$ linear regression algorithm (see Definition 12.1.1) with query complexity at most $r$ with probability at least $99/100$, where

$$r = \begin{cases} 
\tilde{O}(\varepsilon^{-2} d) & 0 < p < 1 \\
\tilde{O}(\varepsilon^{-1} d) & 1 < p < 2 \\
\tilde{O}(\varepsilon^{1-p} d^{p/2}) & 2 < p < \infty 
\end{cases}$$

Furthermore, for any active $\ell_p$ linear regression algorithm which succeeds with probability at least $99/100$, its query complexity $r$ must be at least

$$r = \begin{cases} 
\Omega(\varepsilon^{-2} d) & 0 < p < 1 \\
\Omega(\varepsilon^{-1} d) & 1 < p < 2 \\
\Omega(\varepsilon^{1-p} d^{p/2}) & 2 < p < \infty 
\end{cases}$$

Notably, we show that there is a sharp phase transition in the behavior of the query complexity at $p = 1$, where $p > 1$ admits an upper bound of $\tilde{O}(\varepsilon^{-1} d)$ queries while $p \leq 1$ requires $\Omega(\varepsilon^{-2} d)$ queries. We also note that while we have stated Theorem 12.1.3 for constant probability, we will in general obtain an algorithm with failure probability $1 - \delta$ where the number of samples scales as $(\log \frac{1}{\delta})^2$. It is an interesting open question to reduce this dependence to linear in $\log \frac{1}{\delta}$.

The algorithm used in the proof of Theorem 12.1.3 is similar to prior ideas, and we simply take the approach of sampling rows of $A$ and entries of $b$ proportionally to the $\ell_p$ Lewis weights of $A$. However, a tight analysis of this algorithm requires significantly new ideas, and in particular, we introduce two key ingredients. The first is the observation that, while the $\ell_p$ Lewis weights do not upper bound the sensitivity of the entries of $b$, any entry $b_i$ of $b$ can be classified as either “too big” or “not too big” by comparing $b_i$ to the $i$th sensitivity (see Definition 6.1.2) $\sigma_i(A)$. For
entries which are “too big”, we show that the loss contribution $\|Ax - b\|^p = \|\langle a_i, x \rangle - b \|^p$ on the $i$th coordinate is dominated by $b_i$ for any nearly optimal solution $x$, and thus this entry can be effectively ignored. On the other hand, for entries $b_i$ which are “not too big”, the sensitivity of $b_i$ is bounded by $\sigma_i(A)$, which allows an appropriate modification of the chaining arguments for Lewis weight sampling [BLM89, LT91, SZ01] to go through. The idea above is sufficient for nearly optimal bounds for $p < 1$, but for $p > 1$, this still leads to a result that is off by a single $\varepsilon$ factor. In order to further optimize our bounds, we additionally introduce a second novel technique which allows us to reduce the $\varepsilon$ dependence by using the strict convexity of the $\ell_p$ loss for $p > 1$. This is done by noting that for $p > 1$, nearly optimal solutions must necessarily be close to the optimal solution, and this fact can be used to improve the sampling error analysis.

In Chapter 13, we will discuss various applications of these ideas developed in [WY24a]. Our work has also been used to obtain online active regression algorithms in follow-up work of [CLS22].

### 12.2 Constant factor solution

Our first task is to establish that the “sample-and-solve” algorithm (Algorithm 4) gives a constant factor solution to the active $\ell_p$ linear regression problem. Such a result has already been shown in prior work such as [DDH+09] and is based on a simple analysis that only needs the property that the $\ell_p$ sampling matrix $S$ is an $\ell_p$ subspace embedding.

**Algorithm 4** Constant factor $\ell_p$ regression

**input:** Matrix $A \in \mathbb{R}^{n \times d}$, measurement vector $b \in \mathbb{R}^n$.

**output:** Approximate solution $\tilde{x} \in \mathbb{R}^d$ to $\min_{x} \|Ax - b\|_p$.

1. Let $S \in \mathbb{R}^{m \times n}$ be an $1/2$-approximate $\ell_p$ subspace embedding for $A$ (Theorem 6.5.1).
2. return $\tilde{x}$ with $\|SA\tilde{x} - Sb\|_p \leq (1 + \eta) \cdot \min_{x \in \mathbb{R}^d} \|SAx - Sb\|_p$ for $\eta \geq 0$.

**Remark 12.2.1.** Running Algorithm 4 only requires querying $m$ entries of $b$ in order to construct the vector $Sb$. Also note that in Line 2 of the algorithm, we would have $\eta = 0$ if an exact minimizer of the subsampled regression problem $\min_{x} \|SAx - Sb\|_p^p$ was obtained. To allow for the use of approximation algorithms in implementing Line 2, we state the method for a general $\eta \geq 0$.

We first give an algorithm which works with constant probability, and then show in Section 12.2.1 how to boost the probability to $1 - \delta$ for any $\delta \in (0, 1)$, while incurring an $O(\log(1/\delta))$ factor overhead in our sample complexity.

**Theorem 12.2.2** (Constant factor approximation). For $A \in \mathbb{R}^{n \times d}$, $b \in \mathbb{R}^n$, and $0 < p < \infty$, let $\text{OPT} = \min_{x \in \mathbb{R}^d} \|Ax - b\|_p$. For any $\delta \in (0, 1]$, if $\tilde{x}$ is the output of Algorithm 4, then with probability at least $1 - \delta$,

$$\|A\tilde{x} - b\|_p \leq 2^{2\max\{0, 1/p-1\} + 1 + 1/p}(3 + \eta)/\delta^{1/p} \cdot \text{OPT}.$$  

When $\delta$ is constant (e.g., $\delta = 1/100$) and $(1 + \eta)$ is constant (e.g., $\eta = 0$) then $\|A\tilde{x} - b\|_p \leq C \cdot \text{OPT}$ for constant $C$.  
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12.2.2 – i.e., that
We now show a boosting step for our constant factor approximation algorithm (Algorithm 4),

\[
\|Ax - b\|_p \leq 2^{\max\{0,1/p-1\}}(\|Ax^* - b\|_p + \|Ax - Ax^*\|_p) = 2^{\max\{0,1/p-1\}}(OPT + \|Ax - Ax^*\|_p).
\]

Applying the subspace embedding property of Theorem 6.5.1 with \(\varepsilon = 1/2\) and failure probability \(\delta/2\), we conclude that, with probability at least \(1 - \delta/2\),

\[
\|Ax - b\|_p \leq 2^{\max\{0,1/p-1\}}(OPT + 2\|SAx - SAx^*\|_p).
\]

By similar reasoning, we have \((\|SAx - SAx^*\|_p) \leq 2^{\max\{0,1/p-1\}}(\|SAx - Sb\|_p + \|SAx^* - Sb\|_p)\).

We know that \(\|SAx - Sb\|_p \leq (1 + \eta) \cdot \min_{x \in R^d}\|SAx - Sb\|_p \leq (1 + \eta) \cdot \|SAx^* - Sb\|_p\), so we conclude that

\[
\|SAx - SAx^*\|_p \leq 2^{\max\{0,1/p-1\}}(2 + \eta)\|SAx - Sb\|_p.
\]

Finally, note that \(E[\|SAx^* - Sb\|_p] = OPT^p\) for \(\ell_p\) sampling matrices \(S\). Then by Markov’s inequality, with probability \(\geq 1 - \delta/2\), \(\|SAx^* - Sb\|_p \leq OPT^p / (\delta/2)\) and so \(\|SAx^* - Sb\|_p \leq OPT / (\delta/2)^{1/p}\). Combining all these bounds we have that with probability \(1 - \delta\),

\[
\|Ax - b\|_p \leq 2^{\max\{0,1/p-1\}}(OPT + 2 \cdot 2^{\max\{0,1/p-1\}}(2 + \eta) \cdot 2^{1/p} OPT / \delta^{1/p})
\]

\[
\leq 2^{2\max\{0,1/p-1\}+1+1/p}(3 + \eta) OPT / \delta^{1/p}.
\]

\[\square\]

### 12.2.1 Probability boosting for constant factor approximation

We now show a boosting step for our constant factor approximation algorithm (Algorithm 4), described in Algorithm 5. If we repeat the constant factor approximation algorithm with success probability \(99/100\) for a total of \(O(\log(1/\delta))\) times, then via a standard Chernoff bound, with probability at least \(1 - \delta\), at least \(9/10\) of the computed \(x_c\) will satisfy the guarantee of Theorem 12.2.2 – i.e., that \(\|Ax_c - b\|_p = O(OPT)\). Thus, we just need to identify one of these good solutions, which Algorithm 5 does, deterministically, and without reading any entries of \(b\). The approach simply computes pairwise distances between solutions and returns any solution with a relatively low distance to at least \(1/2\) of the other solutions. For later use, we state the result in terms of a general error measure \(\|\cdot\|\) which satisfies an approximate triangle inequality (for example, \(\|\cdot\|_p\) for \(p \in (0, 1)\) satisfies an approximate triangle inequality with constant \(2^{1/p-1}\) by Fact 2.1.1).

**Theorem 12.2.3** (Constant factor \(\|\cdot\|\) regression – success boosting). Consider \(A \in R^{n \times d}\), \(b \in R^n\), and an error measure \(\|\cdot\|\) which satisfies an approximate triangle inequality, that is, there exists a constant \(\kappa \geq 1\) such that \(\|y_1 + y_2\| \leq \kappa(\|y_1\| + \|y_2\|)\) for any two vectors \(y_1, y_2 \in R^n\). Let \(OPT = \min_{x \in R^d}\|Ax - b\|\). Given a set of solution vectors \(x_1, \ldots, x_e \in R^d\) where \(\|Ax_i - b\| \leq \alpha \cdot OPT\) for at least \(9/10 \cdot \ell\) of the vectors, Algorithm 5 identifies \(x_i\) with \(\|Ax_i - b\| \leq (\kappa \alpha + 2\kappa^3(\alpha + 1)) \cdot OPT\), without querying any entries of \(b\).

**Proof.** Let \(x^* = \arg\min_{x \in R^d}\|Ax - b\|\). Call \(x_i\) good if \(\|Ax_i - b\| \leq \alpha \cdot OPT\). By approximate triangle inequality, for any good \(x_i\),

\[
\|Ax_i - Ax^*\| \leq \kappa(\|Ax_i - b\|_p + \|Ax^* - b\|_p) = \kappa(\alpha + 1) \cdot OPT.
\]
Algorithm 5  Probability Boosting for Constant Factor Active $\ell_p$ Regression

**input:** $\ell$ candidate solutions $x_1, \ldots, x_\ell$ with at least $9/10 \cdot \ell$ satisfying $\|Ax_i - b\|_p \leq \alpha \min_{x} \|Ax - b\|_p$.

**output:** Approximate solution $\hat{x} \in \mathbb{R}^d$ to $\min_{x} \|Ax - b\|_p$.

1. Let $d \in \mathbb{R}^{\ell^2}$ contain all pairwise distances $\|Ax_i - Ax_j\|_p$ (over ordered pairs $(i, j)$) sorted in increasing order. Let $\tau = d([\ell^2 \cdot 8/10])$ be the $80^\text{th}$ percentile distance.
2. Return any $x_i$ such that $\|Ax_i - Ax_j\|_p \leq \tau$ for at least $1/2 \cdot \ell$ vectors $x_j$.

Thus, again via approximate triangle inequality, for any good $x_i, x_j$,

$$\|Ax_i - Ax_j\| \leq \kappa(\kappa + 1) \cdot \text{OPT} + \kappa(\kappa + 1) \cdot \text{OPT} = 2\kappa^2(\kappa + 1) \cdot \text{OPT}.$$ 

Thus, for the pairwise distance vector $d \in \mathbb{R}^{\ell^2}$ computed in line 1 of Algorithm 5, at least $(9/10)^2 \cdot \ell^2 \geq 8/10 \cdot \ell^2$ of the distances will be upper bounded by $2\kappa^2(\kappa + 1) \cdot \text{OPT}$. Thus, the threshold $\tau$ computed in Line 1, which is the $80^\text{th}$ percentile of the distances, gives a lower bound $\tau \leq 2\kappa^2(\kappa + 1) \cdot \text{OPT}$. In Line 2, we return any $x_i$ with $\|Ax_i - Ax_j\| \leq \tau$ for at least $1/2 \cdot \ell$ vectors $x_j$. First observe that at least one such $x_i$ must exist. Otherwise, at most $1/2 \cdot \ell^2$ of the pairwise distances would lie below $\tau$.

Additionally, observe that since at least $9/10 \cdot \ell$ of the $x_i$ are good, if $x_i$ is returned, it must have $\|Ax_i - Ax_j\| \leq \tau \leq 2\kappa^2(\kappa + 1) \cdot \text{OPT}$ for at least one good $x_j$. Since this good $x_j$ has $\|Ax_j - b\| \leq \alpha \cdot \text{OPT}$, by approximate triangle inequality, the returned $x_i$ must then satisfy

$$\|Ax_i - b\| \leq \kappa(\kappa + 2\kappa^2(\kappa + 1)) = (\kappa + 2\kappa^3(\kappa + 1)) \cdot \text{OPT}.$$

## 12.3 $(1 + \varepsilon)$ factor solution

Next, we will show the following result, which shows that the “sample-and-solve” algorithm with one-sided $\ell_p$ Lewis weights can achieve a nearly optimal dependence on $\varepsilon$, as well as a polynomial dependence on the failure probability $\delta \in (0, 1)$. We will separately handle the probability boosting in Section 12.3.3 to show how to achieve a $(\log \frac{1}{\delta})^2$ dependence.

**Theorem 12.3.1.** Let $S$ be the $\ell_p$ sampling matrix (Definition 6.1.1) with sampling probabilities $\gamma < \min\{1, \omega_i / \alpha\}$ for $\gamma$-one-sided $\ell_p$ Lewis weights $w \in \mathbb{R}^n$ and

$$\alpha = \begin{cases} O(\gamma)\varepsilon^2 \log n + \log \frac{1}{\varepsilon} \cdot \log \log \frac{1}{\varepsilon} & p < 2 \\ O(\gamma)^{p/2} \log n + \log \frac{1}{\varepsilon} \cdot \log \log \frac{1}{\varepsilon} & p > 2 \end{cases}$$

Then, for any $\hat{x} \in \mathbb{R}^d$ such that

$$\|S(A\hat{x} - b)\|_p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \|S(Ax - b)\|_p,$$

we have

$$\|A\hat{x} - b\|_p \leq (1 + O(\varepsilon)) \min_{x \in \mathbb{R}^d} \|Ax - b\|_p.$$
Two main ingredients are necessary to prove Theorem 12.3.1. The first is a theorem which establishes that \( \ell_p \) Lewis weight sampling preserves the cost difference \( \|Ax - b\|_p^p - \|Ax^* - b\|_p^p \), which is the following theorem that we will prove in Section 12.4.

**Theorem 12.3.2.** Let \( S \) be the \( \ell_p \) sampling matrix (Definition 6.1.1) with sampling probabilities \( q_i \geq \min\{1, w_i/\alpha\} \) for \( \gamma \)-one-sided \( \ell_p \) Lewis weights \( w \in \mathbb{R}^n \) and

\[
\alpha = \begin{cases} 
  \frac{O(\gamma)\varepsilon^2}{\eta^{2/p}} \left[(\log d)^2 \log n + \log \frac{1}{\delta}\right]^{-1} & p < 2 \\
  \frac{O(\gamma^{p/2})\varepsilon^p}{\eta \|w\|_1^{p/2-1}} \left[(\log d)^2 \log n + \log \frac{1}{\delta}\right]^{-1} & p \geq 2 
\end{cases}
\]

For each \( x^* \in \mathbb{R}^d \) and \( b^* = Ax^* - b \), with probability at least \( 1 - \delta \),

\[
\left( \|S(Ax - b)\|_p^p - \|Sb^*\|_p^p \right) - \left( \|Ax - b\|_p^p - \|b^*\|_p^p \right) \leq \varepsilon \left( \|b^*\|_p^p + \|Sb^*\|_p^p + \frac{1}{\eta} \|Ax - Ax^*\|_p^p \right)
\]

simultaneously for every \( x \in \mathbb{R}^d \).

Notably, Theorem 12.3.2 incorporates a parameter \( \eta \) which gives a trade-off between the closeness of \( x \) to the optimal solution \( x^* \) and the sample complexity, which will be crucial for achieving the nearly optimal dependence on \( \varepsilon \).

The second ingredient that we need is a result which takes a near-optimality guarantee and converts it into a closeness guarantee. These are established using various measures of the strict convexity of \( \ell_p \) norms, and are established in Section 12.3.1.

### 12.3.1 Closeness of nearly optimal solutions

The following lemma uses strong convexity for \( p < 2 \) and a Bregman divergence bound for \( p \geq 2 \) to quantify the difference between the \( \ell_p \) norms of two vectors.

**Lemma 12.3.3.** For any \( y, y' \in \mathbb{R}^n \), we have

\[
\|y'\|_p^p \geq \|y\|_p^p - 2\|y\|_p^{2-p} \langle y^{(p-1)}, y - y' \rangle + \frac{p-1}{2} \|y - y'\|_p^2
\]

if \( 1 < p < 2 \) [BMN01, Lemma 8.1] and

\[
\|y'\|_p^p \geq \|y\|_p^p - p\langle y^{(p-1)}, y - y' \rangle + \frac{p-1}{p^2} \|y - y'\|_p^p
\]

if \( 2 \leq p < \infty \) [AKPS19, Lemmas 3.2 and 4.6].

We need the following elementary computation.

**Lemma 12.3.4** (Gradients of multiple \( \ell_p \) regression). The gradient \( \nabla_x \|Ax - b\|_p^p \) is given by the formula

\[
\sum_{i=1}^n p\langle Ax - b \rangle^{(p-1)}(A^\top e_i)
\]
The following lemma uses Lemmas 12.3.3 and 12.3.4 to show that if \( x \) achieves a nearly optimal value, then \( x \) must be close to the optimal solution \( x^* \).

**Lemma 12.3.5** (Closeness of nearly optimal solutions). Let \( 1 < p < \infty \). For any \( x \in \mathbb{R}^d \) such that \( \|Ax - b\|_p \leq (1 + \eta) \text{OPT} \) with \( \eta \in (0, 1) \), we have that

\[
\|Ax - Ax^*\|_p \leq \begin{cases} O(\eta^{1/2}) \text{OPT} & \text{if } p < 2 \\ O(\eta^{1/p}) \text{OPT} & \text{if } p > 2 \end{cases}
\]

where \( x^* := \arg\min_{x \in \mathbb{R}^d} \|Ax - b\|_p \).

**Proof.** First note that for any \( x \in \mathbb{R}^d \), we have

\[
\langle (Ax^* - b)^{o(p-1)}, Ax \rangle = \sum_{i=1}^n [Ax^* - b](i)^{o(p-1)}[Ax](i) = \left\langle \sum_{i=1}^n [Ax^* - b](i)^{o(p-1)}(A^\top e_i), x \right\rangle.
\]

The left term in the product is the gradient of the objective at the optimum by Lemma 12.3.4, so this is just 0 for any \( x \). Then for \( p < 2 \), we have by Lemma 12.3.3 that

\[
\|Ax^* - b\|_p^p + \frac{p-1}{2} \|Ax - Ax^*\|_p^2 \leq \|Ax - b\|_p^2 \leq (1 + \eta)^2 \|Ax^* - b\|_p^2
\]

which rearranges to

\[
\|Ax - Ax^*\|_p \leq O(\eta^{1/2}) \text{OPT}.
\]

and for \( p > 2 \), we have by Lemma 12.3.3 that

\[
\|Ax^* - b\|_p^p + \frac{p-1}{p2^p} \|Ax - Ax^*\|_p^p \leq \|Ax - b\|_p^p \leq (1 + \eta)^p \|Ax^* - b\|_p^p
\]

which rearranges to

\[
\|Ax - Ax^*\|_p \leq O(\eta^{1/p}) \text{OPT}.
\]

\( \square \)

### 12.3.2 Iterative size reduction argument

We now give the proof of Theorem 12.3.1.

We will need the following initial result to seed our iterative argument. Note that the dependence on \( \varepsilon \) is suboptimal by an \( \varepsilon \) factor for every \( 1 < p < \infty \).

**Lemma 12.3.6.** Let \( S \) be the \( \ell_p \) sampling matrix (Definition 6.1.1) with sampling probabilities \( q_i \geq \min\{1, w_i/\alpha\} \) for \( \gamma \)-one-sided \( \ell_p \) Lewis weights \( w \in \mathbb{R}^n \) and

\[
\alpha = \begin{cases} O(\gamma)(\varepsilon\delta)^2 \left[(\log d)^2 \log n + \log \frac{1}{\delta}\right]^{-1} & \text{if } 1 \leq p < 2 \\ O(\gamma^{p/2})(\varepsilon\delta)^{p/2} \left[(\log d)^2 \log n + \log \frac{1}{\delta}\right]^{-1} & \text{if } 2 \leq p < \infty \end{cases}
\]
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Then, for any \(\hat{x} \in \mathbb{R}^d\) such that
\[
\|S(A\hat{x} - b)\|_p^p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \|S(Ax - b)\|_p^p,
\]
we have
\[
\|A\hat{x} - b\|_p^p \leq (1 + O(\varepsilon)) \min_{x \in \mathbb{R}^d} \|Ax - b\|_p^p.
\]

**Proof of Lemma 12.3.6.** We first show that
\[
\|A\hat{x} - Ax^*\|_p^p \leq O\left(\frac{1}{\delta}\right) \text{OPT}^p
\]
with probability at least \(1 - \delta\). By using the fact that \(S\) is an \(O(1)\)-approximate \(\ell_p\) subspace embedding, we have that
\[
\|A\hat{x} - Ax^*\|_p^p \leq \|S(A\hat{x} - Ax^*)\|_p^p
\]
\[
\leq 2^{p-1} \left(\|S(A\hat{x} - b)\|_p^p + \|S(Ax^* - b)\|_p^p\right) \quad \text{Fact 2.1.1}
\]
\[
\leq 2^{p+1} \|S(Ax^* - b)\|_p^p \quad \text{Approximate optimality of } \hat{X}
\]
The latter quantity is at most \(O\left(\frac{1}{\delta}\right) \text{OPT}^p\) with probability at least \(1 - \delta\) by Markov’s inequality. Thus, we may replace the optimization of \(\hat{x}\) over all \(x \in \mathbb{R}^d\) with optimization over the ball \(\{x : \|Ax - Ax^*\|_p^p = O\left(\frac{1}{\delta}\right) \text{OPT}^p\}\).

We apply Theorem 12.3.2 with accuracy parameter \(\varepsilon\) set to \(\varepsilon\delta\) and proximity parameter \(\eta\) set to 1. It follows that
\[
\left(\|S(Ax - b)\|_p^p - \|S(Ax^* - b)\|_p^p\right) - \left(\|Ax - b\|_p^p - \|Ax^* - b\|_p^p\right)
\]
\[
\leq \varepsilon\delta \left(\|Ax^* - b\|_p^p + \|S(Ax^* - b)\|_p^p + \|Ax - Ax^*\|_p^p\right) \leq O(\varepsilon) \text{OPT}^p
\]
Thus, in the ball \(\{x : \|Ax - Ax^*\|_p^p = O\left(\frac{1}{\delta}\right) \text{OPT}^p\}\), we have that
\[
\|S(Ax - b)\|_p^p = \|Ax - b\|_p^p + (\|S(Ax^* - b)\|_p^p - \|Ax^* - b\|_p^p) \pm O(\varepsilon) \text{OPT}^p.
\]
It follows that \(\hat{x}\) must minimize \(\|Ax - b\|_p^p\) up to an additive \(O(\varepsilon) \text{OPT}^p\).

Starting from this initial solution bound of Lemma 12.3.6, we can proceed via an iterative argument which alternates between using a bound on the closeness of the solution to the optimal solution to improve the approximation (Theorem 12.3.2), and using a bound on the approximation to improve the closeness to the optimum (Lemma 12.3.5). More specifically, we can show that for \(1 < p < 2\), a bound of \(C/\varepsilon^\beta\) on the sample complexity implies that a bound of \(C/\varepsilon^{2\beta/(1+\beta)}\) is sufficient as well. Iterating this argument starting from \(\beta = 2\) due to Lemma 12.3.6 for \(O(\log \log \frac{1}{\varepsilon})\) iterations yields the desired bound of \(C/\varepsilon\), as claimed. Similarly, for \(p > 2\), a bound of \(C/\varepsilon^\beta\) implies a bound of \(C/\varepsilon^{p\beta/(1+\beta)}\), which results in a final bound of \(C/\varepsilon^{p-1}\), as claimed.
Proof of Theorem 12.3.1. Let
\[ C = \begin{cases} 
O(\gamma^{-1})\delta^{-2}\|w\|_1 \left[ (\log d)^2 \log n + \log \frac{1}{\delta} \right] & p < 2 \\
O(\gamma^{-p/2})\delta^{-p}\|w\|_1^{p/2} \left[ (\log d)^2 \log n + \log \frac{1}{\delta} \right] & p > 2
\end{cases} \]

We will make use of the fact that \( \frac{C}{\eta} \approx \frac{C}{\epsilon} \). Thus, the solution to this recurrence is given by the following lemma, with parameter \( \beta \):

\[ \frac{1}{\beta} = \frac{1}{p \beta + \frac{1}{p} + 1} \]

The solution to this recurrence is given by the following lemma, with \( p = 2 \):

Lemma 12.3.7. Let \( p > 1 \) and let \( \{\beta_i\}_{i=0}^{\infty} \) be defined by the recurrence relation \( \beta_0 = p \) and \( \beta_{i+1} = p \beta_i / (1 + \beta_i) \). Then,

\[ \beta_i = \frac{1}{p^{-i}(p^{-1} - (p - 1)^{-1}) + (p - 1)^{-1}} \]

Proof. Note that \( \frac{1}{\beta_{i+1}} = \frac{1}{p \beta_i} + \frac{1}{p} \) so the sequence \( \{a_i\}_{i=0}^{\infty} \) given by \( a_i = 1/\beta_i \) satisfies the linear recurrence \( a_{i+1} = \frac{1}{p} a_i + \frac{1}{p} \). Note that this recurrence has the fixed point \( a = 1/(p - 1) \), so the sequence \( a'_i = a_i - a \) satisfies \( a'_{i+1} = \frac{1}{p} a'_i \), which gives, \( a'_i = p^{-i} a'_0 \). Thus, \( a_i - a = p^{-i}(a_0 - a) \) so

\[ \beta_i = \frac{1}{a_i} = \frac{1}{p^{-i}(a_0 - a)} + a = \frac{1}{p^{-i}(p^{-1} - (p - 1)^{-1}) + (p - 1)^{-1}}. \]
Thus, applying this argument $O(\log \log \frac{1}{\varepsilon})$ times yields that $\beta_i \leq 1 + O(1/\log(1/\varepsilon))$ which means that reading only $O(1)C/\varepsilon$ entries suffices. Union bounding over the success of the $O(\log \log \frac{1}{\varepsilon})$ rounds completes the argument.

Next, let $p > 2$. Suppose that $C/\varepsilon^\beta$ rows are needed for a $(1 + \varepsilon)$-approximate weak coreset. Now choose $a$ such that $a - p = -a\beta$, that is, $a = p/(1 + \beta)$. Then for $\eta = \varepsilon^a$ with $C\eta/\varepsilon^\beta = C/\eta^\beta$ rows yields a $(1 + \eta)$-approximate weak coreset. Then, a $(1 + \eta)$-approximate minimizer $X$ satisfies

$$\|Ax - Ax^*\|^p_p \leq O(\eta)\|Ax^* - b\|^p_p$$

by Lemma 12.3.5. For all such $x$, Theorem 12.3.2 shows that $\|S(Ax - b)\|^p_p - \|S(Ax^* - b)\|^p_p$ and $\|Ax - b\|^p_p - \|Ax^* - b\|^p_p$ are close up to an additive error of

$$\varepsilon \left(\|Ax^* - b\|^p_p + \frac{1}{\eta}\|Ax - Ax^*\|^p_p\right) = O(\varepsilon)\|Ax^* - b\|^p_p$$

Thus, $C/\eta^\beta$ rows in fact gives a $(1 + O(\varepsilon))$-approximate minimizer. That is, if $C/\varepsilon^\beta$ rows is sufficient for $(1 + \varepsilon)$-approximation, then $C/\eta^\beta = C/\varepsilon^{a\beta} = C/\varepsilon^{p\beta/(1+\beta)}$ rows is sufficient for $(1 + \varepsilon)$-approximation as well. We may now iterate this argument. Consider the sequence $\beta_i$ given by

$$\beta_1 = p, \quad \beta_{i+1} = \frac{p\beta_i}{1 + \beta_i}.$$ 

Then by Lemma 12.3.7, applying this argument $O(\log \log \frac{1}{\varepsilon})$ times yields that $\beta_i \leq (p - 1) + O(1/\log(1/\varepsilon))$ which means that reading only $O(1)C/\varepsilon^{p-1}$ entries suffices. Union bounding over the success of the $O(\log \log \frac{1}{\varepsilon})$ rounds completes the argument. □

12.3.3 High probability

Note that in the statement of Theorem 12.3.1, the dependence on the failure rate $\delta$ is polynomial. This is in fact necessary if we restrict our algorithm to be of the form of “sample-and-solve” algorithms whose sampling matrices $S$ don’t depend on $b$ (see Theorem 12.6.7). The only reason why this dependence becomes necessary in the analysis of the upper bound is that $\|S(Ax^* - b)\|^p_p$ may be as large as $O\left(\frac{1}{\delta}\right)\|Ax^* - b\|^p_p$ with probability at least $\delta$, and this is the source of the hardness result of Theorem 12.6.7 as well. This is a mild problem, and we show how to overcome this problem via the following two-stage procedure. First, we can obtain a constant factor solution $\hat{x}$ with a polylogarithmic dependence on $\delta$ via the boosting procedure described in Section 12.2.1. Then, we can run $\log \frac{1}{\delta}$ copies of the algorithm, each which succeeds with probability $1 - \delta$. Then, we can sort the runs by their estimates $\|S(A\hat{x} - b)\|^p_p$ and discard half of the runs with the highest values of $\|S(A\hat{x} - b)\|^p_p$. This guarantees that the remaining runs have $\|S(Ax^* - b)\|^p_p = O(1)\|Ax^* - b\|^p_p$ with probability at least $1 - \delta$, which is enough for the rest of the argument to go through with only a $(\log \frac{1}{\delta})^2$ dependence on $\delta$. This proves the following result:

**Theorem 12.3.8** (Nearly optimal active $\ell_p$ linear regression, high probability). There is an active $\ell_p$ linear regression algorithm (see Definition 12.1.1) with query complexity at most $r$ with
probability at least $1 - \delta$, where
\[ r = \begin{cases} 
O(\varepsilon^{-2d})(\log \delta^{-1})^2 & 0 < p < 1 \\
O(\varepsilon^{-1d})(\log \delta^{-1})^2 & 1 < p < 2 \\
O(\varepsilon^{1-p}d^{p/2})(\log \delta^{-1})^2 & 2 < p < \infty 
\end{cases} \]

### 12.4 $\ell_p$ Lewis weight sampling for differences

Throughout this section, we fix the following notation:

**Definition 12.4.1.**
- Let $1 \leq p < \infty$.
- Let $\varepsilon \in (0, 1)$ be an accuracy parameter and let $\delta \in (0, 1)$ be a failure probability parameter.
- Let $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^n$.
- Let $w \in \mathbb{R}^n$ be $\gamma$-one-sided $\ell_p$ Lewis weights for $A$ such that $\max_{i=1}^n w_i \leq w$.
- Let $x^* \in \mathbb{R}^d$ be an accuracy parameter and let $R \geq \|Ax^* - b\|_p^p$ be a scale parameter.
- For each $i \in [n]$ and $x \in \mathbb{R}^d$, let
\[ \Delta_i(x) := \|Ax - b(i)\|^p - \|Ax^* - b\|^p \]

Our main result of the section is the following:

**Theorem 12.4.2.** Let $S$ be the $\ell_p$ sampling matrix (Definition 6.1.1) with sampling probabilities $q_i \geq \min\{1, w_i/\alpha\}$ for $\gamma$-one-sided $\ell_p$ Lewis weights $w \in \mathbb{R}^n$ and
\[ \alpha = \begin{cases} 
O(\gamma)\frac{\varepsilon^2}{\eta^{2/p}}\left((\log d)^2 \log n + \log \frac{1}{\delta}\right)^{-1} & 0 < p < 2 \\
O(\gamma^{p/2})\frac{\varepsilon^p}{\eta}\left(\frac{1}{\|w\|_1^{p/2-1}}\right)\left((\log d)^2 \log n + \log \frac{1}{\delta}\right)^{-1} & p > 2 
\end{cases} . \]

Then for each $x^* \in \mathbb{R}^d$ and $R \geq \|Ax^* - b\|_p^p$, with probability at least $1 - \delta$,
\[
\sup_{\|Ax - Ax^*\|^p_\ell \leq \eta R} \left(\|S(Ax - b)\|_p^p - \|S(Ax^* - b)\|_p^p\right) - \left(\|Ax - b\|_p^p - \|Ax^* - b\|_p^p\right) \\
\leq \varepsilon(R + \|S(Ax^* - b)\|_p^p)
\]

We will prove Theorem 12.4.2 throughout this section. Before doing so, we state the following more convenient form of the result:

**Theorem 12.3.2.** Let $S$ be the $\ell_p$ sampling matrix (Definition 6.1.1) with sampling probabilities $q_i \geq \min\{1, w_i/\alpha\}$ for $\gamma$-one-sided $\ell_p$ Lewis weights $w \in \mathbb{R}^n$ and
\[ \alpha = \begin{cases} 
O(\gamma)\frac{\varepsilon^2}{\eta^{2/p}}\left((\log d)^2 \log n + \log \frac{1}{\delta}\right)^{-1} & 0 < p < 2 \\
O(\gamma^{p/2})\frac{\varepsilon^p}{\eta}\left(\frac{1}{\|w\|_1^{p/2-1}}\right)\left((\log d)^2 \log n + \log \frac{1}{\delta}\right)^{-1} & p > 2 
\end{cases} . \]
For each \( x^* \in \mathbb{R}^d \) and \( b^* = Ax^* - b \), with probability at least \( 1 - \delta \),

\[
| (\|S(Ax - b)\|_p^p - \|Sb^*\|_p^p) - (\|Ax - b\|_p^p - \|b^*\|_p^p) | \leq \varepsilon \left( \|b^*\|_p^p + \|Sb^*\|_p^p + \frac{1}{\eta} \|Ax - Ax^*\|_p^p \right)
\]

simultaneously for every \( x \in \mathbb{R}^d \).

\textit{Proof.} We apply Theorem 12.4.2 with \( \delta \) set to \( \delta / L \) for \( L = O(\log(1/\delta \varepsilon)) \) and \( R \) set to \( 2^l \|Ax^* - b\|_p^p \) for \( l \in [L] \). By a union bound, the conclusion holds simultaneously for every \( l \in [L] \) with probability at least \( 1 - \delta \). Furthermore, by Markov’s inequality, \( \|S(Ax^* - b)\|_p^p = O(1/\delta) \|Ax^* - b\|_p^p \) with probability at least \( 1 - \delta \).

If \( \|Ax - Ax^*\|_p^p \leq 2^L \|Ax^* - b\|_p^p = \text{poly}(1/\delta \varepsilon) \|Ax^* - b\|_p^p \), then the result follows immediately from applying the conclusion of Theorem 12.4.2 at the appropriate scale \( l \in [L] \). Otherwise, we have that \( \|Ax - Ax^*\|_p^p \geq \text{poly}(1/\delta \varepsilon) \|Ax^* - b\|_p^p \), in which case

\[
\|S(Ax - Ax^*)\|_p^p \geq \Omega(1) \|Ax - Ax^*\|_p^p \geq \text{poly}(1/\delta \varepsilon) \|Ax^* - b\|_p^p
\]

so

\[
\|S(Ax - b)\|_p^p - \|S(Ax^* - b)\|_p^p = (1 + \varepsilon) \|S(Ax - Ax^*)\|_p^p + \frac{(1 + \varepsilon)^{p-1}}{\varepsilon^{p-1}} \|S(Ax^* - b)\|_p^p
\]

\[
= (1 + \varepsilon) \|S(Ax - Ax^*)\|_p^p + \frac{(1 + \varepsilon)^{p-1}}{\delta \varepsilon^{p-1}} \|Ax^* - b\|_p^p
\]

\[
= (1 + O(\varepsilon)) \|S(Ax - Ax^*)\|_p^p
\]

and similarly,

\[
\|Ax - b\|_p^p - \|Ax^* - b\|_p^p = (1 + O(\varepsilon)) \|Ax - Ax^*\|_p^p.
\]

Thus it suffices to have that

\[
\left| \|S(Ax - Ax^*)\|_p^p - \|Ax - Ax^*\|_p^p \right| \leq \frac{\varepsilon}{\eta} \|Ax - Ax^*\|_p^p
\]

In fact, standard \( \ell_p \), Lewis weight sampling guarantees give

\[
\left| \|S(Ax - Ax^*)\|_p^p - \|Ax - Ax^*\|_p^p \right| \leq \begin{cases} \frac{\varepsilon}{\eta^{1/p}} \|Ax - Ax^*\|_p^p & p < 2 \\ \frac{\varepsilon^{p/2}}{\eta^{1/2}} \|Ax - Ax^*\|_p^p & p > 2 \end{cases}
\]

which is stronger.

\( \square \)

Throughout our proof of Theorem 12.4.2, we will assume without loss of generality that \( S_{i,i}^p > 1 \), that is we only consider rows that are sampled with probability \( q_i < 1 \), since rows that are kept with probability \( q_i = 1 \) do not contribute towards the sampling error. Note first that we can write

\[
\left| (\|S(Ax - b)\|_p^p - \|S(Ax^* - b)\|_p^p) - (\|Ax - b\|_p^p - \|Ax^* - b\|_p^p) \right| = \sum_{i=1}^n (S_{i,i}^p - 1) \Delta_i(x).
\]
The supremum of this quantity, normalized by $\left( R + \| S(Ax^* - b) \|_p \right)^l$, over $\{ \| Ax - Ax^* \|_p \leq R \}$ is a random variable. We will bound the $l$-th moment of this random variable for $l = O(\log \frac{1}{\delta} + \log n)$.

We start with a standard symmetrization procedure (see Lemma 2.3.2). Next, we replace the Rademacher process on the right hand side of Lemma 2.3.2 by one which “removes” $S_{i,i}^p$, that is, one of the form

$$
E_{\epsilon \sim \{\pm 1\}^n} \left[ \sup_{\| Ax - Ax^* \|_p \leq R} \left| \sum_{i=1}^n \epsilon_i \Delta_i(x) \right|^l \right].
$$

(12.1)

This is roughly done by noting that if we take SA to be a “part of” A, then the domain $\{ \| Ax - Ax^* \|_p \leq R \}$ only dilates by a constant factor as S preserves $\ell_p$ norms in the column space of A. More formally, we have the following lemma:

**Lemma 12.4.3.** Let $B \in \mathbb{R}^{m \times d}$ satisfy $\| Bx \|_p \leq C \| Ax \|_p$ for every $x \in \mathbb{R}^d$. For every fixing of S, let

$$
B_S := \begin{pmatrix} SA \\ B \end{pmatrix}
$$

be the concatenation of SA and B, and let

$$
F_S = \sup_{\| Ax \|_p \leq R} \left| \| SAx \|_p - \| Ax \|_p \right|.
$$

Suppose that for every fixing of S and $R' \geq R + \| S(Ax^* - b) \|_p$, we have that

$$
E_{\epsilon \sim \{\pm 1\}^n} \sup_{\| Ax - Ax^* \|_p \leq R'} \left| \sum_{i=1}^n \epsilon_i S_{i,i}^p \Delta_i(x) \right|^l \leq \epsilon^l \delta R^l
$$

Then,

$$
\frac{1}{F_S} \left( R + \| S(Ax^* - b) \|_p \right)^l E_{\epsilon \sim \{\pm 1\}^n} \sup_{\| Ax - Ax^* \|_p \leq R} \left| \sum_{i=1}^n \epsilon_i S_{i,i}^p \Delta_i(x) \right|^l \leq (2\epsilon)^l \delta \left( (1 + C)^l + E_S[F_S^l] \right)
$$

**Proof.** Note that

$$
\| B_S(x - x^*) \|_p = \| SA(x - x^*) \|_p + \| B(x - x^*) \|_p \leq (1 + F_S + C) \| A(x - x^*) \|_p
$$

so

$$
E_{\epsilon \sim \{\pm 1\}^n} \sup_{\| Ax - Ax^* \|_p \leq R} \left| \sum_{i=1}^n \epsilon_i S_{i,i}^p \Delta_i(x) \right|^l \leq E_{\epsilon \sim \{\pm 1\}^n} \sup_{\| B_Sx - B_Sx^* \|_p \leq (1 + F_S + C) R} \left| \sum_{i=1}^n \epsilon_i S_{i,i}^p \Delta_i(x) \right|^l
$$

$$
\leq \epsilon^l \delta (1 + F_S + C)^l (R + \| S(Ax^* - b) \|_p)^l
$$

$$
\leq \epsilon^l \delta 2^{-l-1} ((1 + C)^l + F_S^l) (R + \| S(Ax^* - b) \|_p)^l
$$

Fact 2.1.1

Taking expectations on both sides proves the lemma.
Note that if $S$ is the $\ell_p$ Lewis weight sampling matrix, then $E[|F_S|^l]$ in Lemma 12.4.3 is known to be bounded as $O(1)^l$ (that is, $S$ is an $O(1)$-approximate $\ell_p$ subspace embedding) by standard results on $\ell_p$ Lewis weight sampling [CP15, WY23b].

Furthermore, we can design $B$ such that the $\ell_p$ Lewis weights of $BS$ are uniformly bounded by $\alpha$, where $\alpha$ is the oversampling parameter such that $S$ samples the $i$th row with probability $\min\{1, w_i/\alpha\}$. For $p < 2$, this simply follows by taking $B$ to be a flattening of $A$ where every row is duplicated $1/\alpha$ times due to the monotonicity of $\ell_p$ Lewis weights [CP15]. For $p > 2$, monotonicity of $\ell_p$ Lewis weights does not hold, but Theorem 5.2 of [WY23b] nonetheless shows that $\gamma$-one-sided $\ell_p$ Lewis weights can be constructed for $BS$ with $\gamma = \Omega(1)$ that makes a similar argument go through.

Finally, it remains to bound the Rademacher process of the form of (12.1), where $A$ has $\gamma$-one-sided $\ell_p$ Lewis weights uniformly bounded by $\varepsilon$. We will prove the following in Section 12.5. Assuming this theorem, Theorem 12.4.2 follows by setting $\varepsilon = \alpha$ as stated.

**Theorem 12.4.4.** For all $l \in \mathbb{N}$, we have

$$
E_{\varepsilon \sim \{\pm 1\}^n} \sup_{\|Ax - Ax^*\|_p \leq \eta R} \left| \sum_{i=1}^n \varepsilon_i \Delta_i(x) \right|^l \leq (\varepsilon R)^l
$$

(12.2)

where

$$
\varepsilon = \begin{cases} 
O(\eta^{2/p})^{1/2} \gamma^{-1/2} \left( (\log d)^2 \log n \right)^{1+1/l} + l \right)^{1/2} & p < 2 \\
O(\eta \|w\|_{1/p}^{p-2-1})^{1/p} \gamma^{-1/2} \left( (\log d)^2 \log n \right)^{1+1/l} + l \right)^{1/p} & p > 2 
\end{cases}
$$

12.5 Rademacher process bounds

We continue to fix our notation from Definition 12.4.1. We will prove Theorem 12.4.4 in this section.

We split the sum in (12.2) into two parts: the part that is bounded by the $\gamma$-one-sided Lewis weights of $A$, and the part that is not. To this end, define a threshold

$$
\tau := \begin{cases} 
\frac{\eta}{\gamma^{p/2} \varepsilon} & p < 2 \\
\frac{\eta \|w\|_{1/p}^{p-2-1}}{\gamma^{p/2 \varepsilon}} & p > 2 
\end{cases}
$$

where $\varepsilon$ will be determined later, and define the set of "good" entries $G \subseteq [n]$ as

$$
G := \{ i \in [n] : |[Ax^* - b](i)| \leq \tau w_i R \}
$$

(12.3)

We then bound

$$
E_{\varepsilon \sim \{\pm 1\}^n} \sup_{\|Ax - Ax^*\|_p \leq \eta R} \left| \sum_{i=1}^n \varepsilon_i \Delta_i(x) \right|^l \leq 2^{l-1} E_{\varepsilon \sim \{\pm 1\}^n} \sup_{\|Ax - Ax^*\|_p \leq \eta R} \left| \sum_{i \in G} \varepsilon_i \Delta_i(x) \right|^l
$$
using the Fact 2.1.1, and separately estimate each term. We can think of the first term as the “sensitivity” term, where each term in the sum is bounded by the Lewis weights of $A$, and the latter term as the “outlier” term, where each term in the sum is much larger than the corresponding Lewis weights.

### 12.5.1 Estimates on the outlier term

We first bound the outlier terms ($i \notin G$), which is much easier.

**Lemma 12.5.1.** With probability $1$, we have that

$$\sup_{\|Ax - Ax^*\|_p \leq \eta R} \sum_{i \in [n] \setminus G} |\Delta_i(x)| \leq O(\varepsilon) R.$$

**Proof.** For each $i \in [n] \setminus G$, we have that

$$\|Ax - b(i)\| \in [\|Ax^* - b\|_p] \pm [\|Ax - Ax\|_p]$$

$$\in [\|Ax^* - b\|_p] \pm \gamma^{-1/2} \|w_i\|^{1/2-1/p} \|w_i^{1/p}\| \|Ax^* - Ax\|_p \quad \text{Lemma 6.2.4}$$

$$\in [\|Ax^* - b\|_p] \pm \gamma^{-1/2} \|w_i\|^{1/2-1/p} \|w_i^{1/p}\| R^{1/p}$$

$$\in [\|Ax^* - b\|_p] \pm \varepsilon [\|Ax^* - b\|_p]$$

Thus,

$$|\Delta_i(x)| \leq O(\varepsilon)[\|Ax^* - b\|_p]^p$$

so

$$\sum_{i \in [n] \setminus G} |\Delta_i(x)| \leq \sum_{i=1}^n O(\varepsilon)[\|Ax^* - b\|_p]^p = O(\varepsilon)[\|Ax^* - b\|_p]^p \leq O(\varepsilon) R. \quad \square$$

### 12.5.2 Estimates on the sensitivity term

Next, we estimate the sensitivity term ($i \in G$),

$$\mathbb{E}_{\varepsilon \sim \{\pm 1\}^n} \sup_{\|Ax - Ax^*\|_p \leq \eta R} \left| \sum_{i \in G} \varepsilon_i \Delta_i(x) \right|^t.$$
Proof. We have

\[
|Ax - b|(i)|^p \leq 2^{p-1}(|Ax^* - b|(i)|^p + |Ax - Ax^*|(i)|^p) \quad \text{Fact 2.1.1}
\]

\[
\leq 2^{p-1}r w_i R + 2^{p-1} \gamma^{-p/2}\|w\|_1^{0\gamma(p/2-1)} w_i R \quad i \in G \text{ (see (12.3)) and Lemma 6.2.4}
\]

\[
\leq O(\tau w_i R)
\]

The bound on \(\Delta_i(x)\) follows easily from the above calculation.

Bounding low-sensitivity entries

We now separately handle entries \(i \in G\) with small Lewis weight. To do this end, define

\[
J := \{ i \in G : w_i \geq \frac{\epsilon}{\tau n}\}.
\]

We then bound the mass on the complement of \(J\):

Lemma 12.5.3. For all \(\|Ax - Ax^*\|_p \leq \eta R\), we have that

\[
\sum_{i \in [n] \setminus J} |\Delta_i(x)| \leq O(\epsilon R)
\]

Proof. We have that for each \(i \in [n] \setminus J\), \(w_i \leq \epsilon / \tau n\) so by Lemma 12.5.2,

\[
\sum_{i \in [n] \setminus J} |\Delta_i(x)| \leq \sum_{i \in [n] \setminus J} O(\tau w_i R) \leq \sum_{i \in [n] \setminus J} \frac{O(\epsilon)}{n} R \leq O(\epsilon R)
\]

Bounding high-sensitivity entries: Dudley’s inequality

Finally, it remains to bound the Rademacher process only on the entries indexed by \(i \in J\). Define a Rademacher process by

\[
X_x := \sum_{i \in J} \epsilon_i \Delta_i(x)
\]

with pseudo-metric

\[
d_X(x, x') := \left(\mathbb{E}_{\epsilon \sim \{\pm 1\}^n} |X_x - X_x'|^2 \right)^{1/2} = \left(\sum_{i \in J} (\Delta_i(x) - \Delta_i(x'))^2\right)^{1/2}
\]

We will use Dudley’s entropy integral (Theorem 2.3.6) to bound the tail of this quantity, and then integrate to obtain moment bounds.

Using the sensitivity bound of Lemma 12.5.2, we obtain a bound on the pseudo-metric \(d_X\).
Lemma 12.5.4. Let \( q = O(\log(\tau n/\varepsilon)) \). For \( x, x' \in T \) for \( T = \{x : \|Ax - Ax^*\|_p \leq \eta R\} \), we have that

\[
d_X(x, x') \leq \begin{cases} O(w^{1/2}) \eta^{1/p-1/2} \|W^{-1/p}Ax - x\|_q^{1/2} & p < 2 \\
O(w^{1/2}) \tau^{1/2-1/p} \|W^{-1/p}Ax - x\|_q R^{1-1/p} & p > 2 
\end{cases}
\]

and

\[
diam(T) = \sup_{x, x' \in T} d_X(x, x') \leq \begin{cases} O(w^{1/2}) \eta^{1/p-1/2} R & p < 2 \\
O(\varepsilon w^{1/2} \tau^{1/2} R) & p > 2 
\end{cases}
\]

*Proof.* Let \( y = Ax - b \) and \( y' = Ax' - b \). Note then that

\[
d_X(x, x')^2 = \sum_{i \in J} (\Delta_i(x) - \Delta_i(x'))^2 = \sum_{i \in J} (|y(i)|^p - |y'(i)|^p)^2
\]

\[
\leq p^2 \sum_{i \in J} |y(i) - y'(i)|^2 (|y(i)|^{p-1} + |y'(i)|^{p-1})^2 \quad \text{Fact 2.1.3}
\]

For \( p < 2 \), we have that

\[
d_X(x, x')^2 \leq p^2 \|y - y'\|_J \|_\infty \sum_{i \in J} (|y(i) - y'(i)|^2 - p(|y(i)|^{p-1} + |y'(i)|^{p-1})^2
\]

\[
\leq 2p^2 \|y - y'\|_J \|_\infty \sum_{i \in J} (|y(i) - y'(i)|^2 - p(|y(i)|^{2p-2} + |y'(i)|^{2p-2})
\]

\[
\leq 2p^2 \|y - y'\|_J \|_\infty \|y - y'\|_p^{2-p} \|y\|_p^{2p-2} + \|y'\|_p^{2p-2} \quad \text{Hölder’s inequality}
\]

\[
\leq O(\eta^{2/p-1}) \|y - y'\|_J \|_\infty R.
\]

where the Hölder’s inequality is applied with exponents \( \frac{p}{2-p} > 1 \) and \( \frac{p}{2p-2} > 1 \). For \( p > 2 \), we have that

\[
d_X(x, x')^2 \leq 2p^2 \|y - y'\|_J \|_\infty \sum_{i=1}^n |y(i)|^{2p-2} + |y'(i)|^{2p-2}
\]

\[
\leq 2p^2 \max\{\|y\|_\infty, \|y'\|_\infty\}^{p-2} \|y - y'\|_J \|_\infty \sum_{i=1}^n |y(i)|^p + |y'(i)|^p
\]

\[
\leq O(1) (\tau w R)^{1-2/p} \|y - y'\|_J \|_\infty R \quad \text{Lemma 12.5.2}
\]

Furthermore, we have that

\[
\|y - y'\|_J \|_\infty = \|(Ax - Ax')\|_J \|_\infty
\]

\[
= \|W^{1/p}(W^{-1/p}Ax - W^{-1/p}Ax')\|_J \|_\infty
\]

\[
\leq w^{1/p} \|W^{-1/p}Ax - W^{-1/p}Ax'\|_J \|_\infty
\]

\[
\leq 2w^{1/p} \|W^{-1/p}A - W^{-1/p}A\|_w q
\]

where the last step follows from the fact that \( w_i \geq \varepsilon/\tau n \) for \( i \in J \) and \( q = O(\log(\tau n/\varepsilon)) \). Combining these bounds gives the claimed bound on \( d_X(x, x') \).
Finally, we have by Lemma 6.2.4 that
\[ \|W^{-1/p}A(x - x^*)\|_\infty = \max_{i=1}^n \frac{\|A(x - x^*)\|_i}{w_i} \]
so we have the claimed diameter bound for the set \{\|A(x - x^*)\|_w \leq \eta R\}. \qed

The following entropy bounds are obtained from [WY23], which in turn largely follow [BLM89].

**Lemma 12.5.5.** Let \( 1 \geq w \in \mathbb{R}^n \) be nonnegative weights. Let \( 2 \leq q < \infty \) and let \( A \in \mathbb{R}^{n \times d} \) be such that \( W^{1/2}A \) is orthonormal. Let \( \tau \geq \max_{i=1}^n \|e_i^T A\|_2^2 \). Let \( B_w^p(A) := \{x : \|Ax\|_{w,p} \leq 1\} \). Then,
\[ \log E(B_w^2(A), B_w^q(A), t) \leq O(1) \frac{n^{2/q} \eta \cdot \tau}{t^2} \]
and
\[ \log E(B_w^p(A), B_w^q(A), t) \leq O(1) \frac{1}{tp} \left( \log \frac{d}{2 - p} + \log n + n^{2/q} \right) \tau. \]
for \( p < 2 \).

We may now evaluate Dudley’s entropy integral.

**Lemma 12.5.6 (Entropy integral bound for \( p < 2 \)).** We have that
\[ \int_0^\infty \sqrt{\log E(B_w^p(A), d_X, t)} \, dt \leq O\left( w^{1/2} \gamma^{-1/2} \eta^{1/2} R \right) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \log d \]

**Proof.** Note that it suffices to integrate the entropy integral to \( \text{diam}(T) \), which is bounded in Lemma 12.5.4. Note also that \( T \) is just a translation of \((\eta R)^{1/p} \cdot B_w^p(A)\), so we have
\[ \log E(T, d_X, t) = \log E((\eta R)^{1/p} \cdot B_w^p(A), d_X, t) \]
\[ = \log E((\eta R)^{1/p} \cdot B_w^p(A), K\|W^{-1/p}A\|_{w,q}^{p/2}, t) \] \hspace{1cm} \text{Lemma 12.5.4}
\[ = \log E(B_w^p(W^{-1/p}A), B_w^q(W^{-1/p}A), t^{2/p} / K^{2/p} (\eta R)^{1/p}) \]
where \( K = O\left( w^{1/2} \eta^{1/2} \gamma^{-1/2} \right) \).

For small radii less than \( \lambda \) for a parameter \( \lambda \) to be chosen, we use a standard volume argument, which shows that
\[ \log E(B_w^p(W^{-1/p}A), B_w^q(W^{-1/p}A), t) \leq O(d) \log \frac{n}{t} \]
so
\[ \int_0^\lambda \sqrt{\log E(T, d_X, t)} \, dt \leq \int_0^\lambda \sqrt{d \log \frac{nK^{2/p} (\eta R)^{1/p}}{t^{2/p}}} \, dt \]
\[ \leq \lambda \sqrt{d \log \left( n(\eta^{2/p} w)^{1/p} \right)} + \sqrt{d} \int_0^\lambda \sqrt{\log \frac{R^{2/p}}{t^{2/p}}} \, dt \]
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\[ \leq \lambda \sqrt{d \log n} \left( \frac{\eta^2}{p} w \right)^{1/p} + \sqrt{d} \cdot O(\lambda) \sqrt{\log \frac{R}{\lambda}} \]

\[ \leq O(\lambda) \sqrt{d \log \left( n \left( \frac{\eta^2}{p} w \right)^{1/p} R \right) \frac{1}{\lambda}} \]

On the other hand, for large radii larger than \( \lambda \), we use the bounds of Lemma 12.5.5. Note that the entropy bounds do not change if we replace \( A \) by \( AR \), where \( R \) is the change of basis matrix such that \( W^{1/2 - 1/p} AR \) is orthonormal. Then by the properties of \( \gamma \)-one-sided \( \ell_p \) Lewis weights (Lemma 6.2.1), we have

\[ \|e_i^T W^{-1/p} AR\|_2^2 = w_i^{-2/p} \|e_i^T AR\|_2^2 \leq \gamma^{-1} \]

Then, Lemma 12.5.5 gives

\[ \log E(B^p_w(W^{-1/p} A), B^q_w(W^{-1/p} A), t^{2/p}/K^{2/p}(\eta R)^{1/p}) = O\left(\frac{w^2 R^2}{\gamma t^2}\right) \log \frac{\tau n}{\varepsilon} \]

so the entropy integral gives a bound of

\[ O\left(\frac{w^{1/2} \eta^{1/p} R}{\gamma^{1/2}}\right) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \int_{\lambda}^{\text{diam}(T)} \frac{1}{t} dt = O\left(\frac{w^{1/2} \eta^{1/p} R}{\gamma^{1/2}}\right) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \log \frac{\text{diam}(T)}{\lambda} \]

We choose \( \lambda = \text{diam}(T)/\sqrt{d} \), which yields the claimed conclusion. \( \Box \)

An analogous result and proof holds for \( p > 2 \).

**Lemma 12.5.7** (Entropy integral bound for \( p > 2 \)). Let \( 2 < p < \infty \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( 0 \leq w \in \mathbb{R}^n \) be \( \gamma \)-one-sided \( \ell_p \) Lewis weights. Let \( w = \max_{i \in [n]} w_i \). Then,

\[ \int_0^\infty \sqrt{\log E(B^p(A), d_X, t)} dt \leq O\left(\frac{w^{1/2} \gamma^{1/2} R}{\varepsilon^{1/2}}\right) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \log d \]

**Proof.** Note that it suffices to integrate the entropy integral to \( \text{diam}(T) \), which is bounded in Lemma 12.5.4. Note also that \( T \) is just a translation of \((\eta R)^{1/p} \cdot B^p(A)\), so we have

\[ \log E(T, d_X, t) = \log E((\eta R)^{1/p} \cdot B^p(A), d_X, t) \]

\[ = \log E((\eta R)^{1/p} \cdot B^p(A), K \|W^{-1/p} A(\cdot)\|_{w,q}, t) \]

\[ = \log E(B^p_w(W^{-1/p} A), B^q_w(W^{-1/p} A), t/K(\eta R)^{1/p}) \]

where \( K = O\left(\frac{w^{1/2} \gamma^{1/2} R}{\varepsilon^{1/2}}\right) \).

For small radii less than \( \lambda \) for a parameter \( \lambda \) to be chosen, we use a standard volume argument, which shows that

\[ \log E(B^p_w(W^{-1/p} A), B^q_w(W^{-1/p} A), t) \leq O(d) \log \frac{n}{t} \]

so

\[ \int_0^\lambda \sqrt{\log E(T, d_X, t)} dt \leq \int_0^\lambda \sqrt{d \log \frac{n K(\eta R)^{1/p}}{t}} dt \]
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On the other hand, for large radii larger than $\lambda$, we use the bounds of Lemma 12.5.5. Note that the entropy bounds do not change if we replace $A$ by $AR$, where $R$ is the change of basis matrix such that $W^{1/2-1/p}AR$ is orthonormal. Then by the properties of $\gamma$-one-sided $\ell_p$ Lewis weights (Lemma 6.2.1), we have

$$\|e_i^\top W^{-1/p} AR\|_2^2 = w_i^{-2/p} \|e_i^\top AR\|_2^2 \leq \gamma^{-1}.$$ 

Then, Lemma 6.2.2 and Lemma 12.5.5 give

$$\log E(B^2_w(W^{-1/p} A), t/K(\eta R)^{1/p}) \leq \log E(B^2_w(W^{-1/p} A), t/K(\eta R)^{1/p} \|w\|_1^{1-2/p}) \leq K^2(\eta R)^{2/p} \|w\|_1^{1-2/p} \log \frac{\tau n}{\varepsilon} \leq \frac{O(w^2\varepsilon^2 \gamma R^2)}{t^2} \log \frac{\tau n}{\varepsilon}$$

so the entropy integral gives a bound of

$$O(w^{1/2}\varepsilon\tau^{1/2} R) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \int_\lambda \frac{1}{t} \frac{1}{t} dt = O(w^{1/2}\varepsilon\tau^{1/2} R) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \log \frac{\text{diam}(T)}{\lambda}.$$

We choose $\lambda = \text{diam}(T)/\sqrt{d}$, which yields the claimed conclusion.

We are now ready to prove Theorem 12.4.4.

**Proof of Theorem 12.4.4.** We have by Lemma 2.3.7 that the Rademacher process is bounded by

$$(2\mathcal{E})^I(\mathcal{E}/\mathcal{D}) + O(\sqrt{\mathcal{D}})^I$$

where

$$\mathcal{E} \leq \begin{cases} O(w^{1/2} R^{-1/2} \eta^{1/p} R) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \log d & p < 2 \\ O(\varepsilon w^{1/2} \tau^{1/2} R) \left( \log \frac{\tau n}{\varepsilon} \right)^{1/2} \log d & p > 2 \end{cases}$$

by Lemmas 12.5.6 and 12.5.7 and

$$\mathcal{D} \leq \begin{cases} O(w^{1/2} R^{1/2} \eta^{1/p} R^{-1} ) & p < 2 \\ O(\varepsilon w^{1/2} \tau^{1/2} R) & p > 2 \end{cases}$$
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by Lemma 12.5.4. This gives a bound of $(\alpha R)^l$ on the Rademacher process, where

$$
\alpha = \begin{cases} 
O(w^{1/2} \eta^{1/p} \gamma^{-1/2}) \left[ \left( \frac{\tau n}{\varepsilon} \right)^{1/2} \log d \right]^{1+1/l} + \sqrt{l} & p < 2 \\
O(\varepsilon w^{1/2} \gamma^{1/2} R) \left[ \left( \frac{\tau n}{\varepsilon} \right)^{1/2} \log d \right]^{1+1/l} + \sqrt{l} & p > 2 
\end{cases}
$$

We now set $\alpha = \varepsilon$ and solve for the $\varepsilon$ that we can obtain. From this, we see that we can set

$$
\varepsilon = \begin{cases} 
O(w \eta^{2/p})^{1/2} \gamma^{-1/2} \left[ \left( \log d \right)^2 \log n \right]^{1+1/l} + l \right]^{1/2} & p < 2 \\
O(w \eta \|w\|_1^{p-1})^{1/p} \gamma^{-1/2} \left[ \left( \log d \right)^2 \log n \right]^{1+1/l} + l \right]^{1/p} & p > 2 
\end{cases}
$$

\qed

12.6 Lower bounds

We now present our lower bounds on active sampling for $\ell_p$ regression.

Our main results show that the number of entries of $b$ read by our upper bounds are nearly optimal up to polylogarithmic factors. Our first result is a lower bound of $\Omega(d/\varepsilon^2)$ for $p \in (0, 1)$. Our lower bound is similar to Theorem 5.1 of [CD21], and is based on distinguishing biased coin flips. We also show that the same instance gives a lower bound $\Omega(d/\varepsilon)$ in the range of $p \in (1, 2)$. For $d = 1$, we note that the active $\ell_p$ regression problem is equivalent to the $\ell_p$ power means problem. Thus, these results also improve upon a query complexity lower bound for this problem by [CSS21], which shows a lower bound of $\Omega(\varepsilon^{-1/p})$ in one dimension. For $p > 2$, we generalize the $\Omega(\varepsilon^{-1})$ lower bound argument of [CSS21] and show that $\Omega(d^{p/2}/\varepsilon^{p-1})$ entries must be read when $p > 2$, which is optimal in this regime.

Finally, our last lower bound concerns algorithms which solve the $\ell_p$-regression problem $\min_x \|Ax - b\|_p$ up to a constant factor in a specific way. Namely, say an algorithm is a sampling-and-rewriting algorithm if, given an $n \times d$ input matrix $A$, the algorithm first reads $A$ and then decides on a subset $S$ of $s$ entries of $b$ to read in an arbitrary way. The algorithm also decides on a diagonal rescaling matrix $S \in \mathbb{R}^{s \times s}$ – $S$ may be arbitrary, except that we require that if two rows of $A$ are identical and are both sampled in $S$, they are given the same weight in $S$. We also assume that the number $s$ of samples is a function of $d, \varepsilon$, and the failure probability $\delta$, and is independent of $n$. These assumptions hold for all importance-based sampling methods for subspace preservation.

After deciding on $S$ and $S$, the algorithm then reads the entries in $b$ indexed by the set $S$, denoted $b_S$, and sets $x' = \arg\min_x \|SA_S x - Sb_S\|_p$, where $A_S$ is the subset of rows of $A$ corresponding to the entries in $b_S$. We show that any sampling-and-rewriting algorithm which fails with probability at most $\delta$, necessarily takes $|S| = \Omega(1/\delta^{p-1})$ samples. Moreover, this remains true even if $\|b\|_p = O(1) \cdot \min_x \|Ax - b\|_p$.

We stress that our main algorithms are not sampling-and-rewriting algorithms due to the success probability boosting steps of Section 12.2.1 which ensure that $\|b\|_p = O(1) \cdot \min_x \|Ax -
\[ \|b\|_p \text{ and } \|Sb\|_p = O(\|b\|_p) \] with probability at least \(1 - \delta\). With these steps, our approach achieves a \(O(\log 1/\delta)\) dependence overall, an exponential improvement over what is possible by simple sampling-and-reweighting algorithms. We also remark that our lower bound becomes vacuous when \(p = 1\), which is required – Chen and Dereziński [CD21] as well as Parulekar, Parulekar, and Price [PPP21] achieve \(O(\log(1/\delta))\) dependence with simple sampling-and-reweighting for \(\ell_1\) regression.

### 12.6.1 Lower bounds for \(p \in (0, 1)\)

We first show an \(\Omega(d/\varepsilon^2)\) lower bound for \(p \in (0, 1)\), which is tight up to logarithmic factors. The idea is essentially the same as the lower bound of [CD21]. We use Yao’s minimax principle to restrict our attention to deterministic algorithms which must succeed with high probability over a random distribution over input instances.

We first recall the result of [CD21], which provides a generic reduction from \(d\)-dimensional lower bounds to 1-dimensional lower bounds via a padding argument. Although [CD21] prove a theorem online in the case of \(\ell_1\), the following result is an easy generalization that is implicit from their proof:

**Theorem 12.6.1** (Theorem 5.1, [CD21]). Let \(D_0\) and \(D_1\) be two distributions over label vectors \(b \in \mathbb{R}^m\) such that distinguishing between \(b \sim D_0\) and \(b \sim D_1\) with probability at least \(2/3\) requires at least \(q\) queries to \(b\) in expectation, for any deterministic algorithm. Furthermore, suppose that there exists \(a \in \mathbb{R}^m\) such that, with probability at least \(99/100\), \(D_0\) and \(D_1\) can be distinguished by \(\tilde{x} \in \mathbb{R}\) such that

\[
\|a\tilde{x} - b\|_p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}}\|ax - b\|_p.
\]

Finally, suppose that there exist \(R > 0\) and \(c \geq 1\) such that \(\min_x\|ax - b\|_p \in [R, cR]\) with probability at least \(99/100\) for \(b \sim \frac{1}{2}(D_0 + D_1)\). Then, there exists an \(md \times d\) matrix \(A\) and a distribution \(D\) over label vectors \(b \in \mathbb{R}^{md}\) such that any deterministic algorithm which outputs \(\tilde{x} \in \mathbb{R}^d\) such that

\[
\Pr\left\{ \|A\tilde{x} - b\|_p \leq \left(1 + \frac{\varepsilon}{200c}\right) \min_{x \in \mathbb{R}^d}\|Ax - b\|_p \right\} \geq \frac{99}{100}
\]

must make at least \(\Omega(dq)\) queries to \(b\) in expectation.

Thus, it suffices to show a 1-dimensional lower bound which suits the hypotheses of Theorem 12.6.1. Our hard input distribution will be the same as that of [CD21, Theorem 5.1].

**Theorem 12.6.2.** Let \(0 < p < 1\) be a constant. Let \(\epsilon > 0\) be sufficiently small and let \(n = 100[\epsilon^{-2}]\). Let \(a \in \mathbb{R}^n\) be the all ones vector. Let \(D_0\) be the distribution over binary vectors \(b \in \{0, 1\}^n\) which independently draws each coordinate as a Bernoulli with bias \(1/2 + \epsilon\) and let \(D_1\) be the distribution which independently draws each coordinate as a Bernoulli with bias \(1/2 - \epsilon\). Then, any \(\tilde{x}\) such that

\[
\|a\tilde{x} - b\|_p \leq (1 + \epsilon) \min_{x \in \mathbb{R}}\|ax - b\|_p
\]

distinguishes whether \(b \sim D_0\) or \(b \sim D_1\) with probability at least \(99/100\).
Proof. Note that the optimal $x^*$ minimizing $\|ax - b\|_p^p$ over $x \in \mathbb{R}$ must lie in $[0, 1]$. Indeed, if $x < 0$, then $-x$ has a strictly lower cost than $x$, and if $x > 1$, then $x = 1$ has a strictly lower cost. Thus, the objective function can be written as

$$\|ax - b\|_p^p = (n - r) \cdot x^p + r \cdot (1 - x)^p$$  \hspace{1cm} (12.4)$$

where $r$ is the number of ones in $b$. As noted by [CD21], note that $r \in [(\frac{1}{2} + \frac{\varepsilon}{2})n, (\frac{1}{2} + \frac{3\varepsilon}{2})n]$ with probability at least $99/100$ if $b \sim \mathcal{D}_0$, and similarly, $r \in [(\frac{1}{2} - \frac{\varepsilon}{2})n, (\frac{1}{2} - \frac{3\varepsilon}{2})n]$ with probability at least $99/100$ if $b \sim \mathcal{D}_1$. Let this event be denoted as $\mathcal{E}$, and condition on this event. Write this as $r = n/2 + a\varepsilon n$ for some $a \in [1/2, 3/2]$ if $b \sim \mathcal{D}_0$ and $a \in [-3/2, -1/2]$ if $b \sim \mathcal{D}_1$.

**Optimal Solutions.** We will first compute the optimal cost. Since $x \mapsto x^p$ for $p \in (0, 1)$ is nonconvex, we have three candidate solutions for the optimum: the endpoints $x = 0$, $x = 1$, and the unique stationary point

$$x = \frac{1}{1 + (n/r - 1)^{1/(p-1)}}$$

of Equation (12.4). It can easily be seen that the costs for $x = 0$ and $x = 1$ are $r$ and $n - r$, respectively. Now assume that $b \sim \mathcal{D}_0$, since the other case follows symmetrically. Then,

$$(n/r - 1)^{1/(p-1)} = \left[\frac{1}{1/2 + a\varepsilon} - 1\right]^{1/(p-1)} = \left[\frac{1/2 + a\varepsilon}{1/2 - a\varepsilon}\right]^{1/(1-p)} = 1 + O(\varepsilon)$$

so

$$x = \frac{1}{2 + O(\varepsilon)} = \frac{1}{2} - O(\varepsilon).$$

The objective cost is thus

$$(n - r) \cdot x^p + r \cdot (1 - x)^p = \left(\frac{1}{2} - a\varepsilon\right)n \cdot \left(\frac{1}{2} - O(\varepsilon)\right)^p + \left(\frac{1}{2} + a\varepsilon\right)n \cdot \left(\frac{1}{2} + O(\varepsilon)\right)^p$$

$$= \frac{n}{2^p} \left[\left(\frac{1}{2} - a\varepsilon\right)(1 - O(\varepsilon))^p + \left(\frac{1}{2} + a\varepsilon\right)(1 + O(\varepsilon))^p\right]$$

$$= \frac{n}{2^p}(1 \pm O(\varepsilon)).$$

Since $p < 1$, this has cost worse than $r$ or $n - r$, so the optimal solution is $n - r$, conditioned on $\mathcal{E}$. Likewise, if $b \sim \mathcal{D}_1$, then the optimal solution is $x = 0$ with cost $r$.

**Suboptimal Solutions.** We now show that, given a nearly optimal solution $\tilde{x}$, we can determine whether $b$ is drawn from $\mathcal{D}_0$ or $\mathcal{D}_1$ with high probability by testing whether $\tilde{x} \in [1/2, 1]$ or $\tilde{x} \in [0, 1/2]$. Again, assume by symmetry that $b \sim \mathcal{D}_0$. Suppose that $x \in [0, 1/2]$. If $x > 1/2 - O(\varepsilon)$, then as calculated above, $x$ is not even an $\alpha$-factor solution for some constant $\alpha$. Otherwise, we have that

$$x \leq \frac{1}{2} - O(\varepsilon) = \frac{1}{1 + (n/r - 1)^{1/(p-1)}}$$
which rearranges to
\[ p \cdot (n-r)x^{p-1} - pr \cdot (1-x)^{p-1} > 0 \]
which means that the objective is increasing on this interval. Thus, for \( x \in [0, 1/2] \), the smallest that the cost can be is \( r \), which is a factor of \((1 + \varepsilon)\) larger than \( n - r \). Thus, a \((1 + \varepsilon)\)-factor approximation must distinguish between \( b \) drawn from \( D_0 \) and \( D_1 \).

As discussed in [CD21], the distributions of Theorem 12.6.2 require at least \( \Omega(\varepsilon^{-2}) \) queries to distinguish, by standard arguments. Then, by combining Theorems 12.6.1 and 12.6.2, we arrive at the following:

**Theorem 12.6.3.** Let \( p \in (0, 1) \) be a constant. Let \( A \in \mathbb{R}^{n \times d} \) and let \( b \in \mathbb{R}^n \). Suppose that with probability at least \( 99/100 \), an algorithm \( \mathcal{A} \) returns \( \tilde{x} \in \mathbb{R}^d \) such that
\[
\|Ax - b\|_p^p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \|Ax - b\|_p^p.
\]
Then, \( \mathcal{A} \) queries \( \Omega(d/\varepsilon^2) \) entries of \( b \) in expectation.

### 12.6.2 Lower bounds for \( p \in (1, 2) \)

In the range of \( p \in (1, 2) \), we analyze the same lower bound instance as in Theorem 12.6.2. However, the nature of the objective function changes in this parameter regime, and our lower bound weakens to \( \Omega(d/\varepsilon) \). In particular, the value of the endpoints \( x = 0 \) and \( x = 1 \) stay at \( r \) and \( n - r \), but the value of the stationary point, which is near \( x = 1/2 \) and has a value of around \( n/2^p \), becomes significantly better than the endpoint solutions. This causes a phase transition in the lower bound that we are able to achieve with this method.

We now present our 1-dimensional lower bound of \( \Omega(\varepsilon^{-1}) \) for \( p \in (1, 2) \). For easy reuse of our calculations from Theorem 12.6.2, we state this result as a lower bound of \( \Omega(\varepsilon^{-2}) \) for any algorithm achieving an \( O(\varepsilon^2) \)-approximation. This can be reparameterized to an \( \Omega(\varepsilon^{-1}) \) lower bound for \( O(\varepsilon) \)-approximations.

**Theorem 12.6.4.** Let \( 1 < p < 2 \) be a constant. Let \( \varepsilon > 0 \) be sufficiently small and let \( n = 100\lceil \varepsilon^{-2} \rceil \). Let \( a \in \mathbb{R}^n \) be the all ones vector. Let \( D_0 \) be the distribution over binary vectors \( b \in \{0, 1\}^n \) which independently draws each coordinate as a Bernoulli with bias \( 1/2 + \varepsilon \) and let \( D_1 \) be the distribution which independently draws each coordinate as a Bernoulli with bias \( 1/2 - \varepsilon \). Then, there exists a constant \( c \) such that any \( \tilde{x} \) such that
\[
\|a\tilde{x} - b\|_p^p \leq (1 + c \cdot \varepsilon^2) \min_{x \in \mathbb{R}} \|ax - b\|_p^p
\]
distinguishes whether \( b \sim D_0 \) or \( b \sim D_1 \) with probability at least \( 99/100 \).

**Proof.** Many of our calculations from Theorem 12.6.2 directly carry over. Recall our notation of setting \( r \) to be the number of ones in \( b \), which is \( r = n/2 + a \varepsilon n \) for \( a \in [1/2, 3/2] \) if \( b \sim D_0 \) and \( a \in [-3/2, -1/2] \) if \( b \sim D_1 \). Recall also that the unique stationary point, which is the optimum now by convexity, is
\[
x = \frac{1}{1 + (n/r - 1)^{1/(p-1)}}.
\]
**Optimal Solutions.** We now calculate the value of the optimum. We carry out calculations for $b \sim D_0$ since $b \sim D_1$ gives symmetric results. Note first that

\[
(n/r - 1)^{1/(p-1)} = \left[\frac{1}{1/2 + a\varepsilon} - 1\right]^{1/(p-1)} = \left[\frac{1 - 2a\varepsilon}{1 + 2a\varepsilon}\right]^{1/(p-1)} = \left[(1 - 2a\varepsilon) \cdot \sum_{i=0}^{\infty}(-2a\varepsilon)^i\right]^{1/(p-1)}
\]

\[
= \left[(1 - 2a\varepsilon) - (2a\varepsilon)(1 - 2a\varepsilon) + (2a\varepsilon)^2(1 - 2a\varepsilon) + O(\varepsilon^3)\right]^{1/(p-1)}
\]

\[
= [1 - 4a\varepsilon + 2(2a\varepsilon)^2 + O(\varepsilon^3)]^{1/(p-1)}
\]

\[
= 1 - \frac{4a}{p - 1}\varepsilon + \frac{8a^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)
\]

so

\[
x = \frac{1}{2} \left(1 + \frac{2a}{p - 1}\varepsilon - \frac{4a^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right).
\]

Then, the objective value at this $x$ is

\[
\frac{n}{2p} \left[\left(\frac{1}{2} - a\varepsilon\right)\left(1 + \frac{2a}{p - 1}\varepsilon - \frac{4a^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right)^p + \left(\frac{1}{2} + a\varepsilon\right)\left(1 - \frac{2a}{p - 1}\varepsilon + \frac{4a^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right)^p\right]
\]

\[
= \frac{n}{2p} \left[\left(\frac{1}{2} - a\varepsilon\right)\left(1 + \frac{2pa}{p - 1}\varepsilon - \frac{4pa^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right)^p + \left(\frac{1}{2} + a\varepsilon\right)\left(1 - \frac{2pa}{p - 1}\varepsilon + \frac{4pa^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right)^p\right]
\]

\[
= \frac{n}{2p} \left[1 + \left(\frac{1}{2} - a\varepsilon\right)\left(\frac{2pa}{p - 1}\varepsilon - \frac{4pa^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right)^p + \left(\frac{1}{2} + a\varepsilon\right)\left(-\frac{2pa}{p - 1}\varepsilon + \frac{4pa^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right)^p\right]
\]

\[
= \frac{n}{2p} \left[1 - \frac{4pa^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right].
\]

If $b \sim D_1$, then we have that

\[
x = \frac{1}{2} \left(1 - \frac{2a}{p - 1}\varepsilon + \frac{4a^2}{p - 1}\varepsilon^2 + O(\varepsilon^3)\right)
\]

with the same objective value.

**Suboptimal Solutions.** We now show that, given a nearly optimal solution $\tilde{x}$, we can determine whether $b$ is drawn from $D_0$ or $D_1$ with high probability by testing whether $\tilde{x} \in \{1/2, 1\}$ or $\tilde{x} \in \{0, 1/2\}$. Again, assume by symmetry that $b \sim D_0$. Suppose that $x \in [0, 1/2]$. Then,

\[
x \leq \frac{1}{2} < \frac{1}{1 + (n/r - 1)^{1/(p-1)}}
\]

which rearranges to

\[
p(n - r) \cdot x^{p-1} - pr \cdot (1 - x)^{p-1} < 0
\]

which means that the objective is decreasing on this interval. Thus, for $x \in [0, 1/2]$, the smallest that the cost can be is $x = 1/2$, which gives a value of

\[
(n - r) \cdot (1/2)^p + r \cdot (1/2)^p = \frac{n}{2p}.
\]
which is a factor of $1 - \Theta(\varepsilon^2)$ larger than the optimal solution. Thus, a $(1 + \Theta(\varepsilon^2))$-approximate
solution can distinguish between $D_0$ and $D_1$. \qed

Then, by combining Theorems 12.6.1 and 12.6.4, we arrive at the following:

**Theorem 12.6.5.** Let $p \in (1, 2)$ be a constant. Let $A \in \mathbb{R}^{n \times d}$ and let $b \in \mathbb{R}^n$. Suppose that with probability at least $99/100$, an algorithm $\mathcal{A}$ returns $\hat{x} \in \mathbb{R}^d$ such that

$$\|Ax - b\|_p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \|Ax - b\|_p,$$

Then, $\mathcal{A}$ queries $\Omega(d/\varepsilon)$ entries of $b$ in expectation.

### 12.6.3 Lower bounds for $p \in (2, \infty)$

We give our lower bound for $p > 2$ in this section.

**Theorem 12.6.6.** Let $p > 2$. Suppose that a randomized algorithm solves the $\ell_p$ regression up to a relative error of $(1 + \varepsilon/3)$ and queries $m$ entries in expectation and is correct with probability at least $0.99$. Then, $m = \Omega(d^{p/2}/\varepsilon^{p-1})$.

**Proof.** By Yao’s minimax principle, we may assume that the algorithm is deterministic with correctness probability at least $0.99$ over a distributional hard instance. We will need the construction from Theorem 11.3.2. Let $S$ be the set given by Theorem 11.3.2 with $q = p/2$. Set $n = s \cdot d^{p/2}$ for $s = c/\varepsilon^{p-1}$ with $c$ a sufficiently small constant to be determined. Then, we take our matrix to be the $n \times d$ matrix formed by taking $s$ copies of each of the $d^{p/2}$ vectors in $S$. Furthermore, we take our target vector $b$ to be the zero vector with probability $1/2$ and $d \cdot e_I$ with probability $1/2$, where $I \sim [n]$ is a uniformly random index and $e_i$ is the $i$th standard basis vector for $i \in [n]$.

Call the deterministic algorithm $\mathcal{A}$. Suppose for contradiction that $m \leq n/100$. Consider the sequence of entries of $b$ read by $\mathcal{A}$ when $b = 0$. Note that this sequence is of length at most $2m$, since otherwise $\mathcal{A}$ already reads more than $m$ entries in expectation. Furthermore, $\mathcal{A}$ must output $x = 0$ as the solution if it reads a sequence of $2m$ entries of zeros, since otherwise $\mathcal{A}$ cannot achieve any relative error. Then since $\mathcal{A}$ is deterministic, $\mathcal{A}$ will always output $x = 0$ if it reads $2m$ entries of zeros.

On the other hand, suppose that $b = d \cdot e_I$ for $I \sim [n]$. We first upper bound the optimal cost. If we choose $x = \varepsilon \cdot a_I$, then for the nonzero row of $b$, we pay a cost of

$$(d - \varepsilon \cdot \langle a_I, a_I \rangle)^p = (1 - \varepsilon)^p d^p \leq (1 - \varepsilon)d^p.$$

For the other rows of $A$ corresponding to copies of $a_I$, we pay a cost of

$$s \cdot (\varepsilon \cdot \langle a_I, a_I \rangle)^p = \frac{c}{\varepsilon^{p-1}} \cdot \varepsilon^p \cdot d^p = c\varepsilon d^p.$$

For all other rows of $A$ for $a_j \neq a_I$, we pay a cost of

$$s \cdot d^{p/2} \cdot (\varepsilon \cdot \langle a_I, a_j \rangle)^p = \frac{c}{\varepsilon^{p-1}} \cdot \varepsilon^p \cdot d^{p/2} \cdot C_q^p \cdot d^{p/2} = cC_q^p \varepsilon d^p.$$
Thus, if we choose \( c \leq \min \{ C_q^p, 1 \}/3 \), then the total cost is at most
\[
(1 - \varepsilon)d^p + c\varepsilon d^p + cC_q^p\varepsilon d^p \leq (1 - \varepsilon/3)d^p.
\]

Now note that if \( b = d \cdot e_I \), then the probability that \( I \) lands on one of the \( 2m \) entries read by \( A \) when \( b = 0 \) is at most \( 2m/n \leq 1/50 \). Thus, with probability at least \( 1 - 1/50 \), \( A \) outputs \( x = 0 \) on this instance, which has a cost of \( d^p \). By the above calculation, this fails to be a \((1 + \varepsilon/3)\)-approximate solution, which contradicts the guarantee of \( A \). We thus conclude that \( m \geq n/100 = \Omega(d^{p/2}/\varepsilon^{p-1}) \).

\[\square\]

### 12.6.4 A \( 1/\delta^{p-1} \) lower bound for sampling-and-reweighting algorithms

We next show that sampling-and-reweighting algorithms for \( \ell_p \) regression must pay a polynomial dependence in the failure probability \( \delta \), contrasting with the logarithmic dependence achieved by our approach.

**Theorem 12.6.7.** Let \( p > 1 \). Any sampling-and-reweighting algorithm which, with probability at least \( 1 - \delta \), outputs a \((1 + \varepsilon)\)-approximate solution \( x \) to the \( \ell_p \)-regression problem, for \( \varepsilon > 0 \) less than a sufficiently small constant, requires reading \( \Omega(1/\delta^{p-1}) \) entries of \( b \).

**Proof.** In our hard instance we will have \( d = 1 \) and require a sufficiently fine constant factor approximation with failure probability \( \delta \). Suppose, with these parameters, that there is an algorithm reading \( s \) entries. We set \( n = s/\delta \), and will show that the algorithm cannot output a constant factor approximation to the \( \ell_p \)-regression problem with probability at least \( 1 - \delta \).

Let \( A \) be a single column of \( n \) 1s. Since the entries of \( A \) are indistinguishable from each other, we can assume without loss of generality that the sampling-and-reweighting algorithm samples entries uniformly at random. By assumption, since the rows of \( A \) are all identical, the algorithm reweights the sampled rows uniformly (equivalently assigns weight 1 to each sampled entry). We choose \( b = e_I \) for a random standard basis vector \( e_I \). For the optimal \( x \), necessarily \( 0 \leq x \leq 1 \) since if \( x < 0 \), replacing \( x \) with \(-x\) would give lower cost. Similarly, if \( x > 1 \), then replacing \( x \) with 1 would give lower cost. Then the cost is \((1 - x)^p + (n - 1)x^p \). This is convex and differentiable for \( p > 1 \), and is minimized when the derivative is 0. Differentiating, the optimal \( x \) satisfies \(-p(1 - x)^{p-1} + p(n - 1)x^{p-1} = 0 \), or \((1 - x)^{p-1} = (n - 1)x^{p-1} \). Taking \((p - 1)\)-th roots, \(1 - x = (n - 1)^{1/(p-1)}x \), or \( x = 1/(1 + (n - 1)^{1/(p-1)}) \). The optimal cost is therefore
\[
\left( 1 - \frac{1}{1 + (n - 1)^{1/(p-1)}} \right)^p + \frac{n - 1}{(1 + (n - 1)^{1/(p-1)})^p}.
\]

For \( n = \Omega(1) \), this is \( \Theta(1 + n^{1-p/(p-1)}) = O(1) \) for any constant \( p > 1 \).

On the other hand, given that \( n = s/\delta \), with probability at least \( \delta \), the algorithm’s sample includes \( b_I \). If this is the case, for the sampled problem, the cost is \((1 - x)^p + (s - 1)x^p \) for a given \( x \). Setting the derivative to 0, we now have that the optimal \( x' \) for the sampled problem is:
\[
x' = \frac{1}{1 + (s - 1)^{1/(p-1)}}.
\]
Computing the cost of using \( x' \) for the original problem, our cost of using \( x' \) is
\[
\left( 1 - \frac{1}{1 + (s - 1)^{1/(p-1)}} \right)^p + \frac{n - 1}{(1 + (s - 1)^{1/(p-1)})^p}.
\]
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The cost is at least the second term, which for $n = \omega(1)$ and $s = \delta n = \omega(1)$ is $\Theta((s/\delta)/s^{p/(p-1)})$. This term must be $O(1)$ to be an $O(1)$-approximation, by our above calculation of the optimal cost. Hence, $s^{p/(p-1)-1} = \Omega(1/\delta)$, or $s^{1/(p-1)} = \Omega(1/\delta)$, or $s = \Omega(1/\delta^{p-1})$. 

Chapter 13

Applications: coresets for multiple $\ell_p$ regression [WY24a]

13.1 Multiple $\ell_p$ regression

Up until now, we have focused mostly on least squares and $\ell_p$ linear regression problems with a single response, i.e., there is just a single $b$ vector of responses. However, it is often the case that we are interested in more than just one target $b$ to predict, and in general, we may wish to simultaneously fit $m$ target vectors that are given by a matrix $B \in \mathbb{R}^{n \times m}$ and solve the minimization problem

$$\min_{X \in \mathbb{R}^{d \times m}} \|AX - B\|_{p,p}^p = \min_{X \in \mathbb{R}^{d \times m}} \sum_{j=1}^m \|AXe_j - Be_j\|_p^p$$

This is known as the multiple response $\ell_p$ regression problem, or simply the multiple $\ell_p$ regression problem, and is the focus of the present chapter.

13.1.1 Coreset constructions for $p = 2$

For $p = 2$, the construction of strong coresets for the multiple response problem follows almost immediately from strong coresets for the single response problem due to orthogonality and the Pythagorean theorem, and we can construct $S$ such that

$$\|S(AX - B)\|_F^2 = (1 \pm \varepsilon) \|AX - B\|_F^2$$

with $\text{nnz}(S) = \tilde{O}(\varepsilon^{-2}d)$ samples. Indeed, assume without loss of generality that $A$ has orthogonal columns, and suppose that $S$ satisfies

- $\|SAx\|_2^2 = (1 \pm \varepsilon) \|Ax\|_2^2$ for every $x \in \mathbb{R}^d$ (i.e. $S$ is a subspace embedding)
- $\|S(AX^* - B)\|_F^2 = (1 \pm \varepsilon) \|AX^* - B\|_F^2$ where $X^*$ is the optimal minimizer
- $\|A^TS(AX^* - B)\|_F^2 \leq (\varepsilon^2/d) \|A\|_F^2 \|AX^* - B\|_F^2 = \varepsilon^2 \|AX^* - B\|_F^2$.
Then, the following argument of Section 7.5 of \cite{CW13} shows that $S$ is a strong coreset. Indeed,

$$
\|S(AX - B)\|_F^2 = \|SA(X - X^*)\|_F^2 + \|S(AX^* - B)\|_F^2 \\
+ 2 \text{tr}((X - X^*)^T A^T S^T S(AX^* - B))
$$

by expanding the square, and the inner product term is bounded by

$$
|\text{tr}((X - X^*)^T A^T S^T S(AX^* - B))| \leq \|X - X^*\|_F \|A^T S^T S(AX^* - B)\|_F \\
\leq \varepsilon \|A(X - X^*)\|_F \|AX^* - B\|_F \\
\leq \varepsilon \|AX - B\|_F^2
$$

and $S$ also preserves the quantities $\|SA(X - X^*)\|_F^2$ and $\|S(AX^* - B)\|_F^2$ up to $(1 \pm \varepsilon)$ relative error. A similar trick is available in the weak coreset setting (see, e.g., Section 3.1 of \cite{CNW16}), which gives a bound of $\text{nnz}(S) = \tilde{O}(\varepsilon^{-1}d)$ for this guarantee. Unfortunately, almost every step in the above argument uses special properties of the $\ell_2$ norm that are not available for the $\ell_p$ norm, and thus we will need completely different arguments to handle $p \neq 2$.

### 13.1.2 Challenges for $p \neq 2$

If we desire only weak coresets, then prior results on active $\ell_p$ regression (see Chapter 12) in fact almost immediately provide a solution. These results show that a weak coreset $S$ for the single response $\ell_p$ regression problem can be constructed independently of $B$, and with the dependence of $\text{nnz}(S)$ on the failure probability $\delta$ being polylogarithmic. Thus by setting the failure rate to $\delta = 1/10m$, we can simultaneously solve every column of $B$ independently with overall probability at least 9/10.

For strong coresets, however, such a column-wise strategy must be implemented carefully. If we consider constructing a strong coreset for a single column $j \in [m]$, then the sampling probabilities now depend on the target vector $Be_j$, so the sampling complexity would need to scale as $m$ rather than $\text{poly log}(m)$ as in the previous upper bound weak coresets. On the other hand, another natural strategy is to mimic the strategy for the $p = 2$ case and take the sampling probabilities to only guarantee a $\ell_p$ subspace embedding for the column space of $A$ and that $q_i \geq \|e_i^T B^*\|_p^p / \|B^*\|_{p,p}^p$ for $B^* := AX^* - B$. This is a reasonable choice of sampling probabilities, and indeed it is not hard to see that

$$
\|S(AX - B)\|_{p,p}^p = (1 \pm \varepsilon) \|AX - B\|_{p,p}^p
$$

for any fixed $X \in \mathbb{R}^{d \times m}$ with only $\text{nnz}(S) = \tilde{O}(\varepsilon^{-2}d)$ samples for $p < 2$ and $\text{nnz}(S) = \tilde{O}(\varepsilon^{-2}d^{p/2})$ samples for $p > 2$ via a Bernstein tail bound. However, it is unclear how to extend a guarantee for any single $X \in \mathbb{R}^{d \times m}$ to a guarantee simultaneously for all $X \in \mathbb{R}^{d \times m}$. Although the dependence on the failure rate $\delta$ is logarithmic, a net argument, or even more sophisticated chaining arguments, over the possible choices of $X \in \mathbb{R}^{d \times m}$ seem to require a union bound over sets of size $\exp(dm)$, thus again introducing a linear dependence on $m$ in the sample complexity $\text{nnz}(S)$. As we show, a careful blend of these two ideas will be necessary to obtain our strong coreset result.
13.1.3 Strong coresets for multiple $\ell_p$ regression

Our first main result is the first construction of strong coresets for multiple $\ell_p$ regression that is independent of $m$.

**Theorem 13.1.1** (Strong coresets for multiple $\ell_p$ regression). Let $A \in \mathbb{R}^{n \times d}$, $B \in \mathbb{R}^{n \times m}$, and $p \geq 1$. There is an algorithm which constructs $S$ with

$$\text{nnz}(S) = \begin{cases} O(d) \left( \frac{1}{\epsilon^2} \left( \log d \right)^2 \log \frac{d}{\epsilon} + \log \frac{1}{\delta} \right) & 1 \leq p < 2 \\ O(\frac{d^{p/2}}{\epsilon^p}) \left( \frac{(\log d)^2}{\epsilon^2} \log \frac{d}{\epsilon} + \log \frac{1}{\delta} \right) & p > 2 \end{cases}$$

such that with probability at least $1 - \delta$,

$$\|S(AX - B)\|_{p,p}^p = (1 \pm \epsilon)\|AX - B\|_{p,p}^p$$

simultaneously for every $X \in \mathbb{R}^{d \times m}$.

We achieve a nearly optimal dependence on $d$ and $\epsilon$, as we show that $\Omega(\frac{d^{p/2}}{\epsilon^p})$ rows are necessary for strong coresets in Theorem 13.6.1 for $p > 2$, while it is known that $\tilde{\Omega}(\frac{d}{\epsilon^2})$ rows are necessary even for $m = 1$ for $p < 2$ [LWW21]. We note that our upper bound shows that multiple $\ell_p$ regression is as easy as single response $\ell_p$ regression for $p < 2$, while our lower bound demonstrates an interesting separation between the two for $p > 2$.

**Initial log $m$ bound**

We first recall Theorem 12.3.2 from Chapter 12 which shows that

$$\left| \left( \|S(Ax - b)\|_p - \|Sb\|_p^p \right) - \left( \|Ax - b\|_p - \|b\|_p^p \right) \right| \leq \epsilon \left( \|b\|_p^p + \|Sb\|_p^p + \|Ax\|_p^p \right) \quad (13.1)$$

This guarantee is in a form that can be summed over the $m$ columns of $B$. Thus, if a log $m$ dependence is admissible, then we can apply the above result with failure probability $1/10m$, union bound over the $m$ columns, and sum the results to obtain

$$\left| \left( \|S(AX - B)\|_{p,p}^p - \|SB\|_{p,p}^p \right) - \left( \|AX - B\|_{p,p}^p - \|B\|_{p,p}^p \right) \right| \leq \epsilon \left( \|B\|_{p,p}^p + \|SB\|_{p,p}^p + \|AX\|_{p,p}^p \right).$$

Now suppose that we additionally have

- $\|SB\|_{p,p}^p = (1 \pm \epsilon)\|B\|_{p,p}^p$
- $\|B\|_{p,p}^p = O(\text{OPT}^p)$ (which is without loss of generality by subtracting an $O(1)$-optimal solution)

Then, we have

$$\|S(AX - B)\|_{p,p}^p = \|AX - B\|_{p,p}^p - \|B\|_{p,p}^p + \|SB\|_{p,p}^p \pm O(\epsilon) \left( \|B\|_{p,p}^p + \|AX\|_{p,p}^p \right)$$

$$= \|AX - B\|_{p,p}^p \pm \epsilon \|B\|_{p,p}^p \pm O(\epsilon) \left( \|B\|_{p,p}^p + \|AX\|_{p,p}^p \right)$$

$$= \|AX - B\|_{p,p}^p \pm O(\epsilon) \|AX - B\|_{p,p}^p$$

so we indeed have a strong coreset as desired.
Removing the $m$ dependence

Next, we show how to completely remove the $m$ dependence, which requires additional ideas. When applying (13.1) to each of the $m$ columns, suppose that we set the failure probability to $\text{poly}(\varepsilon\delta)$ instead of $O(1/m)$. Then, this guarantee will hold for a $1 - \text{poly}(\varepsilon\delta)$ fraction of “good” columns, for which we can obtain $(1 \pm \varepsilon)$ approximations. On the remaining $\text{poly}(\varepsilon\delta)$ fraction of “bad” columns, note that the mass of $\mathbf{B}$ on these columns is at most $\text{poly}(\varepsilon\delta)\|\mathbf{B}\|_{p,p}$ with probability $1 - \delta$ by Markov’s inequality. Then on these columns, $\|\mathbf{S}(\mathbf{A}\mathbf{X} - \mathbf{B})\mathbf{e}_j\|_p$ is just $\|\mathbf{SAXe}_j\|_p$ up to a small total additive error of $\text{poly}(\varepsilon\delta)\|\mathbf{B}\|_{p,p}$. In turn, we have that $\|\mathbf{SAXe}_j\|_p = (1 \pm \varepsilon)\|\mathbf{AXe}_j\|_p$ by using that $\mathbf{S}$ is an $\ell_p$ subspace embedding. Thus, by combining with the $(1 \pm \varepsilon)$ approximation on the rest of the “good” columns, we can still ensure that $\|\mathbf{S}(\mathbf{A}\mathbf{X} - \mathbf{B})\|_{p,p} = (1 \pm \varepsilon)\|\mathbf{AX} - \mathbf{B}\|_{p,p}$.

13.1.4 Weak coresets for multiple $\ell_p$ regression

In the weak coreset setting, we consider a generalized multiple $\ell_p$ regression problem, where we are given a design matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$, an “embedding” $\mathbf{G} \in \mathbb{R}^{t \times m}$, and a target matrix $\mathbf{B} \in \mathbb{R}^{n \times m}$, and we wish to approximately minimize the objective function $\|\mathbf{AXG} - \mathbf{B}\|_{p,p}$.

As noted previously, for multiple $\ell_p$ regression without an embedding (i.e. $\mathbf{G} = I_t$) the construction of weak coresets follows relatively straightforwardly by applying active $\ell_p$ regression results along each column. However, this strategy fails when we must additionally handle the embedding matrix $\mathbf{G}$, as this constraint couples the columns of $\mathbf{AX}$ together. Furthermore, we argue that handling the embedding $\mathbf{G}$ is substantially more interesting than the unconstrained case. Indeed, as we see later in Sections 13.1.5 and 13.1.6, the incorporation of the embedding $\mathbf{G}$ will allow us to handle interesting extensions of our results to settings beyond the entrywise $\ell_p$ norm via the use of a linear embedding into this norm. We will denote the optimal value as

$$\text{OPT} := \min_{\mathbf{X} \in \mathbb{R}^{d \times t}} \|\mathbf{AXG} - \mathbf{B}\|_{p,p}$$

and let $\mathbf{X}^*$ denote the matrix achieving this optimum unless otherwise noted. We will prove the following result:

**Theorem 13.1.2 (Weak coresets for multiple $\ell_p$ regression).** Let $\mathbf{A} \in \mathbb{R}^{n \times d}$, $\mathbf{G} \in \mathbb{R}^{t \times m}$, $\mathbf{B} \in \mathbb{R}^{n \times m}$, and $1 \leq p < \infty$. There is an algorithm which constructs $\mathbf{S}$ independently of $\mathbf{B}$ with

$$\text{nnz}(\mathbf{S}) = \begin{cases} \frac{O(d)}{\varepsilon^2\delta^2} \left( (\log d)^2 \log \frac{d}{\varepsilon} + \log \frac{1}{\delta} \right) \left( \log \log \frac{1}{\varepsilon} \right)^2 & p = 1 \\ \frac{O(d)}{\varepsilon^2} \left( (\log d)^2 \log \frac{d}{\varepsilon} + \log \frac{1}{\delta} \right) \left( \log \log \frac{1}{\varepsilon} \right)^2 & 1 < p < 2 \\ \frac{O(d^{p/2})}{\varepsilon^{p-1}\delta^p} \left( (\log d)^2 \log \frac{d}{\varepsilon} + \log \frac{1}{\delta} \right) \left( \log \log \frac{1}{\varepsilon} \right)^p & 2 < p < \infty \end{cases}$$

such that with probability at least $1 - \delta$, for any $\tilde{\mathbf{X}} \in \mathbb{R}^{d \times t}$ such that

$$\|\mathbf{S}(\mathbf{A}\tilde{\mathbf{X}}G - \mathbf{B})\|_{p,p} \leq (1 + \varepsilon) \min_{\mathbf{X} \in \mathbb{R}^{d \times t}} \|\mathbf{S(AXG} - \mathbf{B}\|_{p,p},$$
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we have
\[ \|A^T G - B\|_{p,p}^p \leq (1 + O(\varepsilon)) \min_{X \in \mathbb{R}^{d \times t}} \|AXG - B\|_{p,p}^p. \]

Furthermore, conditioned on the event that \( S(AX^*G - B)\|_{p,p}^p = O(\|AX^*G - B\|_{p,p}^p) \) for the global optimizer \( X^* \), the dependence on \( \delta \) can be replaced by a single \( \log \frac{1}{\delta} \) factor and the \( \text{poly}(\log \log \frac{1}{\delta}) \) factor can be removed.

We achieve a nearly optimal dependence on \( d \) and \( \varepsilon \), as we show that \( \Omega(d^{p/2}/\varepsilon^{p-1}) \) rows are necessary for weak coresets in Theorem 13.6.2 for \( p > 2 \). Our weak coreset upper bound result together with our strong coreset lower bound of Theorem 13.6.1 shows a tight \( \varepsilon \) factor separation between the two coreset guarantees. Note that in the statement of Theorem 13.1.2, the dependence on the failure rate \( \delta \) is polynomial. This occurs for the same reason as discussed in Theorem 12.6.7 for the active \( \ell_p \) regression setting, and can be handled in the same way (see Section 12.3.3).

### 13.1.5 Applications: sublinear algorithms for Euclidean power means

Our first application of our results on coresets for multiple \( \ell_p \) regression is on designing coresets for the Euclidean power means problem. In this problem, we are given as input a set of \( n \) points \( \{b_i\}_{i=1}^n \subseteq \mathbb{R}^t \), and we wish to find a center \( \hat{x} \in \mathbb{R}^t \) that minimizes the sum of the Euclidean distances to \( \hat{x} \), raised to the power \( p \). That is, we seek to minimize the objective function given by

\[
\sum_{i=1}^n \|x - b_i\|_2^p = \|1x^T - B\|_{p,2}^p
\]

where \( 1 \) is the \( n \times 1 \) matrix of all ones, \( B \in \mathbb{R}^{n \times t} \) is the matrix with \( b_i \) in its \( n \) rows, and \( \|\cdot\|_{p,2} \) is the \( (p, 2) \)-norm of a matrix given by the \( \ell_p \) norm of the Euclidean norm of the rows. This is a fundamental problem which generalizes the well-studied problems of the mean \( (p = 2) \), geometric median \( (p = 1) \), and minimum enclosing balls \( (p = \infty) \). Coresets and sampling algorithms for this problem were recently studied by [CSS21], who showed that a uniform sample of \( \tilde{O}(\varepsilon^{-(p+3)}) \) points suffices to output a center \( \hat{x} \in \mathbb{R}^t \) such that

\[
\|1\hat{x}^T - B\|_{p,2}^p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^t} \|1x^T - B\|_{p,2}^p = (1 + \varepsilon) \text{OPT}^p.
\]

In comparison to the upper bounds, the lower bounds given by [CSS21] was \( \Omega(\varepsilon^{-(p-1)}) \) which is off by a \( \varepsilon^4 \) factor compared to the upper bound, which was improved to \( \Omega(\varepsilon^{-1}) \) for \( 1 < p < 2 \) by [MMWY22] and \( \Omega(\varepsilon^{-2}) \) for \( p = 1 \) by [CD21, PPP21].

One of the main open questions highlighted by the work of [CSS21] is to obtain tight bounds for this problem: how many uniform samples are necessary and sufficient to output a \( (1 + \varepsilon) \)-approximate solution to the Euclidean power means problem. Our main contribution is a nearly optimal algorithm which matches the lower bounds of [CD21, PPP21, CSS21, MMWY22].

**Theorem 13.1.3.** Let \( \{b_i\}_{i=1}^n \subseteq \mathbb{R}^d \). Then, there is a sublinear algorithm which uniformly samples at most

\[
s = \begin{cases} 
O(\varepsilon^{-2}) \left( \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right) \log \frac{1}{\delta} & p = 1 \\
O(\varepsilon^{-1}) \left( \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right) \log \frac{1}{\delta} & 1 < p \leq 2 \\
O(\varepsilon^{-p}) \left( \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right) \log \frac{1}{\delta} & 2 < p < \infty
\end{cases}
\]
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rows $b_i$ and outputs a center $\hat{x}$ such that

$$\sum_{i=1}^{n} \|\hat{x} - b_i\|_2^p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \sum_{i=1}^{n} \|x - b_i\|_2^p$$

with probability at least $1 - \delta$.

To apply the techniques developed in this work to the Euclidean power means problem, we need to embed the $(p, 2)$-norm into the entrywise $\ell_p$ norm. To make this reduction, we use a classic result of Dvoretzky and Milman [Dvo61, Mil71], which shows that a random subspace of a normed space is approximately Euclidean (see Theorem 14.3.1).

Note then that if $G$ is an appropriately scaled random Gaussian matrix, then we have that

$$\|1x^T - B\|_{p,2}^p = (1 \pm \varepsilon) \|1x^T G - BG\|_{p,p}^p$$

by the above result. We may now note that the latter optimization problem is exactly of the form of an embedded $\ell_p$ regression problem, and thus our weak coreset results immediately apply to this problem. In fact, handling this Dvoretzky embedding is our main motivation for studying the $\ell_p$ regression problem with the embedding. We also note that similar reductions are possible by making use of other linear embeddings between $\ell_p$ norms [WW19, LWY21, LLW23]. The full argument is given in Appendix 13.4.

In addition to sharpening the bound of [CSS21] to optimality, we note that our techniques, both algorithmically and in the analysis, are far simpler than the prior work of [CSS21]. The previous algorithm required partitioning the dataset into “rings” of points with similar costs and preprocessing these rings. Furthermore, the analysis uses a specially designed chaining argument with custom net constructions that require terminal Johnson–Lindenstrauss embeddings. On the other hand, our algorithm simply runs multiple instances of a “sample-and-solve” algorithm, where the run with lowest sampled mass is kept. Furthermore, the analysis largely builds on existing net constructions for $\ell_p$ regression, and does not need terminal embeddings.

### 13.1.6 Applications: spanning coresets for $\ell_p$ subspace approximation

As a second application of our results, we give the first construction of spanning coresets for $\ell_p$ subspace approximation with nearly optimal size. The $\ell_p$ subspace approximation is a popular generalization of the classic Frobenius norm low rank approximation problem, where the input is a set of $n$ points $\{a_i\}_{i=1}^{n}$ in $d$ dimensions, and we wish to compute a rank $k$ subspace $F \subseteq \mathbb{R}^d$ that minimizes

$$\sum_{i=1}^{n} \|a_i^T (I_d - P_F)\|_2^p$$

where $P_F$ denotes the orthogonal projection matrix onto $F$. Equivalently, we can write this as

$$\min_{\text{rank}(F) \leq k} \|A(I_d - P_F)\|_{p,2}^p.$$
While strong and weak coresets for this problem have attracted much attention [FL11, SV12, SW18, FKW21, WY23a, WY24b], our main contribution to this line of research is on a different coreset guarantee, which we call spanning coresets. Spanning coresets are subsets of the points $a_i$ which span a $(1 + \varepsilon)$-optimal rank $k$ subspace, and is another popular guarantee in this literature [DV07, SV12, CW15a]. In addition to being an interesting object in its own right [SV12], the existence of small spanning coresets have found applications to constructions for strong and weak coresets for $\ell_p$ subspace approximation [HV20].

**Definition 13.1.4 (Spanning coreset).** Let $\{a_i\}_{i=1}^n \subseteq \mathbb{R}^d$. A subset $S \subseteq [n]$ is a $(1 + \varepsilon)$-spanning coreset if the points $\{a_i\}_{i \in S}$ span a $k$-dimensional subspace $F$ such that

$$\|A(I_d - P_F)\|_{p,2} \leq (1 + \varepsilon) \min_{\text{rank}(F) \leq k} \|A(I_d - P_F)\|_{p,2}.$$

Our main result is the following upper bound on the size of spanning coresets.

**Theorem 13.1.5.** Let $\{a_i\}_{i=1}^n \subseteq \mathbb{R}^d$, $1 \leq p < \infty$, $k \in \mathbb{N}$, and $0 < \varepsilon < 1$. Then, there exists a $(1 + \varepsilon)$-spanning coreset $S$ of size at most

$$|S| = \begin{cases} O(\varepsilon^{-2}k)(\log(k/\varepsilon))^3 & p = 1 \\ O(\varepsilon^{-1}k)(\log(k/\varepsilon))^3 & 1 < p \leq 2 \\ O(\varepsilon^{-p}k^{p/2})(\log(k/\varepsilon))^3 & 2 < p < \infty \end{cases}$$

In particular, we improve the previous best result of $O(\varepsilon^{-1}k^2\log(k/\varepsilon))$ due to Theorem 3.1 of [SV12] in the $k$ dependence for all $1 \leq p < 4$. The proof of this result is given in Section 13.5. Furthermore, we give the first lower bounds on the size of spanning coresets by generalizing an argument of [DV06] for $p = 2$, showing that spanning coresets must have size at least $\Omega(\varepsilon^{-1}k)$ in Theorem 13.6.3. Together, our results settles the size of spanning coresets up to polylogarithmic factors for $1 < p < 2$. To obtain this result, we again use Dvoretzky’s theorem to embed the problem to an embedded entrywise $\ell_p$ norm problem, and then apply our weak coreset results.

Finally, we note that our spanning coreset lower bound implies other interesting lower bounds for coresets. First, we note that weak coresets for $\ell_p$ subspace approximation are automatically spanning coresets, so our lower bound for spanning coresets also gives the first nontrivial lower bound on the size of weak coresets for $\ell_p$ subspace approximation. Secondly, we note that our proof of Theorem 13.1.5 in fact shows that any upper bound on weak coresets for $\ell_p$ regression with an embedding implies upper bounds for spanning coresets of the same size. Thus, our spanning coreset lower bound in fact implies an $\Omega(d/\varepsilon)$ lower bound on the size of weak coresets for $\ell_p$ regression with an embedding, which establishes that our weak coreset upper bound for $\ell_p$ regression (Theorem 13.1.2) is also nearly optimal for $1 < p < 2$ up to polylogarithmic factors.

On the other hand, for $p > 2$, our weak coreset lower bound of Theorem 13.6.2 shows that our technique of reducing spanning coresets to weak coresets cannot prove a better upper bound than the result of Theorem 13.1.5, and thus new ideas are required to improve upon the $\tilde{O}(\varepsilon^{-1}k^2)$ spanning coreset upper bound of Theorem 3.1 of [SV12]. This is an interesting open problem.

### 13.2 Strong coresets

We give the formal statement and proof of our strong coreset result for multiple $\ell_p$ regression.
Theorem 13.2.1 (Strong coresets for multiple $\ell_p$ regression). Let $\hat{X} \in \mathbb{R}^{d \times m}$ satisfy
\[
\|A\hat{X} - B\|_{p,p}^p \leq O(1) \min_{X \in \mathbb{R}^{d \times m}} \|AX - B\|_{p,p}^p
\]
and let $\hat{B} := A\hat{X} - B$. Let $S$ be the $\ell_p$ sampling matrix (Definition 6.1.1) with sampling probabilities $q_i \geq \min\{1, w_i/\alpha + v_i/\beta\}$ for $\gamma$-one-sided $\ell_p$ Lewis weights $w \in \mathbb{R}^n$, $v_i = \|e_i^\top \hat{B}\|_{p}/\|\hat{B}\|_{p,p}^p$,
\[
\alpha = \begin{cases} 
O(\gamma)\varepsilon^2 \left[ (\log d)^2 \log n + \log \frac{1}{\delta} \right]^{-1} & p < 2 \\
O(\gamma^{p/2})\varepsilon^p \left[ (\log d)^2 \log n + \log \frac{1}{\delta} \right]^{-1} & p > 2
\end{cases}
\]
and $\beta = O(\varepsilon^{-2} \log \frac{1}{\delta})$. Then with probability at least $1 - \delta$,
\[
\|S(AX - B)\|_{p,p}^p = (1 \pm \varepsilon)\|AX - B\|_{p,p}^p
\]
simultaneously for every $X \in \mathbb{R}^{d \times m}$.

Proof. By replacing $B$ by $\hat{B} - A\hat{X}$, we assume that $\|B\|_p = O(\text{OPT})$. We apply Theorem 12.3.2 with failure probability at $\varepsilon^p\delta^2$. Now let $S \subseteq [m]$ be the set of columns for which the guarantee of Theorem 12.3.2 fails. Note then that by Markov’s inequality,
\[
\sum_{j \in S} \|Be_j\|_{p}^p = O(\varepsilon^p\delta)\|B\|_{p,p}^p
\]
with probability at least $1 - \delta$. We also have that
\[
\sum_{j \in S} \|SBe_j\|_{p}^p \leq \frac{1}{\delta} \sum_{j \in S} \|Be_j\|_{p}^p = O(\varepsilon^p)\|B\|_{p,p}^p
\]
with probability at least $1 - \delta$, again by Markov’s inequality. Then,
\[
\|S(AX - B)e_j\|_{p}^p = (1 \pm \varepsilon)\|SA\hat{X}e_j\|_{p}^p + O(1)\frac{\varepsilon}{\varepsilon^{p-1}}\|SBe_j\|_{p}^p
\]
\[
= (1 \pm \varepsilon)^2\|AXe_j\|_{p}^p + O(1)\frac{\varepsilon}{\varepsilon^{p-1}}\|SBe_j\|_{p}^p
\]
by using that $S$ is a subspace embedding. Similarly, we have that
\[
\|(AX - B)e_j\|_{p}^p = (1 \pm \varepsilon)\|AXe_j\|_{p}^p + O(1)\frac{\varepsilon}{\varepsilon^{p-1}}\|Be_j\|_{p}^p.
\]
Then summing over $j \in S$ gives that
\[
\sum_{j \in S} \|S(AX - B)e_j\|_{p}^p = \sum_{j \in S} \|(AX - B)e_j\|_{p}^p \pm O(\varepsilon)\|B\|_{p,p}^p.
\]
On the other hand, for \( j \not\in S \), Theorem 12.3.2 succeeds so we have
\[
\|S(AX - B)e_j\|_p^p = \|(AX - B)e_j\|_p^p + \|Be_j\|_p^p + \|SBe_j\|_p^p + \|AXe_j\|_p^p \pm \varepsilon(\|Be_j\|_p^p + \|SBe_j\|_p^p + \|AXe_j\|_p^p)
\]

Summing the guarantee of over the \( m \) columns \( j \) gives
\[
\|S(AX - B)\|_{p,p}^p = \|AX - B\|_{p,p}^p - \|B\|_{p,p}^p \pm O(\varepsilon)(\|B\|_{p,p}^p + \|AX\|_{p,p}^p)
\]

\[= \|AX - B\|_{p,p}^p \pm \varepsilon\|B\|_{p,p}^p \pm O(\varepsilon)(\|B\|_{p,p}^p + \|AX\|_{p,p}^p)\]

\[= \|AX - B\|_{p,p}^p \pm O(\varepsilon)\|AX - B\|_{p,p}^p. \]

\[\square\]

### 13.3 Weak coresets

We give the formal statement and proof of our weak coreset result for multiple \( \ell_p \) regression.

**Theorem 13.3.1** (Weak coresets for multiple \( \ell_p \) regression). Let \( S \) be the \( \ell_p \) sampling matrix (Definition 6.1.1) with sampling probabilities \( q_i \geq \min\{1, w_i/\alpha\} \) for \( \gamma \)-one-sided \( \ell_p \) Lewis weights \( w \in \mathbb{R}^n \) and \( \alpha = \begin{cases} O(\gamma)\varepsilon^2 \left[ (\log d)^2 \log n + \log \frac{m}{\delta} \right]^{-1} \left[ \log \log \frac{1}{\varepsilon} \right]^{-2} & p < 2 \\ O(\gamma^{p/2})\varepsilon^{p-1}\delta_p^p \left[ (\log d)^2 \log n + \log \frac{m}{\delta} \right]^{-1} \left[ \log \log \frac{1}{\varepsilon} \right]^{-p} & p > 2 \end{cases} \). Then, for any \( \hat{X} \in \mathbb{R}^{d \times t} \) such that
\[
\|S(AXG - B)\|_{p,p}^p \leq (1 + \varepsilon) \min_{X \in \mathbb{R}^{d \times t}} \|S(AXG - B)\|_{p,p}^p,
\]
we have
\[
\|AXG - B\|_{p,p}^p \leq (1 + O(\varepsilon)) \min_{X \in \mathbb{R}^{d \times t}} \|AXG - B\|_{p,p}^p.
\]

The argument closely follows the active \( \ell_p \) regression argument from Chapter 12.

#### 13.3.1 Closeness of nearly optimal solutions

We need Lemma 12.3.3 from Chapter 12 as well as the following elementary computation.

**Lemma 13.3.2** (Gradients of multiple \( \ell_p \) regression). The gradient \( \nabla_X \|AXG - B\|_{p,p}^p \) is given by the formula
\[
\sum_{i=1}^{n} \sum_{j=1}^{m} p[AXG - B](i,j)^{\alpha(p-1)}(A^T e_i)(e_j^T G^T)
\]

The following lemma uses Lemmas 12.3.3 and 13.3.2 to show that if \( X \) achieves a nearly optimal value, then \( X \) must be close to the optimal solution \( X^* \).
Lemma 13.3.3 (Closeness of nearly optimal solutions). Let $p > 1$. For any $X \in \mathbb{R}^{d \times t}$ such that $\|AXG - B\|_{p,p} \leq (1 + \eta)\text{OPT}$ with $\eta \in (0, 1)$, we have that

$$\|AXG - AX^*G\|_{p,p} \leq \begin{cases} O(\eta^{1/2}) \text{OPT} & p < 2 \\ O(\eta^{1/p}) \text{OPT} & p > 2 \end{cases}$$

where $X^* := \arg\min_{X \in \mathbb{R}^{d \times t}} \|AXG - B\|_{p,p}$.

**Proof.** First note that

$$\langle (AX^*G - B)^{(p-1)} , AX^*G - AXG \rangle$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{m} [AX^*G - B](i,j)^{(p-1)}[A(X^* - X)G](i,j)$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{m} [AX^*G - B](i,j)^{(p-1)} \langle (A^\top e_i)(e_j^\top G^\top), X^* - X \rangle$$

$$= \left\langle \sum_{i=1}^{n} \sum_{j=1}^{m} [AX^*G - B](i,j)^{(p-1)}(A^\top e_i)(e_j^\top G^\top), X^* - X \right\rangle.$$

The left term in the product is the gradient of the objective at the optimum by Lemma 13.3.2, so this is just 0 for any $X$. Then for $p < 2$, we have by Lemma 12.3.3 that

$$\|AXG - AX^*G\|_{p,p}^2 + \frac{p-1}{2} \|AXG - AX^*G\|_{p,p}^2 \leq \|AXG - B\|_{p,p}^2 \leq (1 + \eta)^2 \|AX^*G - B\|_{p,p}^2$$

which rearranges to

$$\|AXG - AX^*G\|_{p,p} \leq O(\eta^{1/2}) \text{OPT}.$$ 

and for $p > 2$, we have by Lemma 12.3.3 that

$$\|AX^*G - B\|_{p,p}^p + \frac{p-1}{p2^p} \|AXG - AX^*G\|_{p,p}^p \leq \|AXG - B\|_{p,p}^p \leq (1 + \eta)^p \|AX^*G - B\|_{p,p}^p$$

which rearranges to

$$\|AXG - AX^*G\|_{p,p} \leq O(\eta^{1/p}) \text{OPT}.$$

\[\square\]

### 13.3.2 Iterative size reduction argument

We will need the following initial result to seed our iterative argument. Note that the dependence on $\varepsilon$ is suboptimal by an $\varepsilon$ factor for every $1 < p < \infty$.

**Lemma 13.3.4.** Let $S$ be the $\ell_p$ sampling matrix (Definition 6.1.1) with sampling probabilities $q_i \geq \min\{1, w_i/\alpha\}$ for $\gamma$-one-sided $\ell_p$ Lewis weights $w \in \mathbb{R}^n$ and

$$\alpha = O(\gamma)(\varepsilon\delta)^2 \left[ (\log d)^2 \log n + \log \frac{1}{\delta} \right]^{-1}$$

182
for $1 \leq p < 2$ and
\[
\alpha = \frac{O(\gamma^{p/2})((\varepsilon\delta)^p)
\left[(\log d)^2\log n + \log \frac{1}{\delta}\right]^{-1}}{\|w\|_1^{p/2-1}}
\]
for $2 < p < \infty$. Then, for any $\tilde{X} \in \mathbb{R}^{d \times t}$ such that
\[
\|S(A\tilde{X}G - B)\|_{p,p}^p \leq (1 + \varepsilon) \min_{X \in \mathbb{R}^{d \times t}} \|S(AXG - B)\|_{p,p}^p,
\]
we have
\[
\|A\tilde{X}G - B\|_{p,p}^p \leq (1 + O(\varepsilon)) \min_{X \in \mathbb{R}^{d \times t}} \|AXG - B\|_{p,p}^p.
\]

Proof. We first show that
\[
\|A\tilde{X}G - AX^*G\|_{p,p}^p \leq O\left(\frac{1}{\delta}\right)\text{OPT}^p
\]
with probability at least $1 - \delta$. By using the fact that $S$ is an $O(1)$-approximate $\ell_p$ subspace embedding, we have that
\[
\|A\tilde{X}G - AX^*G\|_{p,p}^p \leq \|S(A\tilde{X}G - AX^*G)\|_{p,p}^p
\]
\[
\leq 2^{p-1}\left(\|S(A\tilde{X}G - B)\|_{p,p}^p + \|S(AX^*G - B)\|_{p,p}^p\right) \quad \text{Fact 2.1.1}
\]
\[
\leq 2^{p+1}\|S(AX^*G - B)\|_{p,p}^p \quad \text{Approximate optimality of } \tilde{X}
\]
The latter quantity is at most $O\left(\frac{1}{\delta}\right)\text{OPT}^p$ with probability at least $1 - \delta$ by Markov’s inequality. Thus, we may replace the optimization of $\tilde{X}$ over all $X \in \mathbb{R}^{d \times t}$ with optimization over the ball $\{X : \|AXG - AX^*G\|_{p,p}^p = O\left(\frac{1}{\delta}\right)\text{OPT}^p\}$.

The rest of the proof now mimics the proof of Theorem 13.2.1. We apply Theorem 12.3.2 with accuracy parameter $\varepsilon$ set to $\varepsilon\delta$, failure parameter set to $(\varepsilon\delta)^p\delta^2$, and proximity parameter $\eta$ set to 1. Let $S \subseteq [m]$ be the set of columns for which Theorem 12.3.2 fails. Then by applying Markov’s inequality twice as in the proof of Theorem 13.2.1, we have that
\[
\sum_{j \in S} \|S(AX^*G - B)e_j\|_{p}^p = O((\varepsilon\delta)^p)\text{OPT}^p
\]
and
\[
\sum_{j \in S} \|(AX^*G - B)e_j\|_{p}^p = O((\varepsilon\delta)^p)\text{OPT}^p
\]
and thus it follows that
\[
\sum_{j \in S} \|S(AXG - B)e_j\|_{p}^p = \sum_{j \in S} \|(AXG - B)e_j\|_{p}^p \pm O(\varepsilon\delta) \left(\|A(X - X^*)G\|_{p,p}^p + \text{OPT}^p\right).
\]
Summing this result with the rest of the columns $j \notin S$ gives that
\[
\left|(\|S(AXG - B)\|_{p,p}^p - \|S(AX^*G - B)\|_{p,p}^p) - (\|AXG - B\|_{p,p}^p - \|AX^*G - B\|_{p,p}^p)\right|
\]
\[ \leq \varepsilon \delta \left( \|AX^*G - B\|_{p,p}^p + \|S(AX^*G - B)\|_{p,p}^p + \|AXG - AX^*G\|_{p,p}^p \right) \leq O(\varepsilon) \text{OPT}^p \]

Thus, in the ball \( \{ X : \|AXG - AX^*G\|_{p,p} = O(\frac{1}{\eta}) \text{OPT}^p \} \), we have that
\[ \|S(AXG - B)\|_{p,p}^p = \|AXG - B\|_{p,p}^p + (\|S(AX^*G - B)\|_{p,p}^p - \|AX^*G - B\|_{p,p}^p) \pm O(\varepsilon) \text{OPT}^p. \]

It follows that \( \hat{X} \) must minimize \( \|AXG - B\|_{p,p}^p \) up to an additive \( O(\varepsilon) \text{OPT}^p \). \( \square \)

Starting from this initial solution bound of Lemma 13.3.4, we proceed via an iteration argument as in Chapter 12.

**Proof of Theorem 13.3.1.** Let
\[ C = \begin{cases} O(\gamma^{-1})\delta^{-2}\|w\|_1 \left[ (\log d)^2 \log n + \log \frac{1}{\delta} \right] & p < 2 \\ O(\gamma^{-p/2})\delta^{-p}\|w\|_{p/2} \left[ (\log d)^2 \log n + \log \frac{1}{\delta} \right] & p > 2 \end{cases} \]

We will make use of the fact that \( \|S(AX^*G - B)\|_{p,p}^p = O(\frac{1}{\eta})\|S(AX^*G - B)\|_{p,p}^p \) with probability at least \( 1 - \delta \) by Markov’s inequality.

We will first give the argument for \( p < 2 \). Suppose that \( C/\varepsilon^\beta \) rows are needed for a \( (1 + \varepsilon) \)-approximate weak coreset. Now choose \( a \) such that \( a - 2 = -a\beta \), that is, \( a = 2/(1 + \beta) \). Then for \( \eta^{2/p} = \varepsilon^a \), \( C\eta^{2/p}/(\varepsilon\delta)^2 = C/\eta^{(2/p)\beta} \) rows yields a \( (1 + \eta^{2/p}) \)-approximate weak coreset. Then, a \( (1 + \eta^{2/p}) \)-approximate minimizer \( X \) satisfies
\[ \|AXG - AX^*G\|_{p,p}^p \leq O(\eta)\|AX^*G - B\|_{p,p}^p \]
by Lemma 13.3.3. For all such \( X \), an argument as done in Theorem 13.2.1 and Lemma 13.3.4 shows that \( \|S(AXG - B)\|_{p,p}^p - \|S(AX^*G - B)\|_{p,p}^p \) and \( \|AXG - B\|_{p,p}^p - \|AX^*G - B\|_{p,p}^p \) are close up to an additive error of
\[ \varepsilon \delta \left( \|AX^*G - B\|_{p,p}^p + \|S(AX^*G - B)\|_{p,p}^p + \frac{1}{\eta}\|AXG - AX^*G\|_{p,p}^p \right) = O(\varepsilon)\|AX^*G - B\|_{p,p}^p \]

Thus, \( C/\eta^{(2/p)\beta} \) rows in fact gives a \( (1 + O(\varepsilon)) \)-approximate minimizer. That is, if \( C/\varepsilon^\beta \) rows is sufficient for \( (1 + \varepsilon) \)-approximation, then \( C/\eta^{(2/p)\beta} = C/\varepsilon^a = C/\varepsilon^{2\beta/(1+\beta)} \) rows is sufficient for \( (1 + \varepsilon) \)-approximation as well. We may now iterate this argument. Consider the sequence \( \beta_i \) given by
\[ \beta_0 = 2, \quad \beta_{i+1} = \frac{2\beta_i}{1 + \beta_i}. \]

The solution to this recurrence is given by the Lemma 12.3.7.

Thus, applying this argument \( O(\log \log \frac{1}{\varepsilon}) \) times yields that \( \beta_i \leq 1 + O(1/ \log(\frac{1}{\varepsilon})) \) which means that reading only \( O(1)C/\varepsilon \) entries suffices. Union bounding over the success of the \( O(\log \log \frac{1}{\varepsilon}) \) rounds completes the argument.

Next, let \( p > 2 \). Suppose that \( C/\varepsilon^\beta \) rows are needed for a \( (1 + \varepsilon) \)-approximate weak coreset. Now choose \( a \) such that \( a - p = -a\beta \), that is, \( a = p/(1 + \beta) \). Then for \( \eta = \varepsilon^a \), \( C\eta/\varepsilon^p = C/\eta^\beta \)
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rows yields a $(1 + \eta)$-approximate weak coreset. Then, a $(1 + \eta)$-approximate minimizer $X$ satisfies
\[ \|AXG - AX^*G\|_{p,p}^p \leq O(\eta)\|AX^*G - B\|_{p,p}^p \]
by Lemma 13.3.3. For all such $X$, an argument as done in Theorem 13.2.1 and Lemma 13.3.4 shows that $\|S(AXG - B)\|_{p,p}^p \leq O(\eta)\|AXG - AX^*G\|_{p,p}^p$ and $\|AXG - B\|_{p,p}^p - \|AX^*G - B\|_{p,p}^p$ are close up to an additive error of
\[ \varepsilon \left( \|AX^*G - B\|_{p,p}^p + \frac{1}{\eta} \|AXG - AX^*G\|_{p,p}^p \right) = O(\varepsilon)\|AX^*G - B\|_{p,p}^p \]
Thus, $C/\eta^\beta$ rows in fact gives a $(1 + O(\varepsilon))$-approximate minimizer. That is, if $C/\varepsilon^\beta$ rows is sufficient for $(1 + \varepsilon)$-approximation, then $C/\eta^\beta = C/\varepsilon^{p\beta/(1+\beta)}$ rows is sufficient for $(1 + \varepsilon)$-approximation as well. We may now iterate this argument. Consider the sequence $\beta_i$ given by
\[ \beta_1 = p, \quad \beta_{i+1} = \frac{p\beta_i}{1 + \beta_i}. \]
Then by Lemma 12.3.7, applying this argument $O(\log \log \frac{1}{\varepsilon})$ times yields that $\beta_i \leq (p - 1) + O(1/\log(\frac{1}{\varepsilon}))$ which means that reading only $O(1)C/\varepsilon^{p-1}$ entries suffices. Union bounding over the success of the $O(\log \log \frac{1}{\varepsilon})$ rounds completes the argument.

### 13.4 Sublinear algorithm for Euclidean power means

**Theorem 13.1.3.** Let $\{b_i\}_{i=1}^n \subseteq \mathbb{R}^d$. Then, there is a sublinear algorithm which uniformly samples at most
\[ s = \begin{cases} 
O(\varepsilon^{-2})\left( \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right) \log \frac{1}{\delta} & p = 1 \\
O(\varepsilon^{-1})\left( \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right) \log \frac{1}{\delta} & 1 < p \leq 2 \\
O(\varepsilon^{-p})\left( \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right) \log \frac{1}{\delta} & 2 < p < \infty 
\end{cases} 
\]
rows $b_i$ and outputs a center $\hat{x}$ such that
\[ \sum_{i=1}^n \|\hat{x} - b_i\|_2^p \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \sum_{i=1}^n \|x - b_i\|_2^p 
\] with probability at least $1 - \delta$.

**Proof.** We will assume without loss of generality that by reading $O(\log \frac{1}{\varepsilon})$ rows of $B$, we can identify an $O(1)$-approximate solution $\hat{x}$ (see, e.g., Section 3.1 of [MMWY22]). Thus by subtracting off this solution, we may assume that $\|B\|_{p,2}^p = O(OPT^p)$.

We then use Dvoretzky’s theorem to embed this problem into the entrywise $\ell_p$ norm, so that
\[ \|1x^T - B\|_{p,2}^p = (1 \pm \varepsilon)\|1x^T G - BG\|_{p,p}^p \]
for every center $x \in \mathbb{R}^d$. This is now in a form where we may apply our weak coreset results for multiple $\ell_p$ regression of Theorem 13.1.2. Note that in this particular setting, the $A$ matrix
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corresponds to the $n \times d$ all ones matrix with $d = 1$, and the $\ell_p$ Lewis weights can be taken to be uniform.

Now consider running $L = O(\log \frac{1}{\varepsilon})$ independent instances of the weak coreset algorithm, each which has the property that the algorithm makes at most

$$O(\varepsilon^{-p}) \left( \log \frac{1}{\varepsilon} + \log \frac{1}{\delta} \right)$$

queries for $\rho = 2$ for $p = 1$, $\rho = 1$ for $1 < p < 2$, and $\rho = p - 1$ for $2 < p < \infty$, and that if $\|S(1(x^*)^T G - BG)\|_{p,p} = O(\|1(x^*)^T G - BG\|_{p,p})$ for the optimal solution $x^*$, then it succeeds with probability at least $1 - \delta/L$. By a union bound, this holds for all $L$ instances.

By Markov’s inequality, each instance satisfies $\|SBG\|_{p,p} = O(\|BG\|_{p,p})$ with probability at least $9/10$, so at least $2/3$ of the $L$ instances must satisfy this bound with probability at least $1 - \delta$. By Dvoretzky’s theorem, this means that $\|SB\|_{p,2} = O(\|B\|_{p,2})$. Then, if we restrict our attention to the $(2/3)L$ instances with the smallest values of $\|SB\|_{p,2}$, then all of these instances must output a correct $(1 + \varepsilon)$-approximately optimal solution, simultaneously with probability $1 - \delta$. This gives a query bound of $L$ times (13.2).

\[ \square \]

### 13.5 Spanning coresets for $\ell_p$ subspace approximation

We show that weak coreset construction imply spanning sets for $\ell_p$ subspace approximation.

**Theorem 13.1.5.** Let $\{a_i\}_{i=1}^n \subseteq \mathbb{R}^d$, $1 \leq p < \infty$, $k \in \mathbb{N}$, and $0 < \varepsilon < 1$. Then, there exists a $(1 + \varepsilon)$-spanning coreset $S$ of size at most

$$|S| = \begin{cases} 
O(\varepsilon^{-2k}(\log(k/\varepsilon))^3) & p = 1 \\
O(\varepsilon^{-1k}(\log(k/\varepsilon))^3) & 1 < p \leq 2 \\
O(\varepsilon^{1-pk^2/2}(\log(k/\varepsilon))^3) & 2 < p < \infty
\end{cases}$$

**Proof.** By first computing a strong coreset of size $\text{poly}(k/\varepsilon)$ [HV20], we can assume that $n, d = \text{poly}(k/\varepsilon)$.

Let $P = VV^T$ be the rank $k$ projection that minimizes $\|AP - A\|_{p,2}$. Note then that

$$\min_{X \in \mathbb{R}^{k \times d}} \|AVX - A\|_{p,2} = \|AP - A\|_{p,2}^p.$$  

We then use Dvoretzky’s theorem to embed this problem into the entrywise $\ell_p$ norm, so that

$$\|AVX - A\|_{p,2}^p = (1 + \varepsilon)\|AVXG - AG\|_{p,p}^p$$

for every $X \in \mathbb{R}^{k \times d}$, for some fixed $G \in \mathbb{R}^{d \times m}$ with $m = \text{poly}(d/\varepsilon)$. Then by our weak coreset result for multiple $\ell_p$ regression (Theorem 13.3.1), there is a diagonal matrix $S$ with

$$\text{nnz}(S) \leq \begin{cases} 
O(\varepsilon^{-2k}(\log(k/\varepsilon))^3) & p = 1 \\
O(\varepsilon^{-1k}(\log(k/\varepsilon))^3) & 1 < p \leq 2 \\
O(\varepsilon^{1-pk^2/2}(\log(k/\varepsilon))^3) & 2 < p < \infty
\end{cases}$$
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such that any \((1 + \varepsilon)\)-approximate minimizer \(\hat{X}\) of \(\|S(AVXG - AG)\|_{p,p}^p\) satisfies

\[
\|AV\hat{X}G - AG\|_{p,p}^p \leq (1 + \varepsilon) \min_{X \in \mathbb{R}^{k \times d}} \|AVXG - AG\|_{p,p}^p.
\]

We will take \(\hat{X}\) to be

\[
\hat{X} = \arg \min_{X \in \mathbb{R}^{k \times d}} \|S(AVX - A)\|_{p,2}^p
\]

which is indeed a \((1 + \varepsilon)\)-approximate minimizer of \(\|S(AVXG - AG)\|_{p,p}^p\) by Dvoretzky’s theorem. Then, again by Dvoretzky’s theorem, we then have for this \(\hat{X}\) that

\[
\|AV\hat{X} - A\|_{p,2}^p \leq (1 + O(\varepsilon)) \min_{X \in \mathbb{R}^{k \times d}} \|AVX - A\|_{p,2}^p
\]

\[
= (1 + O(\varepsilon)) \|AP - A\|_{p,2}^p.
\]

Finally, note that \(\hat{X}\) has row span contained in the row span of \(SA\), since otherwise \(\|S(AVX - A)\|_{p,2}^p\) can be reduced by projecting the rows of \(X\) onto \(\text{rowspan}(SA)\). Then, if \(P_F\) is the projection matrix onto \(F = \text{rowspan}(\hat{X})\), then for each row \(i \in [n]\) of \(A\),

\[
\|P_Fa_i - a_i\|_2 = \min_{x \in F} \|x - a_i\|_2 \leq \|\hat{X}^T V^T a_i - a_i\|_2
\]

so

\[
\|AP_F - A\|_{p,2}^p \leq \|AV\hat{X} - A\|_{p,2}^p.
\]

We thus conclude that there is a rank \(k\) subspace in the row span of \(SA\) that is \((1 + \varepsilon)\)-approximately optimal. \(\Box\)

### 13.6 Lower bounds

In this section, we complement our various upper bounds with matching lower bounds. Section 13.6.1 gives a nearly optimal lower bound for strong coresets, Section 13.6.2 for weak coresets, and Section 13.6.3 for spanning coresets.

#### 13.6.1 Strong coresets

**Theorem 13.6.1.** Let \(2 < p < \infty\) be fixed. Let \(\varepsilon \in (0, 1)\) be less than some sufficiently small constant. Then, a strong coreset \(S\) for multiple \(\ell_p\) regression requires \(\text{nnz}(S) = \Omega(\varepsilon^{-p}d^{p/2})\) nonzero rows.

**Proof of Theorem 13.6.1.** Let \(s = d^{p/2}\) and let \(S \subseteq \{\pm 1\}^d\) be a set of \(|S| = s\) points given by Theorem 11.3.2 such that \(\langle a, a' \rangle \leq C_{p/2} \sqrt{d} = O(\sqrt{d})\) for some \(C_{p/2} \geq 1\), for every distinct \(a, a' \in S\). Let \(m = s\varepsilon^{-p}\), let \(A \in \{\pm 1\}^{m \times d}\) be the matrix with \(\varepsilon^{-p}\) copies of \(a\) in its rows for each \(a \in S\), and let \(B = d \cdot I_m\) be the \(m \times m\) identity matrix scaled by \(d\). For each row \(i \in [m]\), we say that \(i' \in [s]\) is its group number if \(e_{i'}^T A\) is the \(i'\)-th point in \(S\).
Suppose for contradiction that $S$ is a strong coreset with $\text{nnz}(S) \leq m/16$ such that

$$
\|S(AX - B)\|_{p,p}^p = \left(1 \pm \frac{\varepsilon}{12C_{p/2}^p}\right)\|AX - B\|_{p,p}^p
$$

for every $X \in \mathbb{R}^{d \times m}$. Then, there is a subset $T \subseteq [m]$ with $|T| = m/16$ such that $S$ is supported on $T$. For each $i' \in [s]$, let $T_{i'} \subseteq T$ denote the rows of $T$ whose rows in $A$ with group number $i' \in [s]$, so $\sum_{i'=1}^{s}|T_{i'}| = |T|$. Then by averaging, there are at least $(3/4)s$ groups $i' \in [s]$ such that $|T_{i'}| \leq \varepsilon^{-p}/2$. Thus, we may assume without loss of generality that $|T_{i'}| = \varepsilon^{-p}$ for the first $(1/4)s$ groups, $|T_{i'}| = \varepsilon^{-p}/2$ for the last $(3/4)s$ groups, and $|T| = (5/8)m$.

Let $W := \sum_{i=1}^{m}|S_{i,i}|^p$ denote the total weight mass of $S$. Note then that by querying $X = 0$, we must have that

$$
\|SB\|_{p,p}^p = W = (1 \pm \varepsilon)\|B\|_{p,p}^p = \left(1 \pm \frac{\varepsilon}{12C_{p/2}^p}\right)m.
$$

Let $W_1$ denote the sum of $|S_{i,i}|^p$ on the first $(1/4)s$ groups, and let $W_2$ denote the sum of $|S_{i,i}|^p$ on the last $(3/4)s$ groups. We will assume that $W_1 \leq m/4$, since the case of $W_1 \geq m/4$ is symmetric.

We now construct a query $X \in \mathbb{R}^{d \times m}$ with the $j$-th column given by

$$
Xe_j = \begin{cases} 
\varepsilon \cdot e_j^\top A & j \in T \\
0 & j \notin T 
\end{cases}
$$

Note then that for each $i, j \in [m],$

$$
e_i^\top AXe_j = \begin{cases} 
\varepsilon d & e_i^\top A = e_j^\top A, j \in T \\
\varepsilon C_{p/2}^p \sqrt{d} & e_i^\top A \neq e_j^\top A, j \in T \\
0 & j \notin T 
\end{cases}
$$

Let $i \in [m]$ and let $i' \in [s]$ be its group number. Then the cost of row $i$ if $i \in T$ is

$$
\|e_i^\top AX - e_i^\top B\|_{p,p}^p = \sum_{j=1}^{m}|e_i^\top AXe_j - B(i,j)|^p
$$

$$
= \left(1 - \varepsilon\right)^p d^p + (|T_{i'}| - 1) \cdot \left(\varepsilon d \cdot e_i^\top A = e_j^\top A\right) + (|T| - |T_{i'}|) \cdot \varepsilon C_{p/2}^p d^p \cdot e_i^\top A \neq e_j^\top A
$$

$$
= (1 - p\varepsilon + |T_{i'}|\varepsilon^p + (5/8)C_{p/2}^p + o(\varepsilon))d^p
$$

while the cost of row $i \in [m]$ if $i \notin T$ is

$$
\|e_i^\top AX - e_i^\top B\|_{p,p}^p = \sum_{j=1}^{m}|e_i^\top AXe_j - B(i,j)|^p
$$
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\[ d_p \sum_{i=j}^T \cdot \frac{\varepsilon_p^p}{e_i^\top A e_j^\top A} + (|T| - |T'|) \cdot \frac{\varepsilon C^p_{p/2} d^{p/2}}{e_i^\top A e_j^\top A} \]

\[ = (1 + |T'| \varepsilon^p + (5/8) C^p_{p/2} + o(\varepsilon)) d^p. \]

Let

\[ c_1 = (1 - p \varepsilon + 1 + (5/8) C^p_{p/2} + o(\varepsilon)) d^p \]
\[ c_2 = (1 - p \varepsilon + (1/2) + (5/8) C^p_{p/2} + o(\varepsilon)) d^p \]
\[ c_3 = (1 + (1/2) + (5/8) C^p_{p/2} + o(\varepsilon)) d^p \]

Then, the total true cost is at least

\[ \| AX - B \|_{p,p}^p = \frac{m}{4} c_1 + \frac{3m}{8} c_2 + \frac{3m}{8} c_3 \]
\[ = \frac{m}{4} c_1 + \frac{3m}{4} c_2 + \frac{3m}{4} (c_3 - c_2) \]
\[ \geq \frac{m}{4} c_1 + \frac{3m}{4} c_2 + \frac{3m}{4} \cdot (\varepsilon - o(\varepsilon)) d^p \]

while the strong coreset estimate is at most

\[ \| S(AX - B) \|_{p,p}^p = W_1 c_1 + W_2 c_2 \]
\[ = W_1 (c_1 - c_2) + (W_1 + W_2) c_2 \]
\[ \leq \frac{m}{4} (c_1 - c_2) + \left( 1 + \frac{\varepsilon}{12 C^p_{p/2}} \right) mc_2 \]
\[ \leq \frac{m}{4} c_1 + \frac{3m}{4} c_2 + \frac{\varepsilon}{4} md^p. \]

Furthermore,

\[ \frac{\varepsilon}{12 C^p_{p/2}} \left( \frac{m}{4} c_1 + \frac{3m}{4} c_2 + \frac{\varepsilon}{4} md^p \right) \leq \frac{\varepsilon}{4} md^p \]

so \((1 + \frac{\varepsilon}{12 C^p_{p/2}}) \| S(AX - B) \|_{p,p}^p < \| AX - B \|_{p,p}^p\), and thus \(S\) fails to be a strong coreset. Rescaling \(\varepsilon\) by constant factors gives the desired result.

\[ \square \]

### 13.6.2 Weak coresets

**Theorem 13.6.2.** Let \(2 < p < \infty\) be fixed. Let \(\varepsilon \in (0, 1)\) be less than some sufficiently small constant. Then, a weak coreset \(S\) for multiple \(\ell_p\) regression requires \(\text{nnz}(S) = \Omega(\varepsilon^{-p}d^{p/2})\) nonzero rows.

**Proof of Theorem 13.6.2.** Our hard instance is identical to the one of Theorem 13.6.1, except that each group has \(\varepsilon^{-p}/2C^p_{p/2}\) copies rather than \(\varepsilon^{-p}\) copies.

Note that if \(S\) does not sample some row \(i \in [m]\), then the \(i\)-th column of \(SB\) is all zeros, so the solution obtained by the weak coreset is \(Xe_i = 0\), which has objective function value
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\[ \|B \|_p = d^p. \] On the other hand, the optimal value is at most \((1 - \varepsilon)^pd^p\) since we can set \(Xe_i = \varepsilon A^T e_i\) so that
\[
\|(AX - B)e_i\|_p^p \leq (1 - \varepsilon)^pd^p + \frac{\varepsilon^{1-p}}{2C_{p/2}} \cdot \varepsilon^p d^p + d^{p/2} \frac{\varepsilon^{1-p}}{2C_{p/2}} \cdot C_{p/2} \varepsilon^p d^{p/2}
\]
\[
\leq (1 - \varepsilon)^pd^p + \frac{\varepsilon}{2} \cdot d^p + \frac{\varepsilon}{2} \cdot d^p
\]
\[
\leq ((1 - \varepsilon)^p + \varepsilon)d^p
\]
which is a \((1 + \varepsilon)\) factor smaller for all \(\varepsilon\) sufficiently small. Thus, if \(nnz(S) \leq m/2\), then the solution \(X\) that minimizes \(\|S(AX - B)\|_{p,p}^p\) must be at least an additive \(\varepsilon d^p \cdot m/2\) more expensive than the optimal solution, and thus it fails to be a \((1 + \varepsilon/2)\)-optimal solution.

### 13.6.3 Spanning coresets

**Theorem 13.6.3.** Let \(1 \leq p < \infty\) and
\[
c_p = \begin{cases} 
1/6 & p \leq 2 \\
1/(6 \cdot 5^{p/2-1}) & p > 2
\end{cases}
\]
Let \(k \in \mathbb{N}\). Then, there is a matrix \(B \in \mathbb{R}^{n \times (n+1)}\) such that for every \(\varepsilon \geq k/n\) and any subset of \(s \leq (c_p/4)\varepsilon^{-1}k\) rows, any rank \(k\) subspace \(F'\) spanned by the \(s\) rows must have
\[
\|BP_{F'} - B\|_{p,2}^p > (1 + \varepsilon) \min_{\text{rank}(F) \leq k} \|BP_F - B\|_{p,2}^p.
\]

We generalize an argument of Section 4 of [DV06].

**Lemma 13.6.4.** Let \(1 \leq p < \infty\) and
\[
c_p = \begin{cases} 
1/6 & p \leq 2 \\
1/(6 \cdot 5^{p/2-1}) & p > 2
\end{cases}
\]
Then, there is a matrix \(A \in \mathbb{R}^{n \times (n+1)}\) such that for every \(\varepsilon \geq 1/n\) and any subset of \(s \leq c_p\varepsilon^{-1}\) rows, any rank 1 subspace \(F'\) spanned by the \(s\) rows must have
\[
\|AP_{F'} - A\|_{p,2}^p > (1 + \varepsilon) \min_{\text{rank}(F) \leq 1} \|AP_F - A\|_{p,2}^p.
\]

**Proof.** Let \(n \leq \varepsilon^{-1}\) and let \(A\) be the \(n \times (n + 1)\) matrix given by \([R \cdot 1_n, I_n]\) for some large enough \(R > 0\). That is, \(A\) is \(R\) along the first column and the \(n \times n\) identity for the last \(n\) columns. Note that the optimal value is upper bounded by
\[
n((1 - \varepsilon)^2 + \varepsilon^2 \cdot (n - 1))^{p/2} = n(1 - 2\varepsilon + \varepsilon^2 n)^{p/2} = n(1 - \varepsilon)^{p/2}.
\]

Let \(x \in \mathbb{R}^s\) be the coefficients of a linear combination of \(s\) rows of \(A\). We may assume the coefficients are nonnegative, since making the coefficients negative can only increase the cost. Note first that \(1/2 \leq \|x\|_1 \leq 3/2\) since otherwise
\[
n \cdot |R - R|\|x\|_1^p \geq n \cdot R/2
\]
which cannot be \((1 + \varepsilon)\)-approximately optimal for \(R \geq 2\).

The cost of the \(i\)-th row is \(((1 - x_i)^2 + \|x\|_2^2 - x_i^2)^{p/2} = (1 - 2x_i + \|x\|_2^2)^{p/2}\). If \(\|x\|_2 \geq 2\), then
\[
(1 - 2x_i + \|x\|_2^2)^{p/2} \geq (1 - 2\|x\|_2 + \|x\|_2^2)^{p/2} = (\|x\|_2 - 1)^p \geq 1
\]
so this cannot produce a \((1 + \varepsilon)\)-approximately optimal solution. Thus, assume \(\|x\|_2 \leq 2\). Then,
\[
(1 - 2x_i + \|x\|_2^2)^{p/2} = \left(1 + \|x\|_2^2\right)^{p/2} \left(1 - \frac{2}{1 + \|x\|_2^2}x_i\right)^{p/2} \geq \left(1 + \|x\|_2^2\right)^{p/2} \left(1 - \frac{p}{1 + \|x\|_2^2}x_i\right)
\]
so summing over the rows gives a cost of
\[
\left(1 + \|x\|_2^2\right)^{p/2} \left[n - \frac{p}{1 + \|x\|_2^2} \|x\|_1\right] = \left(1 + \|x\|_2^2\right)^{p/2} n - p\left(1 + \|x\|_2^2\right)^{p/2 - 1} \|x\|_1
\]
\[
\geq \left(1 + \|x\|_2^2/8\right)^{p/2} n - p\left(1 + \|x\|_2^2\right)^{p/2 - 1} \|x\|_1 \quad \text{since } 1/2 \leq \|x\|_1 \leq 3/2
\]
\[
\geq \left(1 + 1/2s\right)^{p/2} n - (3/2)p\left(1 + \|x\|_2^2\right)^{p/2 - 1}
\geq \left(1 + p/4s\right)n - (3/2)p\left(1 + \|x\|_2^2\right)^{p/2 - 1}
\geq \begin{cases} (1 + p/4s)n - (3/2)p & p \leq 2 \\ (1 + p/4s)n - (3/2)p \cdot 5^{p/2 - 1} & p > 2 \end{cases}
\]

Thus, this fails to be a \((1 + \varepsilon)\)-approximately optimal solution for
\[
(p/4s)n \geq \begin{cases} (3/2)p & p \leq 2 \\ (3/2)p \cdot 5^{p/2 - 1} & p > 2 \end{cases}
\]
that is,
\[
s \leq \begin{cases} n/6 & p \leq 2 \\ n/(6 \cdot 5^{p/2 - 1}) & p > 2 \end{cases}
\]

We now extend Lemma 13.6.4 to a general rank \(k\) lower bound.

Proof of Theorem 13.6.3. Let \(n = \varepsilon^{-1}\) and let \(B\) be a \(kn \times k(n + 1)\) block diagonal matrix with the \(n \times (n + 1)\) matrix construction \(A \in \mathbb{R}^{n \times (n + 1)}\) of Lemma 13.6.4 on the block diagonal. Consider any set \(S\) of \(s\) rows of \(B\), and let \(S_i\) denote the set of \(|S_i| = s_i\) rows supported on the \(i\)-th block for each \(i \in [k]\). Let \(F_i\) denote the optimal subspace spanned by the rows \(S_i\) on the \(i\)th block.

Let \(T \subseteq [k]\) denote the set of \(i \in [k]\) such that \(s_i \leq c_p n\). If \(i \in T\), then we by Lemma 13.6.4 that
\[
\|A P_{F_i} - A\|_{p,2}^p > \left(1 + \frac{c_p}{s_i}\right) \min_{\text{rank}(F) \leq k} \|A P_F - A\|_{p,2}^p
\]
Then, the additive error from these rows is bounded below by

\[
\sum_{i \in T} \frac{c_p}{s_i} \min_{\text{rank}(F) \leq k} \|AP_F - A\|_{p,2}^p \geq |T| \cdot \frac{c_p|T|}{s} \min_{\text{rank}(F) \leq k} \|AP_F - A\|_{p,2}^p \quad \text{AM-HM}
\]

\[
\geq |T| \cdot \frac{c_p|T|}{s} \min_{\text{rank}(F) \leq k} \|AP_F - A\|_{p,2}^p
\]

\[
\geq c_p|T|^2 \min_{\text{rank}(F) \leq k} \|BP_F - B\|_{p,2}^p
\]

Note that \(|T| \geq k/2\) by averaging, so

\[
\frac{c_p|T|^2}{k s} \geq \frac{c_p k}{4 s} \geq \varepsilon
\]

which proves the theorem.
Chapter 14

Applications: strong coresets for $\ell_p$ subspace approximation [WY23a, WY24b]

In this chapter, we give a second important application of our study of sampling-based algorithms for $\ell_p$ subspace embeddings and construct the first strong coresets of nearly optimal size for a problem from computational geometry known as $\ell_p$ subspace approximation, which generalizes the well-known Frobenius norm low rank approximation problem.

**Definition 14.0.1 (Rank $k$ subspaces).** Let $k \in \mathbb{N}$ be a rank parameter. Then $\mathcal{F}_k$ denotes the set of all subspaces $F \subseteq \mathbb{R}^d$ with at most $k$ dimensions, $V_F \in \mathbb{R}^{d \times k}$ denotes an orthonormal basis for $F$, and $P_F = V_F V_F^T$ denotes the orthogonal projection matrix onto $F$.

**Definition 14.0.2 ($(p, 2)$-norm).** Let $1 \leq p < \infty$. Let $A \in \mathbb{R}^{n \times d}$ have the $n$ rows $\{a_i\}_{i=1}^n \subseteq \mathbb{R}^d$. Then, we define the $(p, 2)$-norm of $A$ as

$$
\|A\|_{p, 2} := \left[ \sum_{i=1}^n \|a_i\|_2^p \right]^{1/p}
$$

**Definition 14.0.3 ($\ell_p$ Subspace approximation).** Let $A \in \mathbb{R}^{n \times d}$ and let $k$ be a rank parameter. Let $1 \leq p < \infty$. Then, the $\ell_p$ subspace approximation problem is the problem of minimizing the objective function

$$
\|A(I - P_F)\|_{p, 2}^p = \sum_{i=1}^n \|a_i^T (I - P_F)\|_2^p
$$

among all $k$ dimensional subspaces $F \in \mathcal{F}_k$. We let

$$
\text{OPT} := \min_{F \in \mathcal{F}_k} \|A(I - P_F)\|_{p, 2}^p
$$

denote the optimal value of this optimization problem, and we let $P^*$ denote the projection matrix onto a rank $k$ subspace achieving this optimum.
14.1 Coresets for $\ell_p$ subspace approximation

The $\ell_p$ subspace approximation problem, like clustering, is known to be NP-hard for any $p \neq 2$ [DTV11, GRSW12, CW15a], and thus coresets are especially important for obtaining tractable algorithms and have long been studied in the coreset literature [DRVW06, DMM06b, DV07, DMM08, FMSW10, FL11, VX12, CEM+15, CW15a, CMM17, SW18, LSW18, BLVZ19, FSS20, MRWZ20, HV20, BDM+20, FKW21, DP22, MMWY22, CW22, WY23a].

While there are many natural notions of coresets that could be defined for the $\ell_p$ subspace approximation problem, we will work with the requirement that the coreset approximate the objective function for every rank $k$ subspace $F \in \mathcal{F}_k$. Such a coreset is known as a strong coreset, which we formally define as follows:

**Definition 14.1.1** (Strong coresets for $\ell_p$ subspace approximation). Let $1 \leq p < \infty$ and $0 < \varepsilon < 1$. Let $A \in \mathbb{R}^{n \times d}$. Then, a diagonal map $S \in \mathbb{R}^{n \times n}$ is a $(1 \pm \varepsilon)$ strong coreset for $\ell_p$ subspace approximation if

$$\|SA(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|A(I - P_F)\|_{p,2}^p$$

for every $F \in \mathcal{F}_k$. We refer to the number of nonzero entries $\text{nnz}(S)$ of $S$ as the size of the coreset.

The guarantee of Definition 14.1.1 can also be viewed as the natural generalization of projection cost-preserving sketches [CEM+15, CMM17, MM20] to the $\ell_p$ subspace approximation setting. Strong coresets are extremely powerful, and can be used to reduce the size of the input instance to at most $\text{nnz}(S)$ points in $\text{nnz}(S)$ dimensions. In particular, strong coresets of size $\text{nnz}(S) = \text{poly}(k/\varepsilon)$ immediately remove the dependence of this problem on $n$ and $d$, making this a powerful tool in the design of fast algorithms. Note that this guarantee is much stronger than many other possible guarantees for row subset selection that have been studied in the literature. One weaker guarantee is that of a weak coreset, which requires that if $\tilde{F}$ is the optimal solution to the subspace approximation problem for $SA$, then it is also a $(1 + \varepsilon)$-optimal solution for $A$ [FL11, HV20]. Another further weaker guarantee is that the rows sampled by $S$ span a $(1 + \varepsilon)$-optimal solution, as studied by [DV07, SV12, CW15a]. The guarantee of Definition 14.1.1 immediately achieves both of these guarantees, and offers further benefits that cannot be realized by these other guarantees, for example applications to constrained versions of $\ell_p$ subspace approximation, or solving $\ell_p$ subspace approximation in distributed and streaming models via the merge-and-reduce technique [BDM+20, CWZ23].

While it has long been known that strong coresets of size $\text{poly}(k, d, \varepsilon^{-1})$ independent of $n$ exist [FL11], the first dimension-independent result, i.e. a strong coreset of size only $\text{poly}(k, \varepsilon^{-1})$ independent of $d$, was achieved by the work of [SW18]. In fact, the result of [SW18] achieves a coreset with a nearly optimal size of $\text{nnz}(S) = \tilde{O}(k) \text{poly}(\varepsilon^{-1})$ for $p < 2$ and $\text{nnz}(S) = \tilde{O}(k^{p/2}) \text{poly}(\varepsilon^{-1})$ for $p > 2$, which matches a lower bound of $\text{nnz}(S) = \Omega(k)$ for $p < 2$ and $\text{nnz}(S) = \Omega(k^{p/2})$ for $p > 2$ by a reduction to coreset lower bounds for $\ell_p$ subspace embeddings [LWW21, WY23a]. However, this result has a couple of drawbacks: (1) the construction requires time exponential in $\text{poly}(k, \varepsilon^{-1})$, and (2) the result does not quite satisfy Definition 14.1.1, due to the fact that the coreset constructed by [SW18] is a weighted subset of points with an appended coordinate, rather than a weighted subset of the original data points themselves.
Drawback (1) was addressed in two follow up works of [HV20, FKW21], which both gave polynomial time algorithms for constructing strong coresets for $\ell_p$ subspace approximation. Furthermore, [HV20] also solves drawback (2) and gives the first polynomial time algorithm for constructing dimension-independent strong coresets as defined in Definition 14.1.1, using a technique known as sensitivity sampling. However, the coreset size in both of these works, while dimension-independent, is not optimal, and loses $\text{poly}(k)$ factors in the coreset size. Thus, the following is one of the most central questions in the study of coresets:

**Question 14.1.2.** Do strong coresets for $\ell_p$ subspace approximation of size $\tilde{O}(k^{\max\{1,p/2\}})\text{poly}(\varepsilon^{-1})$ exist? Is there a polynomial time algorithm for constructing such strong coresets?

The main result of this chapter is a positive resolution to Question 14.1.2 for all $1 \leq p < \infty$.

**Theorem 14.1.3.** Let $2 < p < \infty$. Let $A \in \mathbb{R}^{n \times d}$. Then, there is an algorithm running in $\tilde{O}(\text{nnz}(A) + d^\omega)$ time which, with probability at least $1 - \delta$, constructs a diagonal matrix $S$ of size

$$\text{nnz}(S) = \frac{k^{p/2}}{\varepsilon^{p/2 + 1}}(\log(k/\varepsilon \delta))^{O(p)}$$

satisfying Definition 14.1.1, that is,

$$\|SA(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|A(I - P_F)\|_{p,2}^p$$

for every subspace $F \subseteq \mathbb{R}^d$ of rank at most $k$.

**Theorem 14.1.4.** Let $1 \leq p < 2$. Let $A \in \mathbb{R}^{n \times d}$. Then, there is an algorithm running in $\tilde{O}(\text{nnz}(A) + d^\omega)$ time which, with probability at least $1 - \delta$, constructs a diagonal matrix $S$ of size

$$\text{nnz}(S) = \frac{k}{\varepsilon^{4/p+2}}(\log(k/\varepsilon \delta))^{O(1)}$$

satisfying Definition 14.1.1, that is,

$$\|SA(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|A(I - P_F)\|_{p,2}^p$$

for every subspace $F \subseteq \mathbb{R}^d$ of rank at most $k$.

We give several remarks concerning our results. First, as discussed earlier, we are the first to establish even the existence of a weighted subset of points with the property of Theorems 14.1.3 and 14.1.4. Furthermore, we are able to construct such a subset in nearly input-sparsity time. The running time nearly matches the time it takes to approximately solve a least squares linear regression problem in the current matrix multiplication time [CSWZ23], which is a natural barrier for the $\ell_p$ subspace approximation problem. Finally, we note that for $p < 2$, the fact that we achieve nearly linear size for the strong coreset guarantee implies that we simultaneously achieve the first nearly optimal size guarantees for other weaker guarantees that have been studied intensely in the past, including weak coresets [FL11, HV20] and subsets of rows spanning a $(1 + \varepsilon)$-optimal solution [DV07, SV12, CW15a]. That is, for $p < 2$, we are in fact the first to resolve Question 14.1.2 even for weaker notions of coresets, both for existence and efficient constructions. For $p > 2$, we obtain the best known construction for weak coresets and the best known efficient construction for row subsets spanning a $(1 + \varepsilon)$-optimal solution.
Pitfalls in prior work

The central technique of [SW18] is a structural result which shows the existence of a representative subspace $S \subseteq \mathbb{R}^d$ with $s = O(k) \log^2(1/\varepsilon)$ dimensions\footnote{We improve the analysis of this result by a $1/\varepsilon^3$ factor in Appendix 14.2.} such that for any $k$-dimensional subspace $F \subseteq \mathbb{R}^d$, 

$$\|A(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|[AP_S(I - P_F), b_S]\|_{p,2}^p$$

where $b_S \in \mathbb{R}^n$ is the vector with $i$th entry given by $b_S(i) = \|a_i^\top(I - P_S)\|_2$, and $[AP_S(I - P_F), b_S]$ is the $n \times (d + 1)$ matrix formed by the concatenation of $AP_S(I - P_F)$ and $b_S$. That is, the $\ell_p$ subspace approximation cost of $F$ can be approximated by the projection cost onto the subspace $S$, plus the additional projection cost of the lower dimensional points $AP_S$ to the query subspace $F$. This reduces the subspace approximation problem in $d$ dimensions to a similar problem in $s + 1$ dimensions. In turn, this lower dimensional problem can be solved using dimension-dependent techniques, since the dimension is now only $s + 1 = O(k) \log^2(1/\varepsilon)$. Then to analyze sampling algorithms, [SW18] show that Dvoretzky’s theorem [Dvo61, FLM77, PVZ17] can be applied to convert the problem of approximating the $(p, 2)$-norm to a problem of approximating the $(p, p)$-norm, i.e. the entrywise $\ell_p$ norm, which can then be handled by sampling techniques for approximating $\ell_p$ norms of vectors in a subspace [CP15, WY23b], which admit tight sampling bounds. While this algorithm achieves a nearly optimally-sized data structure for approximating the $\ell_p$ subspace approximation cost, this algorithm requires exponential time, due to the fact that finding the representative subspace $S$ requires solving the original $\ell_p$ subspace approximation problem to $(1 + \varepsilon)$ accuracy, which is not known to be solvable in polynomial time. The work of [FKW21] addressed this problem by introducing a polynomial time algorithm for finding such a subspace $S$, but the dimension of $S$ found by this algorithm loses $\log^2(k)$ factors, leading to suboptimal size in the coreset.

On the other hand, the result of [HV20] takes a different approach based on the classic sensitivity sampling technique [LS10, FL11, VX12], and uses the representative subspace constructed [SW18] in an existential manner rather than algorithmic. In the sensitivity sampling approach, one first defines sensitivity scores

$$\sigma_i(A) := \sup_{F \in \mathcal{F}_k} \frac{\|a_i^\top(I - P_F)\|_2^p}{\|A(I - P_F)\|_{p,2}^p}$$

(14.1)

for each row $i \in [n]$ which represent the largest fraction of the cost occupied by the $i$th coordinate, ranging over all queries $F \in \mathcal{F}_k$. Then, by Bernstein bounds, it follows that for any fixed $F \in \mathcal{F}_k$, sampling the rows $i \in [n]$ proportionally to the sensitivity scores preserves $\|A(I - P_F)\|_{p,2}^p$ up to $(1 \pm \varepsilon)$ factors. Naïvely, one can apply this result to every $F$ in a net over the space of rank $k$ subspaces $F$, which has size roughly $\exp(dk)$, and apply a net argument to construct coresets of size $\text{poly}(d, k, 1/\varepsilon)$. The work of [HV20] improves this argument by showing that the existence of the representative subspace $S$ constructed by [SW18] gives an improved analysis of sensitivity sampling which converts a guarantee for coresets that only preserve the cost of an optimal subspace (known as a weak coreset) to a strong coreset guarantee. The fact that weak coresets admit dimension-independent bounds is an older result of [FL11], and thus [HV20]
show that sensitivity sampling admits dimension-independent strong coresets as well. However, the key problem in this analysis is in the use of sensitivity sampling [FL11] to obtain the weak coreset, since this result uses a VC-dimension argument which loses poly($k$) factors. In summary, the problem is that finding a representative subspace of optimal size is computationally difficult [SW18, FKW21], but we do not know how to apply tight sampling bounds if we do not have access to an explicit representative subspace and instead must settle for VC-dimension arguments which lose poly($k$) factors in the coreset size [HV20].

Ridge leverage scores

Our algorithmic technique takes a drastically different approach compared to the prior works of [SW18, HV20, FKW21]. Our starting point is a result of [CMM17], which resolves Question 14.1.2 for the much simpler case of $p = 2$. For $p = 2$, finding an explicit rank $O(k \poly(\epsilon^{-1}))$ with properties similar to the representative subspace $S$ is not difficult due to the singular value decomposition (SVD) [DMM06b, DMM08, CEM+15, CMM17]. However, as noted by [CMM17], while this gives a polynomial time algorithm for low rank approximation for $p = 2$, finding these scores is already as hard as low rank approximation itself. Thus, this defeats the purpose of finding the coreset if the goal is to design faster algorithms. To address this problem, [CMM17] make use of the following alternative scores for a sampling-based algorithm, known as the ridge leverage scores.

**Definition 14.1.5 (Ridge leverage scores [AM15, CMM17]).** Let $\lambda > 0$ and $A \in \mathbb{R}^{n \times d}$. Then, for each $i \in [n]$, the $i$th ridge leverage score is defined as

$$\tau_i^\lambda(A) := a_i^\top (A^\top A + \lambda I)^{-1} a_i = \sup_{x \in \mathbb{R}^d} \frac{[Ax]^2(i)}{\|Ax\|^2_2 + \lambda \|x\|^2_2}.$$ 

Ridge leverage scores can be approximated very quickly [SS11, DMMW12, CW13, CLM+15], and can be approximated up to $O(1)$ factors in just $\tilde{O}(\text{nnz}(A) + d^\omega)$ time, where $\omega$ is the exponent of matrix multiplication.

The main result of [CMM17] establishes that if we set $\lambda = \|A - A_k\|_F^2/k$, then sampling $\tilde{O}(k/\epsilon^2)$ rows $a_i$ of $A$ proportionally to their ridge leverage scores (see Definition 6.1.1) yields a strong coreset $S$ of nearly optimal size satisfying Definition 14.1.1 for $p = 2$. Furthermore, the scores $\tau_i^\lambda(A)$ only depend on a constant factor approximation to the value of the optimal low rank approximation, which can be obtained more readily than a subspace which (approximately) witnesses this value. However, the analysis of [CMM17] is highly specific to the $\ell_2$ norm, for instance making heavy use of the structural properties of the SVD and the fact that the $(p, 2)$-norm is an entrywise norm for $p = 2$, and thus does not apply to $p \neq 2$. Nonetheless, several key ideas still do carry over to the setting of $p \neq 2$, which will be crucial to our analysis.

- First of all, we show that the ridge leverage scores are useful as sampling probabilities for $\ell_p$ subspace approximation if we take their $(p/2)$-th roots. By doing so, we are able to tap into the remarkable fact that the ridge leverage scores sum to at most $O(k)$ (Lemma 14.3.5). Note that this fact crucially relies on the special structure of the SVD, which is a factorization that is generally only useful for the Frobenius norm rather than the $(p, 2)$-norm, so this may be somewhat surprising.
• A second idea is that ridge leverage score sampling provides a \textit{subspace embedding} guarantee with much fewer row samples than a standard relative error subspace embedding, by trading off the sample complexity for an additive error. That is, when \( \lambda \to 0 \), then it is known that sampling the rows of \( A \) proportionally to the ridge leverage scores gives the guarantee that with constant probability,

\[
\| S Ax \|_2^2 = (1 \pm \varepsilon) \| Ax \|_2^2 \quad \text{for every } x \in \mathbb{R}^d
\]

when \( \tilde{O}(d/\varepsilon^2) \) rows are sampled \([DMM06a, CLM^{+}15]\). Although sample sizes scaling as \( d \) are too expensive in our setting, \([CMM17]\) show that if \( \lambda = \| A - A_k \|_F^2 / k \) and we sample rows of \( A \) proportionally to \( \tau_\lambda^A(A) \), then with only \( \tilde{O}(k/\varepsilon^2) \) rows, we can get the guarantee that

\[
\| S Ax \|_2^2 = (1 \pm \varepsilon) \| Ax \|_2^2 \pm \varepsilon \lambda \| x \|_2^2.
\]

In the context of low rank approximation, this additive error is small enough that it only distorts the approximate cost by an additive \( \varepsilon \cdot \text{OPT} = \varepsilon \cdot \| A - A_k \|_F^2 \), and we will make a similar argument for \( \ell_p \) subspace approximation as well.

• A third key idea is the observation that the ridge leverage scores provide sampling scores which are agnostic to any specific subspace (as opposed to, e.g., leverage scores of a fixed low-dimensional subspace), which allows us to reason about a subspace \( S \) that is hard to find algorithmically. This is one of the key reasons why we are able to obtain a polynomial time algorithm for constructing our coreset, despite the heavy use of the properties of the representative subspace \( S \) in the analysis.

• Finally, we follow the rough analysis plan of splitting the quantity \( \| A(I - P_F) \|_{p,2} \) into a “head” term that lives in the top \( \tilde{O}(k) \) important dimensions, a “tail” term involving the projection off of this top subspace, and a “cross” term that involves the remaining error after considering the former two terms, which also appears in many prior works \([VX12, CEM^{+}15]\). However, the concrete way in which we define these quantities and preserve them via sampling is quite different from prior work.

\subsection{14.1.1 Technical overview}

We now give an overview of the ideas we introduce for our sampling results.

\textbf{Reduction to embedding low rank matrices}

Our starting point is still based on the structural result of \([SW18]\): there exists an \( s \)-dimensional subspace \( S \) for \( s = \dim(S) = O(k) \text{poly}(\varepsilon^{-1}) \) and a vector \( b_S \in \mathbb{R}^n \) such that for any \( k \)-dimensional subspace \( F \),

\[
\| A(I - P_F) \|_{p,2} = (1 \pm \varepsilon) \| [AP_S(I - P_F), b_S] \|_{p,2}.
\]

Our analysis will roughly take two steps. First, we will show that \( S \) preserves the right hand side, i.e.,

\[
\| S[AP_S(I - P_F), b_S] \|_{p,2} = (1 \pm \varepsilon) \| [AP_S(I - P_F), b_S] \|_{p,2}
\]
and then in the second step, we will show that for the same subspace $S$, we have
\[ \|SA(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|S[AP_S(I - P_F), b_S]\|_{p,2}^p. \] (14.2)

This chain of bounds will show that
\[ \|SA(I - P_F)\|_{p,2}^p = (1 \pm 3\varepsilon)\|A(I - P_F)\|_{p,2}^p \]
which is the desired result.

In fact, the sampling algorithm analysis for both of these steps will be quite similar. Ignoring the offset vector $b_S$ for now for simplicity, the first step essentially asks for the guarantee that
\[ \|SAX\|_{p,2}^p = (1 \pm \varepsilon)\|AX\|_{p,2}^p \] (14.3)
for every $X$ with columns that lie in the subspace $S$. This guarantee essentially reduces to sampling an $\ell_p$ subspace embedding for the subspace $S$, but there is an additional challenge that we cannot afford to explicitly compute $S$ if we want polynomial time algorithms.

The second step will in fact follow from a generalization of this guarantee. The representative subspace theorem of [SW18] shows that (14.2) will follow if
\[ \|SA(P_{S\cup F} - P_S)\|_{p,2}^p \leq \varepsilon^p \text{OPT} \quad \text{for every } F \in \mathcal{F}_k, \] (14.4)
where $P_{S\cup F}$ denotes the projection matrix onto $\text{span}(S \cup F)$. Furthermore, by the construction of $S$, $S$ already satisfies $\|A(P_{S\cup F} - P_S)\|_{p,2}^p \leq \varepsilon^p \text{OPT}$. Thus, it suffices to show that
\[ \|SAX\|_{p,2}^p = O(1)\|AX\|_{p,2}^p \quad \text{for all } X \in \mathbb{R}^{d \times d} \text{ with } \text{rank}(X) \leq k \text{ and } \|X\|_2 \leq 1. \]

Note that this differs from (14.3) since it asks for $S$ to preserve all low rank matrices, rather than $X$ with columns restricted in a low dimensional subspace. Thus, this guarantee is substantially more interesting than the first guarantee, and complicates our analysis. We note that for $p = 2$, (14.3) is actually sufficient to show (14.4), since if $S$ is chosen as the top $O(k/\varepsilon^2)$ singular directions of $A$, then $A(I - P_S)$ has operator norm at most $O(\varepsilon^2/k)\|A - A_k\|_F^2$. This operator norm is then sufficient for (14.4). However, such operator norm-based arguments are not available for $p \neq 2$ due to the lack of an SVD.

A crucial relaxation is that it in fact suffices to show that
\[ \|SAX\|_{p,2}^p = (1 \pm \varepsilon)\|AX\|_{p,2}^p \pm \varepsilon \text{OPT} \] (14.5)
whenever we apply this sampling theorem. Thus for the rest of this technical overview, we will focus on showing (14.5).

**Idea 1: additive-multiplicative $\ell_p$ subspace embeddings via root ridge leverage scores**

We begin by using Dvoretzky’s theorem to embed the $\ell_2$ norm into the $\ell_p$ norm, so that we have
\[ \|AX\|_{p,2}^p = (1 \pm \varepsilon)\frac{1}{m}\|AXH\|_{p,p}^p \]
where $H \in \mathbb{R}^{d \times m}$ is an i.i.d. standard Gaussian matrix. By embedding the $(p, 2)$-norm into an entrywise $\ell_p$ norm, we decouple the norm of the columns, reducing our problem to preserving the $\ell_p$ norm of vectors of the form $Ax$. That is, we seek guarantees of the form $\|SAx\|_p^p \approx \|Ax\|_p^p$. Such guarantees are known as $\ell_p$ subspace embeddings, and are well-studied in the literature.

The first new ingredient in our analysis is to adapt the additive-multiplicative $\ell_2$ subspace embedding idea of [CMM17]. In this result, [CMM17] show that if $S$ is taken to be a sampling matrix with probabilities proportional to the ridge leverage scores $\tau^\lambda_i(A) = ||A-A_k||_F^2/k$, then one obtains the additive-multiplicative guarantee

$$\|SAx\|_2^2 = (1 \pm \varepsilon)\|Ax\|_2^2 \pm \varepsilon\lambda\|x\|_2^2$$

with only $\tilde{O}(k/\varepsilon^2)$ samples. This fact immediately follows from applying the more standard guarantee for leverage score sampling on a concatenated matrix $[A; \sqrt{\lambda}I] \in \mathbb{R}^{(n+d) \times d}$, where $I$ is the $d \times d$ identity. For an $\ell_p$ version of this result, we use the root leverage scores discussed in Chapter 8.

With the $\ell_p$ subspace embedding theorem in hand, we can now apply a similar trick as [CMM17]: we set $\lambda = ||A-A_k||_F^2/k$ so that we only sample $\tilde{O}(k^{p/2})\text{poly}(\varepsilon^{-1})$ rows for $p > 2$ and $\tilde{O}(k)\text{poly}(\varepsilon^{-1})$ rows for $p < 2$, and then obtain an additive-multiplicative subspace embedding guarantee by viewing it as a subspace embedding for the matrix formed by concatenating $A$ with $\sqrt{\lambda}I$, so that the leverage scores of the concatenated matrix correspond to the ridge leverage scores of $A$. The resulting guarantee is that

$$\|SAx\|_p^p = (1 \pm \varepsilon)\|Ax\|_p^p \pm \varepsilon\lambda^{p/2}\|x\|_p^p.$$  

Now, we can apply the above $\ell_p$ affine embedding guarantees for the sampling matrix $S$ on each column of $\frac{1}{m}\|A\lambda H\|_{p,p}$ to obtain the approximation guarantee

$$\frac{1}{m}\|SA\lambda H\|_{p,p}^p = (1 \pm \varepsilon)\frac{1}{m}\|A\lambda H\|_{p,p}^p \pm \varepsilon\lambda^{p/2}\frac{\|X\|_{p,p}^p}{m}.$$  

Now by applying Dvoretzky’s theorem to revert the $(p, p)$-norm back to the $(p, 2)$-norm, we obtain

$$\|SA\lambda X\|_{p,2}^p = (1 \pm \varepsilon)\|AX\|_{p,2}^p \pm \varepsilon\lambda^{p/2}\|X\|_{p,2}^p.$$  

Finally, it remains to bound $\lambda^{p/2}\|X\|_{p,2}^p$, but here we will encounter some problems.

Problems when bounding the additive error

To bound the additive error $\lambda^{p/2}\|X\|_{p,2}^p$, we will case on $p < 2$ and $p > 2$. We may assume without loss of generality that $X$ has at most $n$ rows, by restricting the analysis to the row span of $A$ throughout. Then for $p < 2$, $\lambda^{p/2}$ is at most

$$\lambda^{p/2} = \frac{\|A-A_k\|_F^p}{kp^{p/2}} \leq \frac{\|A(I-P^*)\|_F^p}{kp^{p/2}} \leq \frac{\|A(I-P^*)\|_{p,2}^p}{kp^{p/2}} = \frac{\text{OPT}}{kp^{p/2}} \quad (14.6)$$

by the monotoncity of $\ell_p$ norms, while for $p > 2$, $\lambda^{p/2}$ is at most

$$\lambda^{p/2} = \frac{\|A-A_k\|_F^p}{kp^{p/2}} \leq \frac{\|A(I-P^*)\|_F^p}{kp^{p/2}} \leq \frac{n^{p/2-1}\|A(I-P^*)\|_{p,2}^p}{kp^{p/2}} = \frac{n^{p/2-1}\text{OPT}}{kp^{p/2}}. \quad (14.7)$$
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Furthermore,

\[ \|X\|_{p,2}^p \leq \begin{cases} \|n^{1-p/2}\|X\|_2^{p} & \text{if } p < 2 \\ \|X\|_{2,2}^p & \text{if } p > 2 \end{cases} \leq \begin{cases} \|n^{1-p/2}s^{p/2} & \text{if } p < 2 \\ s^{p/2} & \text{if } p > 2 \end{cases} \]

by relating \(\ell_p\) and \(\ell_2\) norms in \(n\) dimensions and using that \(\text{rank}(X) \leq s\) and \(\|X\|_2 \leq 1\). Then overall, we obtain a bound of

\[ \chi^{p/2}\|X\|_{p,2}^p \leq \begin{cases} n^{1-p/2}s^{p/2}\text{OPT} & \text{if } p < 2 \\ n^{p/2-1}s^{p/2}\text{OPT} & \text{if } p > 2 \end{cases} \]

Note that if we use rank \(s\) root ridge leverage scores instead of rank \(k\) root ridge leverage scores, we would be able to replace the \(k^{p/2}\) on the denominator by \(s^{p/2}\) to cancel out the \(s^{p/2}\) in the numerator, with only a \(\text{poly}(\varepsilon^{-1})\) cost to the sample complexity. However, even still, our bound is \(n^{(-p/2)}\text{OPT}\) for \(p < 2\) and \(n^{p/2-1}\text{OPT}\) for \(p > 2\), which is off by \(\text{poly}(n)\) factors from our goal of \(\text{OPT}\) in either case.

In order to fix this problem and improve our analysis by \(\text{poly}(n)\) factors, we will use two different types of “flattening” tricks, one for \(p < 2\) and one for \(p > 2\), which we discuss in the next two sections.

**Idea 2: Dvoretzky’s theorem for sharper additive error bounds for \(p > 2\)**

To overcome the previous issue for \(p > 2\), we note that we have an additional degree of freedom when choosing to concatenate \(A\) with \(\sqrt{\lambda}I\) when analyzing the ridge leverage score sampling algorithm. Indeed, as long as we concatenate \(A\) with \(\sqrt{\lambda}U\) for any orthonormal matrix \(U\), then the leverage scores of \(A\) concatenated with \(\sqrt{\lambda}U\) will have leverage scores which coincide with the ridge leverage scores of \(A\), since

\[ a_i^T(A^TA + \lambda U^TU)^{-1}a_i = a_i^T(A^TA + \lambda I)^{-1}a_i. \]

The resulting guarantee is that

\[ \|SAx\|_p^p = (1 \pm \varepsilon)\|Ax\|_p^p \pm \varepsilon \lambda^{p/2}\|Ux\|_p^p, \quad (14.8) \]

so we may select \(U\) to be an orthonormal matrix which makes this additive error as small as possible. We will choose \(U\) to be a random \(n \times d\) orthonormal matrix \(G\), which has the advantage of flattening the mass of \(x\) and thus minimizing the \(\ell_p\) norm.

By Dvoretzky’s theorem [Dvo61, FLM77, PVZ17], it follows that as long as \(n\) is at least \(\tilde{O}(s^{p/2})\text{poly}(\varepsilon^{-1}) = \tilde{O}(k^{p/2})\text{poly}(\varepsilon^{-1})\), then for any \(x\) in a fixed \(s\)-dimensional subspace, we will have that

\[ \|Gx\|_p^p = (1 \pm \varepsilon)n^{1-p/2}\|x\|_2^p. \quad (14.9) \]

This cancels out with the factor of \(n^{p/2-1}\) that we lost in (14.7), giving us a sharp enough additive error. It may be tempting to reduce the additive error even further by choosing \(G\) to have \(m \gg n\)
rows rather than just \( n \). However, this would affect the total number of rows sampled, since we would then need to oversample the root ridge leverage scores by a factor of \( m^{p/2-1} \), which would increase the sample complexity. Note also that once the additive error is sufficiently small, (14.8) would give the purely multiplicative subspace embedding guarantee \( \|SAx\|_p = (1 \pm \varepsilon)\|Ax\|_p \), for which there is a sample complexity lower bound of \( \Omega(d^{p/2}/\varepsilon) \) [LWW21].

Although we have fixed the \( n^{p/2-1} \) factor, we must now address a subtle issue. The above analysis works for a fixed rank \( s \) subspace specified by the low rank matrix \( X \). However, if we want this guarantee for every rank \( s \) matrix \( X \) with operator norm 1 as we need, then we run into problems, since for any fixed embedding \( G \) of dimension only \( \tilde{O}(k^{p/2}) \poly(\varepsilon^{-1}) \), there exists a choice of \( X \) which causes (14.9) to fail. To fix our final problem, we crucially exploit independence in our analysis. We first fix the sampling matrix \( S \) and let \( X \subseteq \mathbb{R}^{d \times d} \) be the rank \( s \) matrix with \( \|AX\|_{p,2} + \OPT \|X\|_2^p \leq 1 \) that maximizes the sampling error \( \|SAx\|_{p,2} - \|AX\|_{p,2} \). Note then that \( X \) depends only on \( S \) but not on \( G \), so we may bound \( \|GX\|_{p,2} \) as we did before. This completes our proof sketch for \( p > 2 \).

**Idea 3: splitting rows for sharper additive error bounds for \( p < 2 \)**

To improve our argument for \( p < 2 \), we will sharpen the bound of (14.6). The loose bound that we will tighten is bounding the Frobenius norm loss \( \|A(I - P^*)\|_F^p \) by the \( (p, 2) \)-norm loss \( \|A(I - P^*)\|_{p,2}^p \). For general matrices, this bound is indeed tight since the rows of \( A(I - P^*) \) could be imbalanced so that most of the mass is concentrated on a few rows. However, this bound is loose when the rows are flat, in which case there can be a \( \poly(n) \) factor separation in the two quantities. We will show how to recover this separation.

A classic result of [VX12] shows that the sensitivity scores (14.1) for \( \ell_p \) subspace approximation sum to at most \( O(k) \) for \( p < 2 \). Then, a standard flattening argument shows that by replacing rows \( a_i \) with large sensitivity with \( l \) copies of the scaled row \( a_i/1^{1/p} \), we obtain a new matrix \( A' \) with \( n' \leq 2n \) rows that are each just scaled copies of rows of \( A \), such that \( \sigma_r(A') = O(k/n) \) for every row \( i' \in [n'] \) and \( \|A'(I - P_F)\|_{p,2} = \|A(I - P_F)\|_{p,2} \) for every \( F \in \mathcal{F}_k \). Because this matrix is now flat, it can be shown that

\[
\|A'(I - P^*)\|_F^p \lesssim (k/n)^{2/p-1} \OPT^{2/p}.
\]

Thus by replacing \( A \) with \( A' \), we obtain a matrix formed by the rows of \( A \) that gives the same objective function, yet has a much smaller additive error when bounding \( \lambda \), giving

\[
\lambda^{p/2} = \frac{\|A' - A_k\|_F^p}{k^{p/2}} \leq \frac{\|A'(I - P^*)\|_F^p}{k^{p/2}} \leq (k/n)^{1-p/2} \frac{\|A'(I - P^*)\|_{p,2}^p}{k^{p/2}} = (k/n)^{1-p/2} \frac{\OPT}{k^{p/2}}.
\]

rather than the original bound in (14.6). We note, however, that this argument is still lossy, since the standard sensitivity-based flattening argument would flatten any matrix, whereas we only need this result for a single constant factor approximate subspace \( \tilde{F} \). Thus, we instead explicitly compute a constant factor bicriteria solution, which can be done very quickly [DTV11, FKW21, WY23a] (see Lemma 14.3.2), and flatten this particular solution nearly optimally, so that we instead get the bound

\[
\lambda^{p/2} = \frac{\|A' - A_k\|_F^p}{k^{p/2}} \leq \frac{\|A'(I - P_{\tilde{F}})\|_F^p}{k^{p/2}} \leq (1/n)^{1-p/2} \frac{\|A'(I - P_{\tilde{F}})\|_{p,2}^p}{k^{p/2}} = n^{p/2-1} \frac{O(\OPT)}{k^{p/2}}.
\]
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Thus, we recover the extra factor of \( n^{1-p/2} \) lost when converting from the \( \ell_p \) norm to the \( \ell_2 \) norm. This completes our proof sketch for \( p < 2 \).

### 14.1.2 Corollaries

#### Streaming and distributed models

A simple corollary of our nearly optimal constructions for strong coresets is that we immediately obtain similar results in *streaming* and *distributed* models of computation (see Section 1.3.3). In the streaming model, the rows \( a_i \) of the input matrix \( A \) arrive one at a time, and we wish to maintain a strong coreset for \( A \). In this setting, the classic *merge-and-reduce* technique (see, e.g., [BDM+20] for a discussion) shows that a construction for a coreset of size \( \tilde{O}(k^c) \poly(\varepsilon^{-1}) \) can be converted into a streaming implementation of size \( \tilde{O}(k^c) \poly(\varepsilon^{-1} \log n) \) by setting the accuracy parameter to \( \varepsilon' = \varepsilon/\log n \) and composing the coreset construction in a binary tree fashion. Recent work of [CWZ23] shows that this argument can in fact be sharpened to a \( \poly(\log \log n) \) factor overhead rather than \( \poly(\log n) \), by first computing an online coreset. Similarly, in the distributed model, the rows of \( A \) are partitioned among \( t \) servers, and we wish to communicate a strong coreset to a central coordinator. This task can be solved nearly optimally if each server computes a coreset, sends their coreset to the central coordinator, and the central coordinator computes a coreset for the collection of coresets.

#### Online coresets

Next, we note an application of our result to designing algorithms for *online* coresets for \( \ell_p \) subspace approximation. For \( \ell_p \) subspace approximation, the works of [BLVZ19, BDM+20] studied the case of \( p = 2 \) based on the result of [CMM17], while [WY23a] studied the case of \( p \neq 2 \), achieving a coreset size of roughly \( \tilde{O}(k^{p+O(1)}) \poly(\varepsilon^{-1}) \) by analyzing an algorithm based on sensitivity sampling [HV20].\(^2\) One of the main open questions left in [WY23a] is whether there exists an online coreset algorithm which samples only \( \tilde{O}(k^{p/2+O(1)}) \poly(\varepsilon^{-1}) \) rows for \( p > 2 \). Our \( \ell_p \) subspace approximation coreset result resolves this question nearly optimally. Our results here are given in Section 14.6.1.

#### Entrywise \( \ell_p \) low rank approximation

Finally, we note that for \( p < 2 \), our nearly optimal coresets for \( \ell_p \) subspace approximation imply new algorithms for the related problem of *entrywise* \( \ell_p \) low rank approximation.

**Definition 14.1.6.** Let \( A \in \mathbb{R}^{n \times d} \) and let \( k \) be a rank parameter. Let \( 1 \leq p < \infty \). Then, the *entrywise* \( \ell_p \) low rank approximation problem is the problem of minimizing the objective function

\[
\|A - X\|_{p,p} = \sum_{i=1}^{n} \sum_{j=1}^{d} |(A - X)_{i,j}|^p
\]

\(^2\) In our discussion of online coresets, we allow for the \( \tilde{O}(\cdot) \) notation to suppress polylogarithmic factors in \( n \) and an “online condition number” quantity \( \kappa^{OL} \) which appears in all prior works on online coresets and is known to be necessary.
among all rank $k$ matrices $X \in \mathbb{R}^{n \times d}$.

This problem is another computationally difficult variant of the low rank approximation problem, and approximation algorithms and hardness have been studied in a long line of work [SWZ17, CGK+17, DWZ+19, MW21, JLL+21, WY23a]. The works of [JLL+21, WY23a] show that for $p < 2$, if we multiply $A$ on the right by a dense matrix $G$ of $p$-stable random variables [Nol20] and then compute an $\ell_p$ subspace approximation coreset $S$ of $AG$ of size $\tilde{O}(k)$, then there exists a rank $k$ matrix $V$ such that

$$
\|A - VSA\|_{p,p}^p \leq \tilde{O}(k^{1/p-1/2}) \min_{\text{rank}(X) \leq k} \|A - X\|_{p,p}^p.
$$

Among subset selection algorithms, this approximation guarantee is nearly optimal [MW21]. Furthermore, because $S$ is constructed based on sketching and coresets for $\ell_p$ subspace approximation, this algorithm can be implemented in streaming and distributed settings, and previously discussed. However, these prior results had drawbacks. The result of [JLL+21] relied on the coreset construction of [SW18], and thus required exponential time to run. In the work of [WY23a], this idea was applied in the setting of online coresets, but their online coreset required a size of at least $k^4$, which resulted in a suboptimal approximation factor of at least $k^{4(1/p-1/2)}$. Our result fixes both of these problems, by substantially speeding up the algorithm of [JLL+21] to achieve the first polynomial time subset selection algorithm selecting $\tilde{O}(k)$ columns with $\tilde{O}(k^{1/p-1/2})$ distortion, as well as the first online coreset algorithm which selects $O(k)$ rows with a $\tilde{O}(k^{1/p-1/2})$ distortion. Note that the prior best efficient subset selection algorithm of [MW21] selects $O(k \log d)$ rows for $\tilde{O}(k^{1/p-1/2})$ distortion.

### 14.2 Representative subspace theorem for $\ell_p$ subspace approximation

One of the main technical ingredients for our strong coreset is the representative subspace theorem of [SW18, Theorem 10], which shows that the $\ell_p$ subspace approximation cost can approximately be decomposed into a cost onto a low dimensional subspace plus the cost of projecting onto this subspace. We provide sharper bounds for this result in this section.

**Theorem 14.2.1** (Representative subspace theorem). Let $1 \leq p < \infty$. Suppose that an $s$-dimensional subspace $S$ satisfies

$$
\|A(P_S - P_{S,F})\|_{p,2}^p \leq \varepsilon^p \cdot \text{OPT}
$$

for every $F \in F_k$. Then if $P_S$ is the projection matrix onto $S$ and $b_S \in \mathbb{R}^n$ is the vector defined by

$$
b_S(i) := \|a_i^T(I - P_S)\|_2,
$$

then

$$
\text{for all } F \in F_k, \quad \|A(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|[AP_S(I - P_F), b_S]\|_{p,2}^p, \quad (14.10)
$$
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where $[AP_S(I - P_F), b_S]$ denotes the $n \times (d + 1)$ concatenation of $AP_S(I - P_F) \in \mathbb{R}^{n \times d}$ and $b_S \in \mathbb{R}$. Furthermore, such a subspace $S$ exists for

$$s = \frac{O(k)}{\varepsilon^{\max\{2, p\}}}$$

such that $\|b_S\|_p^p \leq \text{OPT}$.

We note that any subspace $S'$ that contains a subspace $S$ satisfying the properties of Theorem 14.2.1 will continue to have the same properties.

**Lemma 14.2.2.** Let $S' \supseteq S$ be two subspaces such that $S$ satisfies the guarantees of Theorem 14.2.1. Then, $S'$ does as well.

**Proof.** Note that for any $a \in \mathbb{R}^d$ and $k$-dimensional subspace $F$,

$$\|a^T (P_{S'} - P_{S' \cup F})\|_2^2 \leq \|a^T (P_S - P_{S \cup F})\|_2^2$$

since $(P_{S \cup F} - P_S)$ maps its input to the component of $F$ orthogonal to $S$ and similarly for $(P_{S' \cup F} - P_{S'})$. Thus,

$$\|A(P_{S'} - P_{S' \cup F})\|_{p,2}^p \leq \|A(P_S - P_{S \cup F})\|_{p,2}^p \leq \varepsilon^p \cdot \text{OPT}$$

It follows that (14.10) holds from arguments in [SW18, Theorem 10]. We also have that

$$\|a_i^T (I - P_{S'})\|_2^2 \leq \|a_i^T (I - P_S)\|_2^2$$

so $\|b_{S'}\|_p^p \leq \|b_S\|_p^p \leq \text{OPT}$ holds as well. \qed

### 14.2.1 Sharper scalar inequalities

The following result simplifies and sharpens [SW18, Claim 2].

**Lemma 14.2.3.** Let $u, v, w \geq 0$ satisfy $u^2 = v^2 - w^2$. Then,

$$u^p \leq \begin{cases} \min\{\varepsilon v^p, 2^{p-1}\varepsilon^{1-2/p}(v^p - w^p)\} & 1 \leq p \leq 2 \\ v^p - w^p & 2 \leq p < \infty \end{cases}$$

**Proof.** The second inequality follows from the subadditivity of $\cdot^{p/2}$ [SW18] so it remains to show the first. We may assume that $v = 1$ by scaling. We also reparameterize $w = 1 - x$ for some $0 \leq x \leq 1$. Then,

$$u^p = (1 - (1 - x)^2)^{p/2} \leq (2x)^{p/2}$$

and

$$\frac{u^p}{v^p - w^p} = \frac{u^p}{1 - (1 - x)^p} \leq \frac{(2x)^{p/2}}{x} = 2^{p/2} x^{p/2 - 1}$$

Thus, if $x \leq \varepsilon^{2/p}/2$, then $u^p \leq \varepsilon$, and if $x \geq \varepsilon^{2/p}/2$, then $u^p \leq 2^{p-1} \varepsilon^{1-2/p}(v^p - w^p)$ \qed

The following result sharpens [SW18, Claim 5].
Lemma 14.2.4. Let \( u, v \geq 0 \) and \( 1 \leq p < \infty \). Then,
\[
(u + v)^p \leq (1 + \varepsilon)u^p + \frac{(2p)^p}{\varepsilon^{p-1}} v^p
\]

Proof. We may assume that \( u = 1 \) by scaling. If \( v \geq 1 \), then \((1 + v)^p \leq 2^p v^p\) so assume that \( v \leq 1 \). Then, \((1 + v)^p \leq 1 + 2pv\) so if \(2pv \leq \varepsilon\), then \((1 + v)^p \leq \varepsilon\), while if \(2pv \geq \varepsilon\), then
\[
(1 + v)^p \leq 1 + 2pv = 1 + \frac{2p}{\varepsilon^{p-1}} v^p \leq 1 + \frac{(2p)^p}{\varepsilon^{p-1}} v^p.
\]
\[
\]

The following result generalizes [SW18, Lemma 4] to \( p > 1 \).

Lemma 14.2.5. Let \( a, b, f, g \geq 0 \). Then,
\[
|(a^2 + b^2)^{p/2} - (f^2 + g^2)^{p/2}| \leq \frac{4p}{2^{p-1}}(a - f)^p + b - g|^p + \varepsilon((a^2 + b^2)^{p/2} + (f^2 + g^2)^{p/2}).
\]

Proof. By Lemma 14.2.4, we have that
\[
\|(a, b)\|^p_2 \leq \|(a - f, b - g)\|^2_2 + \|(f, g)\|^2_2 \leq (1 + \varepsilon)\|(f, g)\|^p_2 + \frac{(2p)^p}{\varepsilon^{p-1}} \|(a - f, b - g)\|^p_2
\]
and similarly
\[
\|(f, g)\|^p_2 \leq \|(a - f, b - g)\|^2_2 + \|(a, b)\|^2_2 \leq (1 + \varepsilon)\|(a, b)\|^p_2 + \frac{(2p)^p}{\varepsilon^{p-1}} \|(a - f, b - g)\|^p_2.
\]
Thus,
\[
\|\|(a, b)\|^p_2 - \|(f, g)\|^p_2\| \leq \frac{(2p)^p}{\varepsilon^{p-1}}\|(a - f, b - g)\|^p_2 + \varepsilon(\|(a, b)\|^p_2 + \|(f, g)\|^p_2).
\]
Finally, we bound
\[
\|(a - f, b - g)\|^p_2 \leq \|(a - f, b - g)\|^1_1 \leq 2^{p-1}(|a - f|^p + |b - g|^p).
\]
\[
\]

14.2.2 Proof of the representative subspace theorem

The first lemma shows that if \( \|a^\top (P_S - P_{S\cup F})\|_2 \) is small, then the projection of a vector \( a \) onto \( S \cup F \) is close to its projection onto \( S \), and the projection of \( a^\top P_{S\cup F} \) onto \( F \) is close to the projection of \( a^\top P_S \) onto \( F \).

Lemma 14.2.6. Let \( S, F \subseteq \mathbb{R}^d \) be subspaces and let \( a \in \mathbb{R}^d \) be a vector. Then,
\[
\begin{align*}
&\|a^\top (I - P_{S\cup F})\|_2 = \|a^\top (I - P_S)\|_2 \pm \|a^\top (P_S - P_{S\cup F})\|_2 \\
&\|a^\top (P_{S\cup F} - P_F)\|_2 = \|a^\top P_S (I - P_F)\|_2 \pm \|a^\top (P_S - P_{S\cup F})\|_2
\end{align*}
\]
Proof. These are proven in [SW18]. We reproduce a proof for the reader’s convenience. The first inequality is just the triangle inequality, so it remains to show the latter. One direction of the inequality follows by
\[
\|a^T (P_{S \cup F} - P_F)\|_2 = \min_{x \in F} \|a^T P_{S \cup F} - x\|_2 \\
\leq \|a^T P_{S \cup F} - a^T P_S F\|_2 \leq \|a^T (P_{S \cup F} - P_S)\|_2 + \|a^T P_S (I - P_F)\|_2
\]
and the other by
\[
\|a^T P_S (I - P_F)\|_2 = \min_{x \in F} \|a^T P_S - x\|_2 \\
\leq \|a^T P_S - a^T P_F\|_2 \leq \|a^T (P_S - P_S)\|_2 + \|a^T (P_{S \cup F} - P_F)\|_2
\]
\[\square\]

We may combine Lemma 14.2.6 with Lemma 14.2.5 to show the following, which states that the projection cost of a onto \( F \) is approximately the sum of the cost of projecting onto \( S \), and then projecting onto \( F \).

Lemma 14.2.7. Let \( S, F \subseteq \mathbb{R}^d \) be subspaces and let \( a \in \mathbb{R}^d \) be a vector. Then,
\[
\|a^T (I - P_F)\|_2^p - (\|a^T (I - P_S)\|_2^p + \|a^T P_S (I - P_F)\|_2^p/2) \\
\leq \left( \frac{(4p)^p}{\varepsilon^{p-1}} \right) \|a^T (P_S - P_{S \cup F})\|_2^p + (2^{p-1} + 1)\varepsilon \|a^T (I - P_F)\|_2^p.
\]

Proof. Note that by orthogonality,
\[
\|a^T (I - P_F)\|_2^2 = \|a^T (I - P_{S \cup F})\|_2^2 + \|a^T P_{S \cup F} - P_F\|_2^2.
\]
Then, we apply Lemma 14.2.5 with \( a = \|a^T (I - P_{S \cup F})\|_2, b = \|a^T (P_{S \cup F} - P_F)\|_2, f = \|a^T (I - P_S)\|_2, \) and \( g = \|a^T P_S (I - P_F)\|_2 \) as well as the bound
\[
|a - b|, |f - g| \leq \|a^T (P_S - P_{S \cup F})\|_2.
\]
from Lemma 14.2.6 to see that
\[
\|\|a, b\|_2^p - \|(f, g)\|_2^p/2\|_2^p/2 = \|a^T (I - P_F)\|_2^p - (\|a^T (I - P_S)\|_2^p + \|a^T P_S (I - P_F)\|_2^p/2) \\
\leq \left( \frac{(4p)^p}{2^{p-1}} \right) (|a - f|^p + |b - g|^p) + \varepsilon (\|a, b\|_2^p + \|(f, g)\|_2^p) \\
\leq \left( \frac{(4p)^p}{\varepsilon^{p-1}} \right) \|a^T (P_S - P_{S \cup F})\|_2^p \\
+ \varepsilon (\|a^T (I - P_F)\|_2^p + \|a^T (I - P_S)\|_2^p + \|a^T P_S (I - P_F)\|_2^p/2)^{p/2}).
\]
Note that
\[
(\|a^T (I - P_S)\|_2^p + \|a^T P_S (I - P_F)\|_2^p/2)^{p/2} \leq 2^{p-1}(\|a^T (I - P_{S \cup F})\|_2^p + \|a^T P_{S \cup F} - P_F\|_2^p) \\
+ 2^{p-1}\|a^T (P_S - P_{S \cup F})\|_2^p \\
= 2^{p-1}\|a^T (I - P_F)\|_2^p + 2^{p-1}\|a^T (P_S - P_{S \cup F})\|_2^p
\]
so combining the bounds gives the claimed result. \[\square\]
It remains to construct a subspace $S$ such that $\|A(P_S - P_{S\cup F})\|_{p,2}^p$ is small for every $k$-dimensional subspace $F$.

**Lemma 14.2.8.** Let $1 \leq p < \infty$ and $k \in \mathbb{N}$. There is an $s$-dimensional subspace $S$ where $s = O(k/\varepsilon^{\max\{2,p\}})$ such that for every $k$-dimensional subspace $F$,

$$\|A(P_S - P_{S\cup F})\|_{p,2}^p \leq \varepsilon^p \text{OPT}$$

where $\text{OPT} = \min_{F \in \mathcal{F}_k} \|A(I - P_F)\|_{p,2}^p$.

**Proof.** The proof largely follows [SW18] combined with our improved inequalities proved earlier. We reproduce a proof for the reader’s convenience.

Lemma 6 in [SW18] shows that there is an $s$-dimensional subspace $S$ such that

$$\|A(I - P_S)\|_{p,2}^p - \|A(I - P_{S\cup F})\|_{p,2}^p \leq \varepsilon^{\max\{2,p\}} \text{OPT} \tag{14.11}$$

for every $k$-dimensional subspace $F \in \mathcal{F}_k$. We now use the fact that for any vector $a \in \mathbb{R}^d$,

$$\|a^\top (P_S - P_{S\cup F})\|_2^2 = \|a^\top (I - P_S)\|_2^2 - \|a^\top (I - P_{S\cup F})\|_2^2$$

by orthogonality and Lemma 14.2.3 (with $\varepsilon' = \varepsilon^p$) to show that

$$\|A(P_S - P_{S\cup F})\|_{p,2}^p \leq \begin{cases} \varepsilon^p \|A(I - P_S)\|_{p,2}^p + 2\varepsilon^{p-2}(\|A(I - P_S)\|_{p,2}^p - \|A(I - P_{S\cup F})\|_{p,2}^p) & 1 \leq p < 2 \\ \|A(I - P_S)\|_{p,2}^p - \|A(I - P_{S\cup F})\|_{p,2}^p & 2 \leq p < \infty \end{cases}$$

by summing up the inequalities over vectors $a_i$ for $i \in [n]$. By (14.11), we have that

$$\|A(P_S - P_{S\cup F})\|_{p,2}^p \leq \varepsilon^p \text{OPT}$$

in any case. Rescaling $\varepsilon$ by constant factors yields the statement of the theorem. \hfill \Box

Finally, we combine this bound with Lemma 14.2.7 to conclude Theorem 14.2.1.

### 14.3 Preliminaries

#### 14.3.1 Dvoretzky’s theorem

A classic result of Dvoretzky and Milman [Dvo61, Mil71] shows that a random subspace of a normed space is approximately Euclidean. We will need the following version of this result for $\ell_p$ norms:

**Theorem 14.3.1** (Dvoretzky’s theorem for $\ell_p$ norms [FLM77, PVZ17]). Let $1 \leq p < \infty$ and $0 < \varepsilon < 1/p$. Let $n \geq O(\max\{\varepsilon^{-2}k, \varepsilon^{-1}k^{p/2}\})$, and let $G \in \mathbb{R}^{n \times k}$ be an i.i.d. random Gaussian matrix. Then,

$$\Pr\left\{ \text{for all } x \in \mathbb{R}^k, \|Gx\|_p^p = (1 \pm \varepsilon)n\|x\|_2^p \geq \left(1 - \frac{2}{3}\right) \right\}$$
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14.3.2 Flattening

It is known that constant factor bicriteria solutions for $\ell_p$ subspace approximation can be computed quickly via convex relaxations [DTV11] or by combining sketching techniques with $\ell_p$ Lewis weight sampling [FKW21, WY23a]. The following lemma gives a version of [WY23a, Algorithm 3] that is optimized for running time.

**Lemma 14.3.2 (Fast constant factor approximation).** Let $A \in \mathbb{R}^{n \times d}$, $1 \leq p \leq 2$, and $k \in \mathbb{N}$. Let $G \in \mathbb{R}^{t \times d}$ be a sparse embedding matrix [NN13, Coh16] with $t = O(k \log(n/\delta))$ and sparsity $s = O((\log(n/\delta)))$. Let $\tilde{F}$ denote the span of $O(t \log(t/\delta))$ rows sampled according to the $\ell_p$ Lewis weights of $AG^T$ [CP15]. Then, with probability at least $1 - \delta$, the following hold:

- $\|A(I - P_{\tilde{F}})\|_{p,2}^p \leq O(OPT)$.
- The subsequence $\tilde{F}$ can be computed in $O(nz(A) + t\omega)$ time.

**Proof.** The correctness is shown in [WY23a], so it remains to argue the running time. The sparse embedding matrix $G$ only requires time $O(nz(A) \log(1/\delta))$ to apply due to its sparsity. The $\ell_p$ Lewis weights of $AG^T$ can then be computed in time $O(nz(AG^T) + t\omega) = O(nz(A) + t\omega)$ [CP15].

By using Lemma 14.3.2, we will obtain a fast algorithm for quickly flattening a matrix by splitting rows, which will be a crucial component of our sampling algorithm for $p < 2$. Similar techniques have long been used in the literature of $\ell_p$ subspace embeddings [BLM89, CP15, MMWY22, WY23b].

**Lemma 14.3.3 (Flattening).** Let $A \in \mathbb{R}^{n \times d}$, $1 \leq p < \infty$, and $k \in \mathbb{N}$. Let $F \subseteq \mathbb{R}^d$ be a subspace. Then, there is an $n' \times d$ matrix $A'$ with $n \leq n' \leq (3/2)n$ such that $\|A(I - P_F)\|_{p,2}^p = \|A'(I - P_{\tilde{F}})\|_{p,2}^p$ for every $F \in \mathcal{F}_k$ and

$$\|a_i^T(I - P_{\tilde{F}})\|_2^p \leq \frac{2}{n} \|A'(I - P_{\tilde{F}})\|_{p,2}^p$$

for every $i \in [n']$. Furthermore, the rows of $A'$ are reweighted rows of $A$.

**Proof.** The proof follows, e.g., [MMWY22, Lemma 2.10]. Note that if we replace a row $a_i$ by $l$ copies of the scaled row $a_i/l^{1/p}$, then $\|A(I - P_{\tilde{F}})\|_{p,2}^p = \|A'(I - P_{\tilde{F}})\|_{p,2}^p$ and for every row $i'$ in $A'$ that is a copy of $A$, $\|a_i^{T'}(I - P_{\tilde{F}})\|_2^p = \|a_i^{T'}(I - P_{\tilde{F}})\|_2^p/l$. Now for every row $i$ in $A$ such that $\|a_i^T(I - P_{\tilde{F}})\|_2^p \geq 2\|A^T(I - P_{\tilde{F}})\|_{p,2}^p/n$, replace the row $a_i$ with $l_i := \left\lfloor \frac{\|a_i^T(I - P_{\tilde{F}})\|_2^p/\|A^T(I - P_{\tilde{F}})\|_{p,2}^p}{2/n} \right\rfloor$ copies of $a_i/l_i^{1/p}$. Note then that the number of rows we add is at most

$$\sum_{i=1}^n (l_i - 1) \leq \sum_{i=1}^n \frac{\|a_i^T(I - P_{\tilde{F}})\|_2^p/\|A^T(I - P_{\tilde{F}})\|_{p,2}^p}{2/n} \leq \frac{n}{2}.$$

Furthermore, by construction, every row in the new matrix $A'$ has sensitivity at most $C_2k/n$. □
The advantage of flattening is that for \( p < 2 \), it makes the \( \ell_2 \) subspace approximation cost much smaller than the \( \ell_p \) subspace approximation cost. We will exploit the following result later in our results for \( p < 2 \).

**Lemma 14.3.4.** Let \( A \in \mathbb{R}^{n \times d} \), \( 1 \leq p \leq 2 \), and \( k \in \mathbb{N} \). Suppose that \( \sigma_i(A) \leq C \| a_i^\top (I - P_{\tilde{F}}) \|_{p,2}^2 / n \) for every \( i \in [n] \). Then, we have

\[
\| A(I - P_{\tilde{F}}) \|_F \leq (C/n)^{1/p-1/2} \| A(I - P_{\tilde{F}}) \|_{p,2}.
\]

**Proof.** We have

\[
\| A(I - P_{\tilde{F}}) \|_F^2 = \sum_{i=1}^n \| a_i^\top (I - P_{\tilde{F}}) \|_2^2 = \sum_{i=1}^n \| a_i^\top (I - P_{\tilde{F}}) \|_2^2 \left( \| a_i^\top (I - P_{\tilde{F}}) \|_{p,2}^{2/p-1} \right) \\
\leq \sum_{i=1}^n \| a_i^\top (I - P_{\tilde{F}}) \|_2^2 \left( \frac{Ck}{n} \| A(I - P_{\tilde{F}}) \|_{p,2} \right)^{2/p-1} \\
= (Ck/n)^{2/p-1} \| A(I - P_{\tilde{F}}) \|_{p,2}^{2/p}.
\]

\[\square\]

### 14.3.3 Properties of ridge leverage scores

It is known that for \( \lambda = \| A - A_k \|_F^2 / k \), the ridge leverage scores have a small sum.

**Lemma 14.3.5** (Sum of ridge leverage scores [CMM17]). Let \( \lambda = \| A - A_k \|_F^2 / k \). Then,

\[
\sum_{i=1}^n \tau_i^\lambda(A) \leq 2k
\]

Next, we show that ridge leverage scores upper bound the \( \ell_p \) subspace approximation \( \ell_2 \) sensitivities (14.1).

**Lemma 14.3.6** (Ridge leverage scores bound sensitivities). Let \( \lambda = \| A - A_k \|_F^2 / k \). Then,

\[
\tau_i^\lambda(A) \geq \frac{1}{48} \sup_{F \in F_k} \frac{\| a_i^\top (I - P_F) \|_2^2}{\| A(I - P_F) \|_F^2}
\]

for every \( i \in [n] \).

**Proof.** Note that

\[
\| A - A_{2k} \|_2^2 = \sigma_{k+1}^2(A - A_k) \leq \frac{1}{k} \sum_{j=1}^k \sigma_j^2(A - A_k) \leq \frac{\| A - A_k \|_F^2}{k} = \lambda
\]

so

\[
\tau_i^\lambda(A) = \sup_{x \in \mathbb{R}^d} \frac{[Ax](i)^2}{\| Ax \|_2^2 + \lambda \| x \|_2^2}
\]
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which is a subspace of dimension at most 3. Then, with positive probability, there exists a vector $x = P_G(I - P_F)g$ for a standard normal Gaussian vector $g$. Note then that

$$[Ax](i) = a_i^T P_G(I - P_F)g = a_i^T(I - P_F)g$$

is distributed as a Gaussian with variance $\|a_i^T(I - P_F)\|^2_2$, so

$$\Pr\{[Ax](i)^2 \geq \|a_i^T(I - P_F)\|^2_2/3\} > \frac{1}{2}.$$ 

Note also that

$$E[\|A_{2k}x\|^2_2] = E[\|A_{2k}P_G(I - P_F)g\|^2_2] = E[\|A_{2k}(I - P_F)g\|^2_2] \leq \|A(I - P_F)\|^2_F,$$

and

$$E[\lambda \|x\|^2_2] = E[\lambda \|P_G(I - P_F)g\|^2_2] \leq \lambda(3k + 1) \leq 4\|A - A_k\|^2_F.$$

Then by Markov’s inequality, we have

$$\Pr\{\|A_{2k}x\|^2_2 + 2\lambda \|x\|^2_2 \leq 16\|A(I - P_F)\|^2_F\} \geq \frac{1}{2}.$$ 

Thus with positive probability, there exists a vector $x$ such that

$$\tau^x_\lambda(A) \geq \frac{[Ax](i)^2}{\|A_{2k}x\|^2_2 + 2\lambda \|x\|^2_2} \geq \frac{1}{48} \frac{\|a_i^T(I - P_F)\|^2_2}{\|A(I - P_F)\|^2_F}.$$ 

Since $F$ was arbitrary, we conclude as desired. \qed

### 14.4 Reduction to additive-multiplicative $\ell_p$ affine embeddings

In this section, we show that in order to obtain sampling theorems that preserve $(p, 2)$-norms of a matrix, it suffices to prove additive-multiplicative $\ell_p$ affine embedding guarantees for the sampling matrix $S$. We consider the following notion of additive-multiplicative $\ell_p$ affine embeddings:

**Definition 14.4.1 (Additive-multiplicative $\ell_p$ affine embedding).** Let $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^n$. Then, $S \in \mathbb{R}^{r \times n}$ is a $(\lambda, \varepsilon, R)$-additive-multiplicative $\ell_p$ affine embedding if for every $x \in \mathbb{R}^d$, we have

$$\|S(Ax + b)\|^p_p = \|Ax + b\|^p_p \pm \varepsilon(\|Ax\|^p_p + R^p + \lambda^{p/2}\|x\|^p_2)$$

Then, our main result of this section is the following lemma:
Lemma 14.4.2. Suppose that $S \in \mathbb{R}^{r \times n}$ satisfies the $(\lambda, \varepsilon, R)$-additive-multiplicative $\ell_p$ affine embedding property for the matrix $A \in \mathbb{R}^{n \times s}$ and vector $b \in \mathbb{R}^n$. Then, for any $X \in \mathbb{R}^{s \times d}$,
\[
\|S|AX, b\|_{p,2}^p = \|AX, b\|_{p,2}^p \pm O(\varepsilon) \left[\|AX\|_{p,2}^p + R^p + \lambda^{p/2} s^{p/2}\|X\|_2^p\right]
\]

To prove Lemma 14.4.2, we will need the following lemma on the matrix operator norm of a Gaussian matrix.

**Lemma 14.4.3.** Let $p > 0$ and let $m \geq O(d^{p/2})$. Let $G \in \mathbb{R}^{m \times d}$ be an i.i.d. standard Gaussian matrix. Then, with probability at least $2/3$, we have that
\[
\sup_{X \in \mathbb{R}^{s \times d}, \|X\|_2 \leq 1} \|GX^T\|_{p,2}^p \leq O(s^{p/2} m).
\]

**Proof.** Let $X \in \mathbb{R}^{s \times d}$ with $\|X\|_2 \leq 1$ maximize $\|GX^T\|_{p,2}^p$. Now let $g \in \mathbb{R}^s$ be a random Gaussian vector and consider the vector $GX^T g$. Then for each $i \in [m]$, $e_i^T GX^T g$ is distributed as a Gaussian random variable with variance $\|e_i^T GX^T\|_2$ and thus $|e_i^T GX^T g| \geq \|e_i^T GX^T\|_2/10$ with probability at least $9/10$. Then,
\[
\mathbb{E}\left[\sum_{i=1}^m |e_i^T GX^T g|^p \cdot 1\{|e_i^T GX^T g| \leq \|e_i^T GX^T\|_2/10\}\right] \leq \frac{1}{10}\|GX^T\|_{p,2}^p
\]
so by Markov’s inequality, this at most $\|GX^T\|_{p,2}^p/2$ with probability at least $4/5$. Then, under this event,
\[
\|GX^T g\|_p^p \geq \sum_{i=1}^m |e_i^T GX^T g|^p \cdot 1\{|e_i^T GX^T g| \leq \|e_i^T GX^T\|_2/10\}\]
\[
\geq \sum_{i=1}^m \frac{|e_i^T GX^T g|^p}{10^p} \cdot 1\{|e_i^T GX^T g| > \|e_i^T GX^T\|_2/10\}\]
\[
\geq \sum_{i=1}^m \frac{|e_i^T GX^T g|^p}{10^p} \cdot (1 - 1\{|e_i^T GX^T g| \leq \|e_i^T GX^T\|_2/10\})\]

so
\[
10^p\|GX^T g\|_p^p \geq \|GX^T\|_{p,2}^p - \sum_{i=1}^m |e_i^T GX^T g|^p \cdot 1\{|e_i^T GX^T g| \leq \|e_i^T GX^T\|_2/10\}\]
\[
\geq \|GX^T\|_{p,2}^p - \|GX^T\|_{p,2}/2 = \|GX^T\|_{p,2}^p/2.
\]
Thus, with probability at least $4/5$, we have that
\[
\sup_{X \in \mathbb{R}^{s \times d}, \|X\|_2 \leq 1} \|GX^T\|_{p,2}^p \leq O(1) \sup_{X \in \mathbb{R}^{s \times d}, \|X\|_2 \leq 1} \sup_{v \in \mathbb{R}^s, \|v\|_2 \leq \sqrt{s}} \|GX^T v\|_p^p \leq O(s^{p/2}) \sup_{v \in \mathbb{R}^s, \|v\|_2 \leq 1} \|Gv\|_p^p.
\]
The latter quantity is at most $O(s^{p/2} m)$ by Dvoretzky’s theorem (Theorem 14.3.1) with probability at least $99/100$, so we conclude. \[\square\]
We may then return to the proof of Lemma 14.4.2:

**Proof of Lemma 14.4.2.** Let $m$ be a large enough number to be chosen, and let $G \in \mathbb{R}^{m \times d}$ and $g \in \mathbb{R}^m$ be drawn with standard Gaussian entries. If $m \geq O(\max\{\varepsilon^{-2} s, \varepsilon^{-1} s^{p/2}\})$, then

\[
\| [AX, b] \|_{p,2}^p = (1 \pm \varepsilon) \frac{1}{m} \| [AX, b] \left( G^\top \begin{pmatrix} G \\ g \end{pmatrix} \right) \|_{p,p}^p
\]

Theorem 14.3.1

\[
= (1 \pm \varepsilon) \frac{1}{m} \| AXG + bg \|_{p,p}^p
\]

\[
= (1 \pm \varepsilon) \frac{1}{m} \sum_{j=1}^m \| AXG^\top e_j + bg^\top e_j \|_p^p
\]

Now using the additive-multiplicative $\ell_p$ affine embedding property, we have that

\[
\| S(AXG^\top e_j + bg^\top e_j) \|_p^p = (1 \pm \varepsilon) \| AXG^\top e_j + bg^\top e_j \|_p^p \pm \varepsilon(\| AXG^\top e_j \|_p^p + R^p + \lambda^{p/2} \| XG^\top e_j \|_2^p)
\]

Note then that the total error is

\[
\frac{\varepsilon}{m} \sum_{j=1}^m \| AXG^\top e_j \|_p^p + R^p + \lambda^{p/2} \| XG^\top e_j \|_2^p = \varepsilon \left[ \| AX \|_{p,p}^p + mR^p + \lambda^{p/2} \| GX^\top \|_{p,2}^p \right]
\]

\[
= O(\varepsilon) \left[ \| AX \|_{p,2}^p + R^p + \frac{\lambda^{p/2}}{m} \| GX^\top \|_{p,2}^p \right]
\]

where we have again used Dvoretzky’s theorem (Theorem 14.3.1). Now if $m \geq O(d^{p/2})$, then by Lemma 14.4.3, we have with constant probability that

\[
\frac{\lambda^{p/2}}{m} \| GX^\top \|_{p,2}^p \leq \frac{\lambda^{p/2}}{m} O(s^{p/2}m) \| X \|_2^p = O(\lambda^{p/2} s^{p/2}) \| X \|_2^p.
\]

14.5 Main sampling theorems

14.5.1 Affine embedding

We first show an affine embedding guarantee for root ridge leverage score sampling, which will be used to apply Lemma 14.4.2. The main workhorse behind this lemma is Theorem 8.1.1, which establishes a general $\ell_p$ affine embedding theorem for root ridge leverage score sampling, and generalizes recent work of [WY23c] by handling the case of $p > 2$ as well as allowing for an affine translation rather than just subspaces.

**Lemma 14.5.1.** Let $1 \leq p < \infty$. Let $\alpha = \Theta(\varepsilon^2/((\log n)^3 + \log(1/\delta)))$. Let $S$ be the $\ell_p$ sampling matrix with probabilities $\{q_i\}_{i=1}^n$ for

\[
q_i = \begin{cases} 
\min\{1, n^{p/2-1} \tau_i^\lambda(A)^{p/2}/\alpha\} & \text{if } p > 2 \\
\min\{1, \tau_i^\lambda(A)^{p/2}/\alpha\} & \text{if } p < 2
\end{cases}
\]

where $\tau_i^\lambda(A)$ is the $i$th eigenvalue of $A$, and $\lambda$ is the root ridge leverage score. Then

\[
\|SAX\|_{p,2}^p = (1 \pm \varepsilon) \|AX\|_{p,2}^p,
\]

with high probability, where $\varepsilon = O(1/n^2)$. □
with \( \lambda = \|A - A_k\|_F^2/k \). Let \( S \) be an \( s \)-dimensional subspace for some \( s \leq n \) such that \( \|b_S\|_p^p \leq \text{OPT} \) where \( b_S(i) = \|a_i^T (I - P_S)\|_2 \), and let \( P_S = V_S V_S^T \) be the orthogonal projection matrix onto \( S \). Let \( U \in \mathbb{R}^{2n \times s} \) satisfy \( U^T U \succeq \frac{1}{C} I \) for some constant \( C = O(1) \). Then, with probability at least \( 1 - \delta \), we have simultaneously for every \( x \in \mathbb{R}^s \) that

\[
\|S[AV_Sx + b_S]\|_p^p = \|AV_Sx + b_S\|_p^p + \varepsilon \left( \|AV_Sx\|_p^p + \text{OPT} + \lambda^{p/2}\|Ux\|_p^p \right).
\]

**Proof.** We have that

\[
\tau_i^\lambda(A) = \sup_{x \in \mathbb{R}^n} \frac{[Ax](i)^2}{\|Ax\|_2^2 + \lambda\|x\|_2^2} 
\geq \sup_{x \in V_S, z \in \mathbb{R}^s} \frac{[AV_Sz](i)^2}{\|AV_Sz\|_2^2 + \lambda\|z\|_2^2} = \sup_{z \in \mathbb{R}^s} \frac{[AV_Sz](i)^2}{\|AV_Sz\|_2^2 + \lambda\|z\|_2^2} 
\geq \sup_{z \in \mathbb{R}^s} \frac{\|AV_Sz\|_2^2}{\|AV_Sz\|_2^2 + C\lambda\|Uz\|_2^2} 
\]

so \( \tau_i^\lambda(A) \) upper bounds the \( i \)-th **leverage score** of the \( 3n \times s \) matrix given by

\[
A' := \left( \frac{AV_S}{\sqrt{C\lambda U}} \right)
\]

Now note that

\[
\frac{|y(i)|^p}{\|y\|_p^p} \leq n^{p/2-1} \frac{|y(i)|^p}{\|y\|_2^p} = n^{p/2-1} \left( \frac{|y(i)|^2}{\|y\|_2^2} \right)^{p/2}.
\]

Then by Lemma 14.3.6 and (14.12), we have that \( \min \{1, n^{p/2-1}\tau_i^\lambda(A)^{p/2}\} \) upper bounds the rank \( k \) \( \ell_p \) subspace approximation sensitivities for \( p > 2 \). Similarly, \( \min \{1, \tau_i^\lambda(A)^{p/2}\} \) upper bounds the rank \( k \) \( \ell_p \) subspace approximation sensitivities for \( p < 2 \). Thus,

\[
\frac{|b_S(i)|^p}{\text{OPT}} \leq \frac{\|a_i^T (I - P^*)\|_2^p}{\|A(I - P^*)\|_p^2} \leq \tau_i^\lambda(A).
\]

We then define \( b' = [b_S; 0] \in \mathbb{R}^{3n} \) to be the vector \( b_S \) with \( 2n \) zeros appended to it. Finally, let \( S' \in \mathbb{R}^{3n \times 3n} \) be the \( \ell_p \) sampling matrix which samples the first \( n \) rows according to \( S \) and the last \( n \) rows with probability 1. Then by Theorem 8.1.1, we have the \( \ell_p \) affine embedding guarantee for \( A' \) and thus with probability at least \( 1 - \delta \), simultaneously for every \( x \in \mathbb{R}^s \), we have

\[
\|S'[A'x + b']\|_p^p = \|S[AV_Sx + b_S]\|_p^p + (C\lambda)^{p/2}\|Ux\|_p^p 
= (1 \pm \varepsilon)\|A'x + b'\|_p^p \pm \varepsilon \text{OPT} 
= (1 \pm \varepsilon)\left( \|AV_Sx + b_S\|_p^p + (C\lambda)^{p/2}\|Ux\|_p^p \right) \pm \varepsilon \text{OPT}.
\]

Now by subtracting \( (C\lambda)^{p/2}\|Ux\|_p^p \) from both sides of the inequality, we conclude that

\[
\|S[AV_Sx + b_S]\|_p^p = (1 \pm \varepsilon)\|AV_Sx + b_S\|_p^p \pm \varepsilon(C\lambda)^{p/2}\|Ux\|_p^p \pm \varepsilon \text{OPT}.
\]

Scaling \( \varepsilon \) by constant factors yields the claimed result. \( \square \)
Next, we convert the affine embedding guarantee in Lemma 14.5.1 into a guarantee about preserving the norms of matrices under $S$ via Dvoretzky’s theorem.

Lemma 14.5.2. Let $1 \leq p < \infty$. Let $\alpha = \Theta(\varepsilon^2)/(\log n)^3 + \log(1/\delta))$. Let $S$ be the $\ell_p$ sampling matrix with probabilities $\{q_i\}_{i=1}^n$ for

$$q_i = \begin{cases} \min\{1, n^{p/2-1} \tau_1(\mathbf{A})^{p/2}/\alpha\} & \text{if } p > 2 \\ \min\{1, \tau_1(\mathbf{A})^{p/2}/\alpha\} & \text{if } p < 2 \end{cases}$$

with $\lambda = \|\mathbf{A} - \mathbf{A_k}\|_{F}/k$. Let $U \in \mathbb{R}^{2n \times d}$ satisfy $U^\top U \succeq I/C$ for some $C = O(1)$. Then for all matrices $\mathbf{X} \in \mathbb{R}^{d \times d}$,

$$\|\mathbf{SAX}\|_{p,2}^p = (1 \pm \varepsilon)\|\mathbf{AX}\|_{p,2}^p \pm \varepsilon \lambda^{p/2}\|\mathbf{UV}_R^\top \mathbf{X}\|_{p,2}^p$$

where $R = \text{rowspan}(\mathbf{A})$.

Proof. Note that for an i.i.d. standard Gaussian matrix $H \in \mathbb{R}^{d \times m}$ for $m$ sufficiently large, we have by Dvoretzky’s theorem (Theorem 14.3.1) that

$$\|\mathbf{SAX}\|_{p,2}^p = (1 \pm \varepsilon)\|\mathbf{SAXH}\|_{p,p}^p = (1 \pm \varepsilon)\frac{1}{m}\sum_{j=1}^m \|\mathbf{SAXHe_j}\|_{p}^p$$

(14.13)

We now apply Lemma 14.5.1 with the subspace $S$ set to be the row span $R$ of $\mathbf{A}$ which has dimension at most $n$, so that we have the following additive-multiplicative subspace embedding guarantee for every $\mathbf{x} \in \mathbb{R}^d$, with probability at least $1 - \delta$,

$$\|\mathbf{SAX}\|_{p}^p = \|\mathbf{SAX}\|_{p,2}^p = \|\mathbf{AP}_R\mathbf{x}\|_{p}^p \pm \varepsilon\left(\|\mathbf{AP}_R\mathbf{x}\|_{p}^p + (C\lambda)^{p/2}\|\mathbf{UV}_R^\top \mathbf{X}\|_{p,2}^p\right)$$

(14.14)

Applying this guarantee to each summand in (14.13) shows that

$$\frac{1}{m}\sum_{j=1}^m \|\mathbf{SAXHe_j}\|_{p}^p = \frac{1}{m}\sum_{j=1}^m (1 \pm \varepsilon)\|\mathbf{AXHe_j}\|_{p}^p \pm \varepsilon(C\lambda)^{p/2}\|\mathbf{UV}_R^\top \mathbf{XHe_j}\|_{p}^p$$

$$= (1 \pm \varepsilon)\frac{1}{m}\|\mathbf{AXH}\|_{p,p}^p \pm \varepsilon\frac{1}{m}(C\lambda)^{p/2}\|\mathbf{UV}_R^\top \mathbf{XH}\|_{p,p}^p$$

$$= (1 \pm \varepsilon)\|\mathbf{AX}\|_{p,2}^p \pm \varepsilon(C\lambda)^{p/2}\|\mathbf{UV}_R^\top \mathbf{X}\|_{p,2}^p.$$ 

Rescaling $\varepsilon$ by constant factors yields the desired result.

14.5.2 Results for $p > 2$

For $p > 2$, we will first give the following refinement of Lemma 14.5.2 for low rank matrices.

Lemma 14.5.3. Let $2 \leq p < \infty$. Let $\alpha = \Theta(\varepsilon^2)/(\log n)^3 + \log(1/\delta))$. Let $S$ be the $\ell_p$ sampling matrix with probabilities $\{q_i\}_{i=1}^n$ for

$$q_i = \min\{1, n^{p/2-1} \tau_1(\mathbf{A})^{p/2}/\alpha\}$$

with $\lambda = \|\mathbf{A} - \mathbf{A_k}\|_{F}/k$. Then for all rank $s$ matrices $\mathbf{X} \in \mathbb{R}^{d \times d}$,

$$\|\mathbf{SAX}\|_{p,2}^p = (1 \pm \varepsilon)\|\mathbf{AX}\|_{p,2}^p \pm \varepsilon \lambda^{p/2} n^{1-p/2} s^{p/2}\|\mathbf{X}\|_{2}^p.$$ 
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Proof. Let $X \in \mathbb{R}^{d \times d}$ be a fixed rank $s$ matrix (depending on $SA$ and $A$) that maximizes

$$\left|\|SAX\|_{p,2}^p - \|AX\|_{p,2}^p\right|$$

over all rank $s$ matrices $X \in \mathbb{R}^{d \times d}$ such that $\|AX\|_{p,2}^p + \lambda^{p/2}n^{1-p/2}p^{p/2}\|X\|_2^p \leq 1$. Note that we may WLOG assume that $X = P_R X = V_R V_R^\top X$ where $R$ is the row span of $A$, since any component outside of the row span of $X$ will vanish after multiplying by $A$.

Let $G \in \mathbb{R}^{2n \times \dim(R)}$ be a random standard Gaussian matrix. It is well-known that $I/C \preceq \frac{1}{2n} G^\top G$ with probability at least $2/3$ [RV09]. Furthermore, by Lemma 14.4.3, we have that

$$\Pr\left\{\|GV^\top X\|_{p,2}^p = O(ns^{p/2})\|X\|_2^p\right\} \geq \frac{2}{3}. \tag{14.15}$$

Thus by a union bound, $G$ satisfies both of these events with probability at least $1/3$.

Now consider $t = O(\log(1/\delta))$ independent drawings of $G$, say $G^{(i)}$ for $i \in [t]$. For each $G^{(i)}$, $S$ has a $1 - \delta/2t$ probability of succeeding in the guarantee of Lemma 14.5.2, if $G^{(i)}$ satisfies the condition that $\frac{1}{2n}(G^{(i)})^\top G^{(i)} \succeq I/C$. By a union bound, this holds for all $i \in [t]$ simultaneously with probability at least $1 - \delta/2$. Furthermore, with probability at least $1 - \delta/2$, there is at least one $i \in [t]$ such that (14.15) and $\frac{1}{2n}(G^{(i)})^\top G^{(i)} \succeq I/C$ holds. Thus over all, with probability at least $1 - \delta$, there is a matrix $G$ such that for $U = G/\sqrt{2n}$, we have

$$\|SAX\|_{p,2}^p = (1 \pm \varepsilon)\|AX\|_{p,2}^p \pm \varepsilon \lambda^{p/2}\|UV^\top X\|_{p,2}^p$$

$$= (1 \pm \varepsilon)\|AX\|_{p,2}^p \pm \varepsilon \lambda^{p/2}n^{-p/2}\|GV^\top X\|_{p,2}^p$$

$$= (1 \pm \varepsilon)\|AX\|_{p,2}^p \pm O(\varepsilon)\lambda^{p/2}n^{1-p/2}p^{p/2}\|X\|_2^p.$$

Rescaling $\varepsilon$ by constant factors yields the desired result. \hfill \Box

The next theorem gives an error bound after one round of root ridge leverage score sampling.

**Theorem 14.5.4.** Let $p > 2$ and let $s = O(k/\varepsilon^p)$. Let $A \in \mathbb{R}^{n' \times d}$ with $n \geq n'$ for some $n' = O((s^{p/2}/\varepsilon))$. Let $\alpha = \Theta(\varepsilon^2)/((\log n)^3 + \log(1/\delta))$. Let $S$ be the $\ell_p$ sampling matrix with probabilities $\{q_i\}_{i=1}^n$ for

$$q_i \geq \min\{1, n^{p/2-1}\tau_i(A)^{p/2}/\alpha\}$$

with $\lambda = \|A - A_s\|_F^2/s$. Then, with probability at least $1 - \delta$, for every $F \in \mathcal{F}_k$,

$$\|SA(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|A(I - P_F)\|_{p,2}^p.$$

**Proof.** First note that

$$\lambda^{p/2} = \frac{\|A - A_s\|_F^p}{s^{p/2}} \leq \frac{\|A(I - P_F)\|_F^p}{s^{p/2}} \leq n^{p/2-1}\frac{\|A(I - P_F)\|_{p,2}^p}{s^{p/2}} = \frac{n^{p/2-1}}{s^{p/2}} \text{OPT} \tag{14.16}$$

By Theorem 14.2.1, we have that

$$\|A(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|[A P_S(I - P_F), b_S]\|_{p,2}^p.$$
Let $G \in \mathbb{R}^{2n \times s}$ be a random Gaussian matrix. It is well-known that $I/C \preceq \frac{1}{2n} G^T G$ with probability at least $2/3$ [RV09]. Fix such a matrix $G$. By Lemma 14.5.1 with $U = G/\sqrt{2n}$, we then have

$$\|S[AV_S x + b_S]\|_p = \|AV_S x + b_S\|_p + \epsilon \left(\|AV_S x\|_p + \text{OPT} + \lambda^{p/2} \|UX\|_p^p\right)$$

Dvoretzky’s theorem

$$= \|AV_S x + b_S\|_p + \epsilon \left(\|AV_S x\|_p + \text{OPT} + (2n)^{1-p/2} \lambda^{p/2} \|x\|_2\right)$$

(14.16)

where we have used that $n$ is large enough to apply Dvoretzky’s theorem. Then by Lemma 14.4.2, we have that

$$\|S[AV_S X, b_S]\|_{p,2} = \|[AV_S X, b_S]\|_{p,2} + O(\epsilon) \left(\|AV_S X\|_{p,2} + \text{OPT} + \text{OPT} \|X\|_2\right)$$

for any $X \in \mathbb{R}^{s \times d}$. Then, applying this result with $X = V_S^T (I - P_F)$, which has operator norm 1, gives

$$\|S[AP_S (I - P_F), b_S]\|_{p,2} = \|[AP_S (I - P_F), b_S]\|_{p,2} + O(\epsilon) \left(\|AP_S (I - P_F)\|_{p,2} + \text{OPT}\right)$$

$$= (1 + O(\epsilon)) \|[AP_S (I - P_F), b_S]\|_{p,2}$$

Finally, by (14.16) and the fact that $P_S - P_{S,UF}$ is a matrix with rank at most $k$, we have

$$\|SA(P_S - P_{S,UF})\|_{p,2} \leq \|A(P_S - P_{S,UF})\|_{p,2} + \lambda^{p/2} n^{1-p/2} k^{p/2}$$

Lemma 14.5.3

$$\leq \epsilon^p \cdot \text{OPT} + \lambda^{p/2} n^{1-p/2} k^{p/2}$$

Theorem 14.2.1

$$\leq \epsilon^p \cdot \text{OPT} + \epsilon^{p/2} \cdot \text{OPT} \leq 2\epsilon^p \text{OPT}$$

(14.16)

Then by Theorem 14.2.1, it follows that

$$\|S[AP_S (I - P_F), b_S]\|_{p,2} = (1 + O(\epsilon)) \|SA(I - P_F)\|_{p,2}$$

as claimed. Chaining together the previous bounds and rescaling $\epsilon$ by constant factors shows the claimed result.

Finally, we show that by applying Theorem 14.5.4 recursively for $O(\log \log n)$ rounds, we obtain our desired sampling theorem.

**Theorem 14.5.5.** Let $p > 2$. Let $A \in \mathbb{R}^{n \times d}$. There is an algorithm that runs in time $\tilde{O}(nnz(A) + d^2)$ time to construct a diagonal matrix $S$ with

$$\text{nnz}(S) = \frac{O(k^{p/2})}{\epsilon^{p/2} + p} \left(\log n\right)^{3p/2} \frac{\log(1/\delta) + p/2}{\log \log n} \frac{\log^2 n + p}{\epsilon} = \frac{k^{p/2}}{\epsilon} \log(n/\delta)^{O(p)}$$

that satisfies Definition 14.1.1 with probability at least $1 - \delta$. 217
We first analyze the number of rows sampled at each round in expectation. Note first that if \( \lambda \) with Theorem 14.5.6.

The next theorem gives an error bound after one round of root ridge leverage score sampling. Thus, the expected number of sampled rows is at most \( O(\log \log n) \) rounds, with \( \varepsilon \) set to \( \varepsilon/r \) and \( \delta \) set to \( \delta/r \). Let \( \alpha \) and \( s \) be the values given by Theorem 14.5.4 with this setting of parameters. We first analyze the number of rows sampled at each round in expectation. Note first that if \( n^{p/2-1}\tau_i^\lambda(A) \geq 1 \), then \( \tau_i^\lambda(A) \geq n^{2/p-1} \) so there are at most \( O(s) \) rows \( i \in [n] \) since \( \tau_i^\lambda(A) \) sum to at most \( 2s \) by Lemma 14.3.5.

On the other hand, if \( n^{p/2-1}\tau_i^\lambda(A) \leq 1 \), then with probability \( 1 - \delta/r \), the number of sampled rows is within a constant factor of the expectation. Then by a union bound, for the first \( r \) rounds of the recursive calls, we succeed in obtaining a \( (1 \pm \varepsilon/r) \) approximation and reduce the number of rows from \( m \) to \( O(s) m^{1-2/p} / \alpha \). We now define \( a_i \) to be the logarithm of the number of rows after the \( i \)th recursive call. Then,

\[
a_{i+1} = (1 - 2/p) a_i + \log(O(s)/\alpha)
\]

so by Lemma 8.1.9, we have that

\[
a_r = \frac{p}{2} \left( \log(O(s)/\alpha) - (1 - 2/p)^i \left( \log(O(s)/\alpha) - (2/p) \log(n) \right) \right)
\]

so the number of rows is at most

\[
\exp(a_r) = \left( \frac{O(s)}{\alpha} \right)^{p/2} = \frac{O(s^{p/2})}{\alpha^{p/2}} = \frac{O(k^{p/2})}{\varepsilon^{p/2} + p} \left[ (\log n)^{3p/2} + (1/\delta)^{p/2} \right] (\log \log n)^{p^2/2+p}.
\]

\[ \square \]

14.5.3 Results for \( p < 2 \)

The next theorem gives an error bound after one round of root ridge leverage score sampling.

**Theorem 14.5.6.** Let \( p < 2 \) and let \( s = O(k/\varepsilon^2) \). Let \( \alpha = \Theta(\varepsilon^2)/((\log n)^3 + \log(1/\delta)) \). Let \( S \) be the \( \ell_p \) sampling matrix with probabilities \( \{q_i\}_{i=1}^n \) for

\[
q_i = \min\{1, \tau_i^\lambda(A)^{p/2}/\alpha\}
\]

with \( \lambda = \|A - A_s\|_F^2/s \) for \( s \) at least \( O(k/\varepsilon^2) \) as required by Theorem 14.2.1. Furthermore, suppose that there is a rank \( s \) subspace \( \tilde{F} \) such that

\[
\|a_i^T(\mathbf{I} - P_{\tilde{F}})\|_2^p \leq O(1/n)\|A(\mathbf{I} - P_{\tilde{F}})\|_{p,2}^p
\]
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and
\[ \|A(I - P_F)\|_{p,2}^p \leq O(1) \min_{F \in \mathcal{F}_k} \|A(I - P_F)\|_{p,2} = O(\text{OPT}). \]

Then, with probability at least \(1 - \delta\), for every \(F \in \mathcal{F}_k\),
\[ \|SA(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|A(I - P_F)\|_{p,2}^p. \]

**Proof.** First note that
\[ \lambda^{p/2} \leq \frac{\|A - A_s\|_{s^{p/2}}^p}{s^{p/2}} \leq \frac{\|A(I - P_F)\|_{s^{p/2}}^p}{s^{p/2}} \leq O(1/n)^{1-p/2} \frac{\|A(I - P_F)\|_{s^{p/2}}^p}{s^{p/2}} = O(\text{OPT}) \frac{2^{1-p/2}}{s^{p/2}n^{1-p/2}}. \] (14.17)

By Theorem 14.2.1, we have that
\[ \|A(I - P_F)\|_{p,2}^p = (1 \pm \varepsilon)\|AP_S(I - P_F), b_S\|_{p,2}^p \]
\[ = (1 \pm \varepsilon)\|AV_SV_S^T(I - P_F), b_S\|_{p,2}^p. \]

By Lemma 14.5.1 with \(U\) set to the identity padded with zeros,
\[ \|S[AV_Sx + b_S]\|_{p,2}^p = \|AV_Sx + b_S\|_{p,2}^p \pm \varepsilon \left( \|AV_Sx\|_{p,2}^p + \text{OPT} + \lambda^{p/2}\|x\|_{p,2}^p \right) \]
\[ = \|AV_Sx + b_S\|_{p,2}^p \pm \varepsilon \left( \|AV_Sx\|_{p,2}^p + \text{OPT} + n^{1-p/2}\lambda^{p/2}\|x\|_{2,2}^p \right) \]
\[ = \|AV_Sx + b_S\|_{p,2}^p \pm \varepsilon \left( \|AV_Sx\|_{p,2}^p + \text{OPT} + O(s^{-p/2})\text{OPT}\|x\|_{2}^p \right). \] (14.17)

Then by Lemma 14.4.2, we have that
\[ \|S[AV_SX, b_S]\|_{p,2}^p = \|[AV_SX, b_S]\|_{p,2}^p \pm O(\varepsilon) \left[ \|AV_SX\|_{p,2}^p + \text{OPT} + \text{OPT}\|X\|_{2}^p \right] \]
for any \(X \in \mathbb{R}^{s \times d}\). Then, applying this result with \(X = V_S^T(I - P_F)\), which has operator norm 1, gives
\[ \|S[AP_S(I - P_F), b_S]\|_{p,2}^p = \|[AP_S(I - P_F), b_S]\|_{p,2}^p \pm O(\varepsilon) \left[ \|AP_S(I - P_F)\|_{p,2}^p + \text{OPT} \right] \]
\[ = (1 \pm O(\varepsilon))\|[AP_S(I - P_F), b_S]\|_{p,2}^p. \]

Finally, by using Lemma 14.5.2 with \(U = I\), (14.17), and the fact that \(P_s - P_{S \cup F}\) is a matrix with rank at most \(k\), we have
\[ \|SA(P_S - P_{S \cup F})\|_{p,2}^p \leq \|A(P_S - P_{S \cup F})\|_{p,2}^p + \lambda^{p/2}\|V_R^T(P_S - P_{S \cup F})\|_{p,2}^p \]
\[ \leq \|A(P_S - P_{S \cup F})\|_{p,2}^p + \lambda^{p/2}n^{1-p/2}\|V_R^T(P_S - P_{S \cup F})\|_{2,2}^p \]
\[ \leq \varepsilon^p \cdot \text{OPT} + \lambda^{p/2}n^{1-p/2}k^{p/2} \]
\[ \leq \varepsilon^p \cdot \text{OPT} + O(\varepsilon^p) \cdot \text{OPT} = O(\varepsilon^p) \text{OPT}. \] (14.17)

Then by Theorem 14.2.1, it follows that
\[ \|S[AP_S(I - P_F), b_S]\|_{p,2}^p = (1 \pm O(\varepsilon))\|SA(I - P_F)\|_{p,2}^p \]
as claimed. Chaining together the previous bounds and rescaling \(\varepsilon\) by constant factors shows the claimed result. \(\square\)
Finally, we show that by applying Theorem 14.5.6 recursively for \( O(\log \log n) \) rounds, we arrive at our main theorem for \( p < 2 \).

**Theorem 14.5.7.** Let \( p < 2 \). Let \( A \in \mathbb{R}^{n \times d} \). There is an algorithm that runs in time \( \tilde{O}(\text{nnz}(A) + \delta^2) \) time to construct a diagonal matrix \( S \) with

\[
\text{nnz}(S) = \frac{O(k)}{\varepsilon^{4/p+2}} \left[ (\log n)^{6/p+1} + (\log(1/\delta))^{2/p+1} \right] (\log \log n)^{4/p+2} = \frac{k}{\varepsilon^{O(1)}} (\log(n/\delta))^{O(1)}
\]

that satisfies Definition 14.1.1 with probability at least \( 1 - \delta \).

**Proof.** We will apply Theorem 14.5.6 for \( r = O(\log \log n) \) rounds, with \( \varepsilon \) set to \( \varepsilon/r \) and \( \delta \) set to \( \delta/r \). In order to satisfy the precondition of the existence of a “flat” solution, we quickly compute a constant factor solution via Lemma 14.3.2 and flatten via Lemma 14.3.3, so that our condition is satisfied as long as we take \( s \) to be at least some \( O(k \log(n/\delta)) \).

Let \( \alpha \) and \( s = O(k/\varepsilon^2 + k \log(n/\delta)) \) be the values given by Theorem 14.5.6 with this setting of parameters. We first analyze the number of rows sampled at each round in expectation. Since the ridge leverage scores sum to at most \( 2 s' \) by Lemma 14.3.5, we have that

\[
\sum_{i=1}^{n} \tau_i^k(A)^{p/2} \leq n^{1-p/2} \left( \sum_{i=1}^{n} \tau_i^k(A) \right)^{p/2} = O(s^{p/2} n^{1-p/2})
\]

by Hölder’s inequality. Thus, the expected number of sampled rows is at most \( O(s^{p/2} n^{1-p/2})/\alpha \).

By Chernoff bounds, if the expected number of sampled rows is at least \( O(\log(r/\delta)) \), then with probability at least \( 1 - \delta/r \), the number of sampled rows is within a constant factor of the expectation. Then by a union bound, for the first \( r \) rounds of the recursive calls, we succeed in obtaining a \( (1 \pm \varepsilon/r) \) approximation and reduce the number of rows from \( m \) to \( O(s^{p/2} m^{1-p/2})/\alpha \).

We now define \( a_i \) to be the logarithm of the number of rows after the \( i \)th recursive call. Then,

\[
a_{i+1} = (1 - p/2)a_i + \log(O(s^{p/2})/\alpha)
\]

so by Lemma 8.1.9, we have that

\[
a_r = \frac{2}{p} \left( \log(O(s^{p/2})/\alpha) - (1 - p/2)^i (\log(O(s^{p/2})/\alpha) - (p/2)) (\log n) \right)
\]

so the number of rows is at most

\[
\exp(a_r) = \left( \frac{O(s^{p/2})}{\alpha} \right)^{2/p} = \frac{O(s^{p/2})}{\alpha^{2/p}} = \frac{O(k)}{\varepsilon^{4/p+2}} \left[ (\log n)^{6/p+1} + (\log(1/\delta))^{2/p+1} \right] (\log \log n)^{4/p+2}.
\]

\[\blacksquare\]

### 14.6 Streaming and online coresets

We present our results on streaming and online coresets for \( \ell_p \) subspace approximation.
14.6.1 Online coresets

In this section, we note that our Theorems 14.5.5 and 14.5.7 give the first nearly optimal online coresets (see Section 1.3.3) for \( \ell_p \) subspace approximation.

Then, the following is an immediate corollary of Theorems 14.5.5 and 14.5.7.

**Corollary 14.6.1** (Online coresets).

Let \( 1 \leq p < \infty \). Let \( A \in \mathbb{R}^{n \times d} \) have online condition number \( \kappa_{OL} \). Then, there is an online coreset algorithm which constructs a diagonal map \( S \in \mathbb{R}^{n \times n} \) satisfying Definition 14.1.1 with probability at least \( 1 - \delta \), such that

\[
\text{nnz}(S) = \begin{cases} 
\tilde{O}(k^{p/2}) & 
\left( \log (n \kappa_{OL}^p / \delta) \right)^{O(p)} \\
\tilde{O}(k) & 
\left( \log (n \kappa_{OL} / \delta) \right)^{O(1)} \\
\end{cases}
\]

while storing at most \( O(k \log k) (\log \kappa_{OL})^2 \) additional rows in an online fashion.

**Proof.** The result of [BDM\textsuperscript{+}20, Theorem 3.1] gives an online coreset algorithm for maintaining a \((1 \pm \varepsilon)\) strong coreset for \( \ell_2 \) subspace approximation which stores \( O(\varepsilon^{-2} k \log k) (\log \kappa_{OL})^2 \) rows. Furthermore, given such a strong coreset with \( \varepsilon = O(1) \), it is shown in [BDM\textsuperscript{+}20, Lemma 2.11] that one can obtain scores \( \tilde{\tau}_i \) such that

\[
\tilde{\tau}_i \geq \tau_i^\lambda(A)
\]

for \( \lambda = \|A - A_k\|_{F}^2 / k \), and also satisfies

\[
\sum_{i=1}^{n} \tilde{\tau}_i \leq O(k \log \kappa_{OL}).
\]

The result for \( p > 2 \) then follows as an immediate corollary of Theorem 14.5.5. For \( p < 2 \), we additionally need an online constant factor approximation to flatten the matrix, which is constructed in [WY23a] by obtaining online Lewis sample due to [WY23b]. The result for \( p < 2 \) then follows as an immediate corollary of Theorem 14.5.7. \( \square \)

For integer matrices with entries bounded by \( \Delta \), we may replace the dependence on the online condition number with \( \Delta \), by using an analogous result of [BDM\textsuperscript{+}20] for integer matrices.

**Corollary 14.6.2** (Online coresets – integer matrices).

Let \( 1 \leq p < \infty \). Let \( A \in \mathbb{Z}^{n \times d} \) have entries bounded by \( |A_{i,j}| \leq \Delta \). Then, there is an online coreset algorithm which constructs a diagonal map \( S \in \mathbb{R}^{n \times n} \) satisfying Definition 14.1.1 with probability at least \( 1 - \delta \), such that

\[
\text{nnz}(S) = \begin{cases} 
\tilde{O}(k^{p/2}) & 
\left( \log (n \Delta / \delta) \right)^{O(p)} \\
\tilde{O}(k) & 
\left( \log (n \Delta / \delta) \right)^{O(1)} \\
\end{cases}
\]

while storing at most \( O(k \log \Delta)^2 \) additional rows in an online fashion.
14.6.2 Streaming coresets

Next, we state our corollaries for constructing streaming coresets in the row arrival model of streaming, which is slightly different from the online coreset model since we are allowed to remove rows from our coreset. In the streaming model, the resource measure is typically the space complexity, and thus the input is usually assumed to be an integer matrix as a bit complexity assumption. In this setting, we combine the classic merge-and-reduce technique [BDM+20] with the technique of [CWZ23] of first applying an online coreset to obtain a result with only poly(log log(nΔ)) factor overhead in the coreset size.

**Corollary 14.6.3 (Streaming coresets – integer matrices).** Let
\[1 \leq p < \infty.\] Let \(A \in \mathbb{Z}^{n \times d}\) have entries bounded by \(|A_{i,j}| \leq \Delta\). Then, there is a row arrival streaming algorithm which constructs a diagonal map \(S \in \mathbb{R}^{n \times n}\) satisfying Definition 14.1.1 with probability at least \(1 - \delta\), such that

\[
\nnz(S) = \begin{cases} 
\tilde{O}(k^{p/2}) (\log(k/\varepsilon\delta) + \log \log(n\Delta/\delta))^{O(p^2)} & \text{if } \varepsilon \leq log(m) \\
\tilde{O}((k^{1/p+2}) (\log(k/\varepsilon\delta) + \log(n\Delta/\delta))^{O(1)} & \text{otherwise}
\end{cases}
\]

while storing at most \(O(k(\log \Delta)^2)\) additional rows in an online fashion.

*Proof.* We may assume without loss of generality that the stream length is at most \(m = \text{poly}(k, \varepsilon^{-1}, \log(n\Delta/\delta))\) by first applying Corollary 14.6.2. We then apply the merge-and-reduce technique, which results in a coreset with size where the \(\varepsilon\) dependence is replaced by \(\varepsilon' = \varepsilon / \log m\). This results in the claimed bounds. 

\[\Box\]
Chapter 15

Future directions for sampling and coreset algorithms

In this chapter, we present several interesting open questions on sampling and coreset algorithms arising from this thesis that remain open.

15.1 Questions on \( \ell_p \) subspace embeddings

Nearly optimal bounds for \( \ell_p \) subspace embeddings for \( p > 2 \). One of the outstanding gaps in bounds for \( \ell_p \) subspace embeddings is the optimality of the upper bound given in Theorem 6.1.4 and Theorem 6.1.11 in terms of the dependence on \( d \) and \( \varepsilon \) for \( p > 2 \). So far, the upper bound is \( r = \tilde{O}(\varepsilon^{-2}d^{p/2}) \) for a subspace embedding \( S \) with \( r \) rows, while the best known lower bound is still Theorem 6.1.5 due to [LWW21], which gives a lower bound of \( r = \tilde{\Omega}(\varepsilon^{-1}d^{p/2} + \varepsilon^{-2}d) \). Thus, resolving this last gap from obtaining nearly optimal trade-offs between number of rows \( r \), \( d \), and the accuracy parameter \( \varepsilon \) is our first open question about \( \ell_p \) subspace embeddings.

**Question 15.1.1.** For \( p \in (2, \infty) \setminus 2\mathbb{Z} \), what is the smallest possible number of rows \( r \) that is possible for \( \ell_p \) subspace embeddings with \((1 + \varepsilon)\) distortion? Is there a lower bound showing that \( r = \Omega(\varepsilon^{-2}d^{p/2}) \) rows is necessary?

Deterministic algorithms. For \( p = 2 \), the seminal work of [BSS12] showed that it is possible to deterministically obtain \( \ell_2 \) subspace embeddings with \( r = O(\varepsilon^{-2}d) \) rows in polynomial time, and has spurred multiple works further improving the running time of this algorithm [Zou12, ALO15]. This algorithm, however, makes heavy use of the special structure of the \( \ell_2 \) norm, and does not yield results for \( \ell_p \) subspace embeddings for \( p \neq 2 \). Thus, an interesting question is whether polynomial time algorithms for constructing \( \ell_p \) subspace embeddings exist or not.

**Question 15.1.2.** Is there a deterministic polynomial time algorithm for constructing \((1 + \varepsilon)\)-approximate \( \ell_p \) subspace embeddings with \( \tilde{O}(\varepsilon^{-2}d) \) rows for \( p < 2 \) or \( \tilde{O}(\varepsilon^{-2}d^{p/2}) \) rows for \( p > 2 \)?

In fact, even a Las Vegas algorithm for computing \( \ell_p \) subspace embeddings may be interesting, as there are currently no known efficient algorithms for checking whether two matrices are close
in the sense of \( \ell_p \) subspace embeddings, for any \( p \neq 2 \):

**Question 15.1.3.** Is there a polynomial time Las Vegas algorithm for constructing \( (1 + \varepsilon) \)-approximate \( \ell_p \) subspace embeddings with \( \tilde{O}(\varepsilon^{-2}d) \) rows for \( p < 2 \) or \( \tilde{O}(\varepsilon^{-2}d^{p/2}) \) rows for \( p > 2 \)?

**Removing logarithmic factors.** A closely related problem to Question 15.1.2 is the question of removing logarithmic factors in the number of rows \( r \). In particular, the work of [BSS12] as well as its various follow-ups [Zou12, ALO15, LS15] obtain \( r = O(\varepsilon^{-2}d) \), without any logarithmic factor losses. On the other hand, for independent sampling-based approaches such as Lewis weight sampling, an extra logarithmic factor is inherent due to the coupon-collector problem. However, for most values of \( p \neq 2 \), no other approaches towards obtaining \( (1 + \varepsilon) \)-approximate \( \ell_p \) subspace embeddings are known. Thus, an important question is the following:

**Question 15.1.4.** Is there an algorithm for constructing \( (1 + \varepsilon) \)-approximate \( \ell_p \) subspace embeddings with \( r = O(\varepsilon^{-2}d) \) rows for \( p < 2 \) and \( r = O(\varepsilon^{-2}d^{p/2}) \) rows for \( p > 2 \)?

For \( p = 1 \), this problem has been raised in [Sch07, HRR22].

**Nearly optimal guarantees for sensitivity sampling.** We re-iterate our main open question, Question 7.1.1, from the work of [WY23c] from Chapter 7: what is the smallest sample complexity possible for the \( \ell_p \) sensitivity sampling algorithm? While we have achieved the bounds of \( \tilde{O}(\varepsilon^{-2}\mathcal{G}^{2/p}) \) for \( p < 2 \) and \( \tilde{O}(\varepsilon^{-2}\mathcal{G}^{2-2/p}) \) for \( p > 2 \), we conjecture that a bound of \( \tilde{O}(\varepsilon^{-2}(\mathcal{G} + d)) \) is possible.

**Faster algorithms for approximating sensitivities.** While \( \ell_p \) sensitivity sampling can yield the lowest known row counts for matrices with low total sensitivity, the running time for computing sensitivity scores is still much slower than leverage score or \( \ell_p \) Lewis weight computation for \( p \neq 2 \) [PWZ23]. Can sensitivity approximation algorithms be sped up to compete with the running time of approximating leverage scores?

### 15.2 Questions on coresets

Our main questions concerning coresets are those left open by our work of [WY24b], which established the first nearly optimal strong coresets for \( \ell_p \) subspace approximation (see Chapter 14). The main natural direction left open is to tighten the dependence on \( \varepsilon \) in the coreset size both in the upper bounds and lower bounds. Currently, the best known lower bound on the number of rows required is \( \Omega(k/\varepsilon^2) \) for \( p < 2 \) and \( \Omega(k/\varepsilon^2 + k/p^2/\varepsilon) \) for \( p > 2 \) via a reduction to lower bounds for \( \ell_p \) subspace embeddings [LWW21, WY23a], while we have a dependence of \( \varepsilon^{-O(p^2)} \) in our upper bounds.

**Question 15.2.1.** How many rows are necessary and sufficient for strong coresets for \( \ell_p \) subspace approximation as a function of both \( k \) and \( \varepsilon \)?

\(^1\) An important exception is \( p \in 2\mathbb{Z} \), which admit exact isometries via other methods due to its special structure [Sch11].
In particular, we believe that the following special case is already an interesting question:

**Question 15.2.2.** Is there a \( \varepsilon^{-\Omega(p)} \) lower bound on the size of a strong coreset for \( \ell_p \) subspace approximation for large \( p \)? Is there a \( \tilde{O}(k^{p/2}) \varepsilon^{-O(p)} \) upper bound?

We note that sensitivity sampling achieves a \( \tilde{O}(k^{p/2+O(1)}) \varepsilon^{-O(p)} \) upper bound [HV20, WY23a], while our upper bound is \( \tilde{O}(k^{p/2}) \varepsilon^{-O(p^2)} \).

Similar questions can also be asked for other guarantees for row subset selection for \( \ell_p \) subspace approximation, all of which have been intensely studied for the case of \( p = 2 \) but remain to be answered for \( p \neq 2 \).

**Question 15.2.3.** How many rows are necessary and sufficient for a weak coreset \( S \) such that 
\[
\tilde{F} := \arg \min_{F \in \mathcal{F}_k} \|SA(I - P_F)\|_p^p \text{ satisfies }
\|A(I - P_{\tilde{F}})\|_p^p \leq (1 + \varepsilon) \min_{F \in \mathcal{F}_k} \|A(I - P_F)\|_p^p,
\]
as a function of both \( k \) and \( \varepsilon \)?

**Question 15.2.4.** How many rows are necessary and sufficient for a spanning coreset \( S \subseteq [n] \) such that the span of the rows in \( S \) contains a \( k \)-dimensional subspace \( \tilde{F} \) such that 
\[
\|A(I - P_{\tilde{F}})\|_p^p \leq (1 + \varepsilon) \min_{F \in \mathcal{F}_k} \|A(I - P_F)\|_p^p,
\]
as a function of both \( k \) and \( \varepsilon \)?

**Question 15.2.5.** How many rows are necessary and sufficient for a subset \( S \subseteq [n] \) such that the span \( \tilde{F} \) of the rows in \( S \) of dimension \( \dim(S) \) satisfies 
\[
\|A(I - P_{\tilde{F}})\|_p^p \leq (1 + \varepsilon) \min_{F \in \mathcal{F}_k} \|A(I - P_F)\|_p^p,
\]
as a function of both \( k \) and \( \varepsilon \)?

Our strong coreset of [WY24b] immediately implies upper bounds to all three questions above, but it is possible to improve further in some of these cases. The guarantee in Question 15.2.4 was studied by [DV07, SV12, WY24a] for \( p \neq 2 \) with an efficient construction achieving an upper bound of \( \tilde{O}(k^2 \cdot (k/\varepsilon)^{p+1}) \) due to [DV07] and an inefficient construction achieving an upper bound of \( \tilde{O}(k^2 / \varepsilon) \) due to [SV12, Theorem 3.1] and \( \tilde{O}(k/\varepsilon) \) for \( 1 < p < 2 \) due to Theorem 13.1.5. The result [DV07] has a better dependence on \( \varepsilon \) than our strong coresets as well as those of [HV20, WY23a], and [SV12] has a better dependence on \( \varepsilon \) for all \( p \) and a better dependence on \( k \) for \( p > 4 \). In particular, it is an interesting question to achieve a nearly linear dependence in \( k \) for all \( p \), and to construct such a subset of rows in polynomial time.
Part III

Sparse Optimization
Chapter 16

Sparse convex optimization via $\ell_1$ regularization [YBC\textsuperscript{+}23, AY23]

16.1 Introduction

A common task in modern machine learning is to sparsify a large model by selecting a subset of its inputs. This often leads to a number of improvements to the model such as interpretability and computational efficiency due to the smaller size of the model, as well as improved generalizability due to removal of noisy or redundant features. For these reasons, feature selection and sparse optimization is a heavily studied subject in signal processing, statistics, machine learning, and theoretical computer science. We continue this line of investigation by studying the following sparse optimization problem [SSZ10, LS17, EKDN18]: design an efficient algorithm such that, given $l : \mathbb{R}^n \rightarrow \mathbb{R}$ and a sparsity parameter $k$, outputs a sparse solution $\tilde{\beta}$ such that

$$l(0) - l(\tilde{\beta}) \geq \gamma \left( l(0) - \min_{\beta \in \mathbb{R}^n : \|\beta\|_0 \leq k} l(\beta) \right), \quad \|\beta\|_0 := |\{i \in [n] : \beta_i \neq 0\}| \quad (16.1)$$

for some approximation factor $\gamma > 0$. In practice, there is also much interest in feature selection for vector-valued features, due to a widespread usage of vector representations of discrete features via embeddings [SWY75, WDL\textsuperscript{+}09, PSM14, PRPG22], as well as for applications to block sparsification for hardware efficiency [NUD17, RPYU18], structured sparsification when pruning neurons in neural nets [AS16, SCHU17] or channels and filters in convolutional nets [LL16, WWW\textsuperscript{+}16, LKD\textsuperscript{+}17, MMK20, MK21]. In such vector-valued or group settings, the $n$ inputs $\beta \in \mathbb{R}^n$ are partitioned into $t$ disjoint groups of features $T_1, T_2, \ldots, T_t \subseteq [n]$, and we would like to select whole groups of features at a time. We thus also study the question of solving

$$l(0) - l(\tilde{\beta}) \geq \gamma \left( l(0) - \min_{\beta \in \mathbb{R}^n : \|\beta\|_{\text{group}} \leq k} l(\beta) \right), \quad \|\beta\|_{\text{group}} := |\{i \in [n] : \beta|_{T_i} \neq 0\}| \quad (16.2)$$

where $\beta|_{T_i}$ denotes the $|T_i|$-dimensional vector obtained by restricting $\beta$ to the coordinates $j \in T_i$.

\footnote{We also allow for $\beta|_{T_i}$ to denote the corresponding $n$-dimensional vector padded with zeros outside of $T_i$ whenever this makes sense.}
Although problems (16.1) and (16.2) are computationally challenging problems in general [Nat95, FKT15, GV21, PSZ22], a multitude of highly efficient algorithms have been proposed for solving these problems in practice. Perhaps one of the most popular algorithms in practice is the use of $\ell_1$ regularization. That is, if we wish to optimize a function $l : \mathbb{R}^n \to \mathbb{R}$ over $k$-sparse inputs $\{\beta \in \mathbb{R}^n : ||\beta||_0 \leq k\}$, then we instead optimize the $\ell_1$-regularized objective

$$\min_{\beta \in \mathbb{R}^n} l(\beta) + \lambda ||\beta||_1.$$  

(16.3)

The resulting optimal solution $\beta^*$ often has few nonzero entries and thus helps identify a sparse solution. This idea was first introduced for the linear regression problem by Tibshirani [Tib96], known as the LASSO in this case, and has subsequently enjoyed wide adoption in practice in applications far beyond the original scope of linear regression. For the group sparsification setting, one can consider a generalization of the LASSO known as the Group LASSO [Bak99, YL06], which involves minimizing the following objective:

$$\min_{\beta \in \mathbb{R}^n} l(\beta) + \lambda \sum_{i=1}^{t} ||\beta|_{T_i}||_2.$$  

(16.4)

That is, the regularizer is now the sum of the $\ell_2$ norms of each group of variables $T_i$ for $i \in [t]$. In practice, this encourages groups of variables to be selected at a time, which facilitates feature selection in the group setting. We refer the reader to the monograph [HTW15] on the LASSO and its generalizations for further references and discussion.

### 16.1.1 Related work: prior guarantees for $\ell_1$ regularization

Due to the practical importance of solving (16.3) and (16.4), there has been an intense focus on theoretical work surrounding these optimization problems, especially for the sparse linear regression problem, i.e., when $l(\beta) = ||X\beta - y||_2^2$ is the least squares objective for a design matrix $X$ and target vector $y$. However, as remarked in a number of works [FKT15, GV21, PSZ22], recovery guarantees for the LASSO and the Group LASSO are strikingly lacking in settings beyond statistical problems with average-case inputs or strong assumptions on the input, and is usually considered to be a heuristic in the context of sparse convex optimization for deterministic inputs. For example, one line of work focuses on the linear regression problem in the setting where the target vector $y$ is exactly a $k$-sparse linear combination $X\beta$ for some $||\beta||_0 \leq k$ plus i.i.d. Gaussian noise, and we seek guarantees on the solution to (16.3) [DS89, CDS98, Tro06, CRT06, CT07, Can08, BRT09, Zho09, RWY10, BCFS14] when $X$ satisfies the restricted isometry property (RIP) or its various relaxations such as the restricted eigenvalue condition (RE). This can be viewed as an instantiation of (16.1) for $l(\beta) = ||X\beta - y||_2^2$, under the assumption that there exists an approximate global optimum of $l$ that is exactly $k$-sparse. Statistical consistency results have also been established, which also assume a “true” $k$-sparse target solution [ZY06, MvdGB08].

A more recent line of work has studied algorithms for sparse linear regression problem under a correlated Gaussian design matrix with other general structural assumptions on the covariance matrix [KKMR21, KKMR22, KKMR23]. All of these works exclude the consideration of worst-case error on a desired $k$-sparse target solution, which is an undesirable restrictive assumption.
when solving (16.1) in general. Indeed, one of the most remarkable aspects about the LASSO is its empirical success on a wide variety of real input distributions that can be far from Gaussian or even general i.i.d. designs. Thus, gaining a theoretical explanation of the success of the LASSO in more general settings is a critical question in this literature.

**Question 16.1.1.** Why are the LASSO and Group LASSO successful on general input distributions, beyond statistical settings?

An important exception is the work of [YBC+23], which establishes that in the setting of sparse linear regression, a sequential variation on the LASSO known as the Sequential LASSO [LC14], in which the LASSO is applied sequentially $k$ times to select $k$ inputs one at a time, is in fact equivalent to the Orthogonal Matching Pursuit algorithm (OMP) [PRK93, Tro04]. The work of [DK11] showed that OMP achieves bounds of the form of (16.1) whenever $X$ satisfies a restricted isometry property in the absence of additional distributional assumptions on the input instance. From [YBC+23], it follows that the Sequential LASSO does as well. Thus, the works of [DK11, YBC+23] provide a form of an answer to Question 16.1.1 for the sparse linear regression problem, for general inputs with RIP.

Given the previous success of analyzing the LASSO for general inputs under RIP, one may ask for generalizations of this result to other objective functions, such as generalized linear models, logistic regression, or even general sparse convex optimization. Indeed, as mentioned previously, the LASSO and Group LASSO are used in practice in settings far beyond linear regression, and fast algorithms for solving the optimization problems of (16.3) and (16.4) are plentiful in the literature [LLAN06, KKB07, SFR07, MvdGB08, HTF09, FHT10, BPC+11, BJM+11, HMR23]. However, none of these works provide satisfactory answers on why the LASSO and Group LASSO are successful at selecting a good sparse set of inputs.

**Question 16.1.2.** Why are the LASSO and Group LASSO successful on general convex objectives, beyond $\ell_2$ linear regression? Why do they select a sparse set of inputs? Which inputs are chosen?

While the work of [YBC+23] provides answers for the sparse linear regression problem by showing that the selected inputs are precisely the inputs selected by OMP, their analysis relies on specific geometric properties of the linear regression loss such as the Pythagorean theorem and the fact that the dual of the LASSO objective is a Euclidean norm projection onto a polytope [OPT00, TT11], and thus the techniques there do not immediately generalize even to specific problems such as $\ell_p$ regression or regularized logistic regression. Such a generalization is left as a central open question in their work. Similarly, the work of [TBF+12] asks the question of why sequentially discarding variables using the LASSO performs so well.

### 16.1.2 Our results

The main result of this work is a resolution of Question 16.1.2 for both the LASSO (16.3) and the Group LASSO (16.4) setting for any strictly convex objective function $l$. To state our results, we first recall the (Group) Sequential LASSO and (Group) OMP algorithms in Algorithms 6 and 7.

---

2 We also note a work of [TBF+12], which proposes a similar procedure called the Strong Sequential Rule of sequentially zeroing out variables using the LASSO, but does not obtain provable guarantees for the resulting selected features.
which are both iterative algorithms that maintain a set of selected features $S \subseteq [t]$ by adding one feature at a time starting with $S = \emptyset$.

**Algorithm 6** Group Sequential LASSO.

1: function **GROUPSEQUENTIALLASSO**(objective $l$, sparsity $k$, iterations $k'$)
2: Initialize $S \leftarrow \emptyset$
3: for $r = 1$ to $k'$ do
4:   Let $\tau := \sup\{\lambda > 0 : \exists i \in S, \beta^\lambda|_{T_i} \neq 0\}$ for
5:     $$\beta^\lambda := \arg \min_{\beta \in \mathbb{R}^n} l(\beta) + \lambda \sum_{i \in S} \|\beta|_{T_i}\|_2$$
6:   For $\varepsilon > 0$ sufficiently small, let $i^* \in S$ be such that $\beta^{\tau-\varepsilon}|_{T_{i^*}} \neq 0$
7:   Update $S \leftarrow S \cup \{i^*\}$
8: return $S$

**Algorithm 7** Group Orthogonal Matching Pursuit.

1: function **GROUPOMP**(objective $l$, sparsity $k$, iterations $k'$)
2: Initialize $S \leftarrow \emptyset$
3: for $r = 1$ to $k'$ do
4:   Let $\beta^\infty := \arg \min_{\beta \in \mathbb{R}^n \forall i \in S, \beta|_{T_i} = 0} l(\beta)$
5:   Let $i^* \in S$ be such that $\|\nabla l(\beta^\infty)|_{T_{i^*}}\|_2^2 = \max_{i \in S} \|\nabla l(\beta^\infty)|_{T_i}\|_2^2$
6:   Update $S \leftarrow S \cup \{i^*\}$
7: return $S$

We show that the result of [YBC+23] generalizes to the setting of group-sparse convex optimization: the Group Sequential LASSO update rule selects a group of features $T_i \subseteq [n]$ that maximizes the $\ell_2$ gradient mass $\|\nabla l(\beta)|_{T_i}\|_2^2$, i.e., the same update rule as Group OMP. Our analysis simultaneously gives a substantial simplification as well as a generalization of the analysis of [YBC+23], which gives us the flexibility to handle both group settings as well as general convex functions.

**Theorem 16.1.3.** Let $l : \mathbb{R}^n \to \mathbb{R}$ be strictly convex. Let $S \subseteq [t]$ be a set of currently selected features. For each $\lambda > 0$, define

$$\beta^\lambda := \arg \min_{\beta \in \mathbb{R}^n} l(\beta) + \lambda \sum_{i \in S} \|\beta|_{T_i}\|_2$$

and let $\tau := \sup\{\lambda > 0 : \exists i \in S, \beta^\lambda|_{T_i} \neq 0\}$ and let $\beta^\infty := \lim_{\lambda \to \infty} \beta^\lambda$. Then for $\lambda = \tau - \varepsilon$ for all $\varepsilon > 0$ sufficiently small, $\beta^\lambda|_{T_i} \neq 0$ only if $\|\nabla l(\beta^\infty)|_{T_i}\|_2^2 = \max_{j \in S} \|\nabla l(\beta^\infty)|_{T_j}\|_2^2$.  
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Proof. We give our discussion of this result in Section 16.3.

In other words, if we add the Group LASSO regularization only on unselected features \( i \in S \) and take \( \lambda \) as large as possible without causing the solution \( \beta^\lambda \) to be zero, then \( \beta^\lambda \) must be supported on a group of features maximizing the \( \ell_2 \) gradient mass at \( \beta^\infty \) among the unselected features \( i \in S \). Furthermore, note that \( \beta^\infty \) is exactly the minimizer of \( l(\beta) \) subject to the constraint that \( \beta|_{T_i} = 0 \) for every \( i \in S \). Thus, in the non-group setting, this algorithm sequentially selects a feature \( i \in [n] \) that maximizes \( |\nabla l(\beta^\infty)|_i \), which is exactly the OMP update rule analyzed in [SSZ10, LS17, EKDN18]. The works of [SSZ10, LS17, EKDN18] show that this OMP update rule gives a guarantee of the form of (16.1) with an approximation factor \( \gamma \) depending on the restricted strong convexity (RSC) of \( l \), which is a generalization of the RIP parameter for matrices to general functions. Thus, as reasoned in [YBC+23], the Sequential LASSO for general functions \( l \) inherits this guarantee of OMP. We also show in Section 16.4 that the group version of the OMP update rule obtained here based on selecting the group with the largest \( \ell_2 \) gradient mass \( \|\nabla l(\beta)|_{T_i}\|_2^2 \) in fact also gives an analogous guarantee. In particular, we give guarantees for Group OMP both in the setting of outputting exactly \( k \)-group-sparse solutions (Corollary 16.4.5) as well as bicriteria solutions that use a slightly larger sparsity to get within an additive \( \varepsilon \) of the function value of the optimal \( k \)-sparse solution (Corollary 16.4.6), restated below.

**Corollary 16.4.5** (Exactly \( k \)-group-sparse solutions). After \( k \) iterations of Algorithm 7, \( \beta^\infty \) (Line 4) has group sparsity \( \|\beta^\infty\|_{\text{group}} \leq k \) and satisfies (16.2) with

\[
\gamma = 1 - \exp \left( -\frac{\mu_{2k}}{L_1} \right),
\]

where \( \mu_{2k} \) is a lower bound on the restricted strong convexity constant of \( l \) at group sparsity \( 2k \) and \( L_1 \) is an upper bound on the restricted smoothness constant of \( l \) at group sparsity 1 (see Definition 16.4.1).

**Corollary 16.4.6** (Bicriteria sparsity with \( \varepsilon \) additive error). After \( k' \) iterations of Algorithm 7, for

\[
k' \geq k \cdot \frac{L_1}{\mu_{k+k'}} \log \frac{l(\beta^{(0)}) - l(\beta^*)}{\varepsilon},
\]

then \( \beta^\infty \) (Line 4) has group sparsity \( \|\beta^\infty\|_{\text{group}} \leq k' \) and satisfies

\[
l(\beta^\infty) \leq l(\beta^*) + \varepsilon,
\]

where \( \mu_{k+k'} \) is a lower bound on the restricted strong convexity constant of \( l \) at group sparsity \( k + k' \) and \( L_1 \) is an upper bound on the restricted smoothness constant of \( l \) at group sparsity 1 (see Definition 16.4.1).

We additionally note that our analysis also immediately extends to an analysis of a local search version of OMP, known as OMP with Replacement (Algorithm 9) [JTD11, AS20], which gives a bicriteria sparsity bound which does not depend on \( \varepsilon \) (Corollary 16.4.10).
Corollary 16.4.10 (Bicriteria sparsity with \( \varepsilon \) additive error). After \( R \) iterations of Algorithm 9 with \( k' \geq k \left( \frac{L_2^2}{\mu_{k+k'} + 1} \right) \), for
\[
R \geq k \cdot \frac{L_2}{\mu_{k+k'}} \log \frac{l(\beta(0)) - l(\beta^*)}{\varepsilon},
\]
then \( \beta^\infty \) (Line 4) has group sparsity \( \|\beta^\infty\|_{\text{group}} \leq k' \) and satisfies
\[
l(\beta^\infty) \leq l(\beta^*) + \varepsilon,
\]
where \( \mu_{k+k'} \) is a lower bound on the restricted strong convexity constant of \( l \) at group sparsity \( k + k' \) and \( L_2 \) is an upper bound on the restricted smoothness constant of \( l \) at group sparsity \( 2 \) (see Definition 16.4.1).

This variant of OMP can be analogously simulated by the LASSO as well, leading to a new LASSO-based feature selection algorithm which we call (Group) Sequential LASSO with Replacement.

Techniques

Our main technique involves exploiting the correspondence between variables of a primal optimization problem with the gradient of the dual optimization problem, via the Fenchel–Young inequality (Theorem 16.2.2).

We start with an observation given by [GVR10]. When we take the dual of the LASSO objective, then the resulting problem involves minimizing the Fenchel dual \( l^* \) of \( l \) (Definition 16.2.1), subject to a hypercube constraint set. When the regularization \( \lambda \) is sufficiently large (say larger than some threshold \( \tau \)), then this increases the size of the constraint set large enough to contain the global minimizer of the Fenchel dual \( l^* \), and thus the gradient of \( l^* \) vanishes at this minimizer. Then by the equality case of the Fenchel–Young inequality, this implies that the corresponding primal variable \( \beta \) is zero as well. On the other hand, if \( \lambda \) is smaller than this threshold point \( \tau \), only some coordinates will be unconstrained (i.e. strictly feasible), while others coordinates will become constrained by the smaller \( \lambda \). In this case, the strictly feasible coordinates will have zero gradient, which leads to zeroes in the corresponding primal variable \( \beta \) and thus a sparse solution. The argument until this point is known in prior work, and [GVR10] used this observation to give an algorithm which tunes the value of \( \lambda \) such that at least \( k \) variables are selected in a single application, while [TBF+12] proposed a sequential procedure with better empirical performance.

Our central observation, inspired by the work of [YBC+23], is that if we regularize strongly enough such that only one feature is selected at a time via the LASSO, then this feature is the one maximizing the absolute value of the gradient. Indeed, note that if \( \lambda \) is just slightly smaller than the threshold point \( \tau \), then the global minimizer \( u^* \in \mathbb{R}^n \) of \( l^* \) just slightly violates exactly a single constraint in the dual problem, which corresponds to the feature \( i^* \in [n] \) with the largest absolute coordinate value \( |u_{i^*}| \) in the dual variable. We show that for such \( \lambda \), all other coordinates \( j \in [n] \setminus \{i^*\} \) are unconstrained optimizers and thus the gradient is 0 (Lemma 16.3.2). Thus, by the equality case of the Fenchel–Young inequality, this corresponds to a primal variable \( \beta \)
that is supported only on this coordinate \(i^* \in [n]\). The crucial next step then is to \textit{apply the Fenchel–Young inequality again in the dual direction}: via the Fenchel–Young inequality, this coordinate \(i^* \in [n]\) maximizes the absolute coordinate value of the dual variable \(\mathbf{u}\), and thus is the coordinate that maximizes the absolute coordinate value of the gradient of the primal variable \(\mathbf{\beta}\). Thus, this selects a coordinate which follows the first step of the OMP update rule. While we have sketched the proof only for this first step in the non-group setting, the analysis also carries through for all steps of the OMP algorithm, as well as for the group setting. Thus, this establishes the equivalence between (Group) Sequential LASSO and (Group) OMP for general convex functions.

\section*{Connections to analysis of attention mechanisms}

As noted in [YBC+23], we make a connection of our work to the analysis of recently popularized techniques for discrete optimization via continuous and differentiable relaxations inspired by the \textit{attention mechanism} [VSP+17]. The attention mechanism can be viewed as a particular algorithm for the sparse optimization problem (16.1), in which an additional set of variables \(\mathbf{w} \in \mathbb{R}^n\) are introduced, and we solve a new optimization problem

\[ \min_{\mathbf{w}, \mathbf{\beta} \in \mathbb{R}^n} l(\text{softmax}(\mathbf{w}) \odot \mathbf{\beta}), \tag{16.5} \]

where \(\odot\) denotes the Hadamard (entrywise) product and \(\text{softmax}(\mathbf{w}) \in \mathbb{R}^n\) is defined as

\[ \text{softmax}(\mathbf{w})_i := \frac{\exp(w_i)}{\sum_{j=1}^n \exp(w_j)}. \]

The idea is that \(\mathbf{w}\) serves as a measure of “importance” of each feature \(i \in [n]\), and the softmax allows for a differentiable relaxation for the operation of selecting the most “important” feature when minimizing the loss \(l\). Alternatively, \(\mathbf{w}\) can be viewed as the amount of “attention” placed on feature \(i \in [n]\) by the algorithm. Such ideas have been applied extremely widely in machine learning, with applications to feature selection [LLY21, YBC+23], feature attribution [AP21], permutation learning [MBLS18], neural architecture search [LSY19], and differentiable programming [NLS16]. Thus, it is a critical problem to obtain a theoretical understanding of subset selection algorithms of the form of (16.5).

The work of [YBC+23] showed that a slight variation on (16.5) is in fact amenable to analysis when \(l\) is the problem of least squares linear regression. In this case, [YBC+23] show (using a result of [Hof17]) that if we instead consider

\[ \min_{\mathbf{w}, \mathbf{\beta} \in \mathbb{R}^n} l(\mathbf{w} \odot \mathbf{\beta}) + \frac{\lambda}{2} (\|\mathbf{w}\|_2^2 + \|\mathbf{\beta}\|_2^2) \tag{16.6} \]

i.e., remove the softmax and add \(\ell_2\) regularization, then this is in fact equivalent to the \(\ell_1\)-regularized problem considered in (16.3). In Lemma 16.5.1, we show a generalization of this fact to the group setting, by showing that if we have \(t\) features corresponding to disjoint subsets of coordinates \(T_1, T_2, \ldots, T_t \subseteq [n]\), then multiplying each of the features \(\mathbf{\beta}|_{T_i}\) by a single “attention weight” \(w_i\) for \(\mathbf{w} \in \mathbb{R}^t\) gives a similar correspondence to the Group LASSO algorithm (16.4). Thus, the attention-inspired feature selection algorithm given in Algorithm 8 also enjoys the
same guarantees as the Group Sequential LASSO algorithm. We note that this generalization to
the group setting is particularly important for the various applications in attention-based subset
selection algorithms, due to the fact that the objects $\beta|_{T_i}$ being selected are often large vectors in
these applications.

Algorithm 8 Group Sequential Attention.

1: **function** GROUPSEQUENTIALATTENTION(objective $l$, sparsity $k$, iterations $k'$)
2: Initialize $S \leftarrow \emptyset$
3: for $r = 1$ to $k'$ do
4: Let $\tau := \sup \{\lambda > 0 : \exists i \in S, \beta^\lambda|_{T_i} \neq 0\}$ for
   \[
   \beta^\lambda := \arg\min_{w \in \mathbb{R}^t, \beta \in \mathbb{R}^n} l(\beta_w) + \frac{\lambda}{2} \sum_{i \in S} w_i^2 + \|\beta|_{T_i}\|_2^2, \quad \beta|_{T_i} := w_i \cdot \beta|_{T_i}
   \]
5: For $\varepsilon > 0$ sufficiently small, let $i^* \in S$ be such that $\beta^{\tau-\varepsilon}|_{T_{i^*}} \neq 0$
6: Update $S \leftarrow S \cup \{i^*\}$
7: **return** $S$

Finally, we also note that our analysis of Hadamard product-type of algorithms of the form
of (16.6) may prove to be useful in the analysis of similar algorithms in the literature of online
convex optimization that have been developed to solve sparse optimization problems [AW20b,
AW20a, Chi22].

Applications to column subset selection

As a corollary of our analyses of group feature selection algorithms, we obtain the first algorithms
for the column subset selection (CSS) problem for general loss functions with restricted strong
convexity and smoothness.

In the CSS problem, we are given an input matrix $X \in \mathbb{R}^{n \times d}$, and the goal is to select a small
subset of $k$ columns $S \subseteq [d]$ of $X$ that minimizes the reconstruction error

$$
\min_{V \in \mathbb{R}^{k \times d}} \|X - X|_S V\|^2_{F^2}, \quad (16.7)
$$

where $X|_S \in \mathbb{R}^{n \times k}$ is the matrix $X$ restricted to the columns indexed by $S$. As with sparse linear
regression, this problem is known to be computationally difficult [Civ14], and thus most works
focus on approximation algorithms and bicriteria guarantees to obtain tractable results.

The CSS problem can be viewed as an unsupervised analogue of sparse convex optimization,
and has been studied extensively in prior work. In particular, the works of [FGK11, ČM12,
FGK13, FEGK15, SVW15, ABF+16, LS17] gave analyses of greedy algorithms for this problem,
showing that iteratively selecting columns that maximizes the improvement in reconstruction error
(16.7) leads to bicriteria sparsity algorithms that depend on the sparse condition number of $X$. In
a separate line of work, randomized methods have been employed in the randomized numerical
linear algebra literature to sample columns of $X$ that span a good low rank approximation [DV06,
DMM08, BMD09, DR10, BDM11, CEM+15, BW17, CMM17]. Furthermore, there has recently
been a large body of work aimed at generalizing CSS results to more general loss functions beyond the Frobenius norm, including \( \ell_p \) norms \([SWZ17, CGK^{+}17, DWZ^{+}19, SWZ19, JLL^{+}21, MW21]\) and other entrywise losses \([SWZ19, WY23b]\). All of these works use complicated arguments and rely heavily on the entrywise structure of the loss function.

We show that by a surprisingly simple argument, we can immediately obtain the first results on column subset selection for general convex loss functions with restricted strong convexity and smoothness. Our key insight is to view this problem not as a column subset selection problem for \(X\), but rather a row subset selection problem for \(V\). That is, note that

\[
\min_{|S| \leq k} \min_{V \in \mathbb{R}^{k \times d}} l(X - X|_S V) = \min_{|S| \leq k} \min_{V \in \mathbb{R}^{d \times d}} l(X - XV|_S)
\]

where \(V|_S\) zeros out all rows of \(V\) not indexed by \(S\). Then, this is just a group variable selection problem, where we have \(d\) groups given by each of the rows of \(V\), and thus we may write this problem as computing

\[
\text{OPT} = \min_{V \in \mathbb{R}^{d \times d}, \|V\|_{\text{group}} \leq k} l(X - XV)
\]

Thus, by using our guarantees for Group OMP in Corollaries 16.4.5 and 16.4.6 (which also hold for Group Sequential LASSO and Group Sequential Attention by Theorem 16.1.3 and Lemma 16.5.1), we obtain the first algorithm and analysis of the column subset selection problem under general loss functions with restricted strong convexity and smoothness. This gives a substantial generalization of results known in prior work.

**Theorem 16.1.4** (Column subset selection via Group OMP). Let \(X \in \mathbb{R}^{n \times d}\) and let \(l : \mathbb{R}^{n \times d} \to \mathbb{R}\) be a strictly convex and differentiable loss function. Let \(V \mapsto l(X - XV)\) satisfy \(L_1\)-group-sparse smoothness and \(\mu_{k+k'}\)-group-sparse convexity (Definition 16.4.1), where the groups are the rows of \(V\). The following hold:

- Let \(k' = k\) iterations, Algorithm 7 outputs a subset \(S \subseteq [n]\) of size \(|S| \leq k\) such that

\[
l(X) - l(X - X|_S V) \geq (1 - e^{-\kappa})(l(X) - \text{OPT}).
\]

- Let \(k' = k \cdot \kappa \log \frac{l(X) - \text{OPT}}{\varepsilon}\) iterations, Algorithm 7 outputs a subset \(S \subseteq [n]\) of size \(|S| \leq k'\) such that

\[
l(X - X|_S V) \leq \text{OPT} + \varepsilon.
\]

**Proof.** This follows from applying Corollaries 16.4.5 and 16.4.6 to the group-sparse convex optimization formulation of column subset selection. \(\square\)

Our proof is arguably simpler than prior work even for the Frobenius norm. Indeed, the prior works require arguments that use the special structure of Euclidean projections, whereas we simply observe that CSS is a group-sparse convex optimization problem and use a generalization of techniques for sparse regression. We also immediately obtain analyses for natural algorithms which were previously not considered in the context of column subset selection, such as Group OMP (with Replacement), Group LASSO, and attention-based algorithms. In particular, by applying guarantees for Group OMP with Replacement (Corollary 16.4.10), we obtain the first column subset selection algorithm with no dependence on \(\varepsilon\) in the sparsity, even for the Frobenius norm problem.
Theorem 16.1.5 (Column subset selection with Group OMPR). Let \( X \in \mathbb{R}^{n \times d} \) and let \( l : \mathbb{R}^{n \times d} \to \mathbb{R} \) be a strictly convex and differentiable loss function. Let \( V \mapsto l(X - XV) \) satisfy \( L_2 \)-group-sparse smoothness and \( \mu_{k+k'} \)-group-sparse convexity (Definition 16.4.1), where the groups are the rows of \( V \). Let \( \kappa = L_2 / \mu_{k+k'} \) and \( k' \geq k(k^2 + 1) \). After \( R \geq k \cdot \kappa \log \frac{l(X) - \text{OPT}}{\epsilon} \) iterations, Algorithm 9 outputs a subset \( S \subseteq [n] \) of size \( |S| \leq k' \) such that
\[
l(X - X|S)V \leq \text{OPT} + \epsilon.
\]

Proof. This follows from applying Corollary 16.4.10 to the group-sparse convex optimization formulation of column subset selection.

16.1.3 Related work: the Forward Stagewise Regression conjecture

A separate line of work has investigated a closely related connection between the LASSO and OMP-like algorithms. In particular, the “continuous” OMP (or coordinate descent) algorithm which updates \( \beta^{(t+1)} = \beta^{(t)} - \eta \cdot \text{sign}(\nabla l(\beta^{(t)}))e_i \) for \( i = \arg \max_{i=1}^n \nabla l(\beta^{(t)}) \) known as Forward Stagewise Regression is conjectured \([\text{RZH04, Conjecture 2}] \) to have the same solution path as the LASSO path (i.e. the set of solutions as \( \lambda \) ranges from 0 to \( \infty \)) when \( \eta \to 0 \) \([\text{EHJT04, RZH04, Tib15, FGM17}] \). While a full proof of this conjecture may be useful towards proving our main result, to the best of our knowledge, the only known result towards this conjecture establishes an “instantaneous” result which shows the convergence of the difference between the two paths to the gradient \([\text{RZH04, Theorem 1}] \) under technical assumptions under the underlying loss function such as the monotonicity of the coordinates of the LASSO solution. Our result can be viewed as a full proof of this conjecture in an open ball near 0 for general strictly convex differentiable functions, and our techniques may be useful for a full resolution of this conjecture.

16.1.4 Related work: algorithms for sparse convex optimization

While we have argued so far that guarantees for \( \ell_1 \) regularization in solving (16.1) in prior work are limited, other efficient algorithms have in fact been shown to solve (16.1), both for sparse linear regression as well as general sparse convex optimization. Via a connection between convexity and weakly submodular optimization, the works of \([\text{SSZ10, LS17, EKDN18}] \) showed that the greedy forward algorithm and Orthogonal Matching Pursuit both give guarantees of the form of (16.1). Efficiency guarantees have also been given for OMP with Replacement (OMPR) \([\text{SSZ10, JTD11, AS20}] \) and Iterative Hard Thresholding (IHT) \([\text{JTK14, AS22}] \), using the restricted smoothness and strong convexity properties. Ultimately, these results show that an \( \epsilon \)-approximate sparse solution can be recovered if we allow an \( O(k) \) blowup to the sparsity, where \( \kappa \) is the restricted condition number of the problem.

16.1.5 Open directions

We suggest several directions for future study. Our first question is on showing analogous results for the one-shot version of LASSO, which is used much more frequently in practice than the Sequential LASSO. That is, if \( \lambda \) is chosen in (16.3) such that only \( k \) nonzero entries are selected,
then can we obtain a guarantee of the form of (16.1) for this solution? It is known that one-shot variants of OMP or greedy have this type of guarantee [DK11, EKDN18] (also called “oblivious” algorithms in these works). However, our proof techniques do not immediately apply, since we crucially use the fact that for large enough regularizations $\lambda$, the resulting solution is close to the $\lambda = \infty$ solution, while this is not true when $\lambda$ can be much smaller.

A second question is whether our results generalize beyond convex functions or not. For example, the analysis of OMP carries through to smooth functions that satisfy the Polyak-Łojasiewicz condition [KNS16]. Can a similar generalization be shown for our results? There are several parts of our proofs that crucially use convexity, but the LASSO is known to give good results even for nonconvex functions in practice and thus there is still a gap in our understanding of this phenomenon.

Finally, we ask if our analyses for $\ell_1$ regularization can be extended to an analogous result for nuclear norm regularization for rank-constrained convex optimization. In the setting of rank-constrained convex optimization, it has been shown in special cases, such as affine rank minimization, that nuclear norm regularization can be used to efficiently recover low rank solutions [RFP10]. This suggests that our results may have a natural generalization in this setting as well. In particular, an extension of OMP to the rank-sparse setting was shown by [AS21], and thus it is possible that nuclear norm regularization can be used to simulate this algorithm as well.

16.2 Preliminaries

Let $l : \mathbb{R}^n \to \mathbb{R}$ be strictly convex and differentiable. For each $i \in [t]$, let $T_i \subseteq [n]$ denote the group of variables that belong to the $i$-th feature.

16.2.1 Fenchel duality

We will use the following standard facts about Fenchel duality [BV04].

**Definition 16.2.1** (Fenchel dual). Let $l : \mathbb{R}^n \to \mathbb{R}$. Then, the Fenchel dual $l^*$ of $l$ is

$$l^*(u) := \sup_{z \in \mathbb{R}^n} u^\top z - l(z).$$

**Theorem 16.2.2** (Fenchel–Young inequality). Let $l : \mathbb{R}^n \to \mathbb{R}$ be convex and differentiable. Then,

$$l(z) + l^*(u) \geq u^\top z$$

with equality if and only if $u = \nabla l(z)$.

**Theorem 16.2.3** (Conjugacy theorem). Let $l : \mathbb{R}^n \to \mathbb{R}$ be convex. Then, $(l^*)^* = l$.

The following is known about the convexity and differentiability of the Fenchel dual.

**Theorem 16.2.4** (Differentiability of dual, Theorem 26.3, [Roc70]). Let $l : \mathbb{R}^n \to \mathbb{R}$ be strictly convex and differentiable. Then, $l^*$ is strictly convex and differentiable.
16.2.2 Berge’s theorem

We will use a well-known theorem of Berge on the continuity of the argmin for constrained optimization problems with parameterized constraint sets.

Recall that a correspondence \( h : \mathbb{R} \mapsto \mathbb{R}^n \) is a set-valued function which maps real numbers \( \lambda \) to subsets \( h(\lambda) \subseteq \mathbb{R}^n \). A correspondence \( h \) is upper hemicontinuous if for every \( \lambda \in \mathbb{R} \) and every open set \( G \subseteq \mathbb{R}^n \) such that \( h(\lambda) \subset G \), there is an open set \( U \subseteq \mathbb{R} \) such that \( \tau \in U \implies h(\tau) \subset G \).

**Theorem 16.2.5** (Berge’s theorem [Ber63]). Let \( g : \mathbb{R}^n \to \mathbb{R} \) be a continuous function and let \( \varphi : \mathbb{R} \Rightarrow \mathbb{R}^n \) be a continuous correspondence that map into compact sets. Consider the correspondence \( h : \mathbb{R} \Rightarrow \mathbb{R}^n \) given by

\[
h(\lambda) = \left\{ u \in \mathbb{R}^n : g(u) = \min_{u' \in \varphi(\lambda)} g(u') \right\}
\]

Then, \( h \) is upper hemicontinuous.

The following corollary of Theorem 16.2.5 for strictly convex functions is more useful for our purposes.

**Corollary 16.2.6** (Berge’s theorem for convex functions). Let \( g : \mathbb{R}^n \to \mathbb{R} \) be a strictly convex function and let \( \varphi : \mathbb{R} \Rightarrow \mathbb{R}^n \) be a continuous correspondence that map into compact sets. Consider the function \( h : \mathbb{R} \to \mathbb{R}^n \) given by

\[
h(\lambda) = \arg \min_{u' \in \varphi(\lambda)} g(u')
\]

Then, \( h \) is continuous.

**Proof.** Because \( g \) is strictly convex, there is a unique minimizer \( u^\lambda \) of \( g \) for each \( \lambda \in \mathbb{R} \), so \( h \) is well-defined. Furthermore, \( h \) is upper hemicontinuous as a correspondence that maps real numbers \( \lambda \) to singleton sets \( \{h(\lambda)\} \) by Theorem 16.2.5, and any function \( h \) that is upper hemicontinuous as a correspondence is continuous as a function. \( \square \)

16.3 Equivalence of Group Sequential LASSO and Group Orthogonal Matching Pursuit

We will give our proof of Theorem 16.1.3 in this section.

16.3.1 The dual problem

Consider the Group Sequential LASSO objective:

\[
\min_{\beta \in \mathbb{R}^n} l(\beta) + \lambda \sum_{i \in S} \| \beta |_{T_i} \|_2
\]
We will show that the dual of this problem is
\[
\max_{u \in \mathbb{R}^n} -l^*(\mathbf{u}) = - \min_{u \in \mathbb{R}^n} l^*(-\mathbf{u})
\]
subject to \(\|u|_{T_i}\|_2 \leq \lambda\) for each \(i \in \overline{S}\)
and \(\|u|_{T_i}\|_2 = 0\) for each \(i \in S\)

(16.9)

We write the objective of (16.8) as a constrained optimization problem in the form of
\[
\min_{z \in \mathbb{R}^n, \beta \in \mathbb{R}^d} l(z) + \lambda \sum_{i \in \overline{S}} \|\beta|_{T_i}\|_2
\]
subject to \(z = \beta\)

Then, the Lagrangian dual of this problem is
\[
\min_{z \in \mathbb{R}^n, \beta \in \mathbb{R}^n, u \in \mathbb{R}^n} \max_{u \in \mathbb{R}^n} l(z) + \lambda \sum_{i \in \overline{S}} \|\beta|_{T_i}\|_2 + u^\top (z - \beta)
\]

Furthermore, the objective of (16.8) is convex and strictly feasible, so strong duality holds (see, e.g., Section 5.2.3 of [BV04]) and thus we may interchange the min and the max to obtain
\[
\max_{u \in \mathbb{R}^n} \min_{z \in \mathbb{R}^n, \beta \in \mathbb{R}^n} l(z) + \lambda \sum_{i \in \overline{S}} \|\beta|_{T_i}\|_2 + u^\top (z - \beta) = \max_{u \in \mathbb{R}^n} l(z) + u^\top z + \min_{\beta \in \mathbb{R}^n} \lambda \sum_{i \in \overline{S}} \|\beta|_{T_i}\|_2 - u^\top \beta
\]

Now note that the first minimization over \(z \in \mathbb{R}^n\) gives exactly the Fenchel dual objective
\[
\min_{z \in \mathbb{R}^n} l(z) + u^\top z = -\max_{z \in \mathbb{R}^n} (-u)^\top z - l(z) = -l^*(-u).
\]

On the other hand, we show in the next lemma that the second minimization over \(\beta \in \mathbb{R}^n\) gives the constraints on the variables \(u\) given in (16.9).

**Lemma 16.3.1.** We have that
\[
\inf_{\beta \in \mathbb{R}^d} \lambda \sum_{i \in \overline{S}} \|\beta|_{T_i}\|_2 - u^\top \beta = \begin{cases} 0 & \text{if } \|u|_{T_i}\|_2 \leq \lambda \text{ for } i \in \overline{S} \text{ and } \|u|_{T_i}\|_2 = 0 \text{ for } i \in S \\ -\infty & \text{otherwise} \end{cases}
\]

**Proof.** If \(\|u|_{T_i}\|_2 > \lambda\) for some coordinate \(i \in \overline{S}\), then we may choose \(\beta = u|_{T_i}\) so that
\[
\lambda \|u|_{T_i}\|_2 - \|u|_{T_i}\|_2^2 = \|u|_{T_i}\|_2 (\lambda - \|u|_{T_i}\|_2) < 0
\]
so the objective can be made arbitrarily small by scaling. If \(\|u|_{T_i}\|_2 > 0\) for some \(i \in S\), then we may choose \(\beta = u|_{T_i}\) so that
\[
\lambda \sum_{i \in \overline{S}} \|\beta|_{T_i}\|_2 - \|u|_{T_i}\|_2^2 = 0 - \|u|_{T_i}\|_2^2 < 0
\]
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so the objective can be made arbitrarily small by scaling. Otherwise, we have that
\[ \mathbf{u}^\top \beta = \sum_{i \in S} \mathbf{u}_{|T_i}^\top \beta_{|T_i} \]
since \( \mathbf{u}_{|T_i} = 0 \) for every \( i \in S \)
\[ \leq \sum_{i \in S} \| \mathbf{u}_{|T_i} \|_2 \| \beta_{|T_i} \|_2 \]
Cauchy–Schwarz
\[ \leq \lambda \sum_{i \in S} \| \beta_{|T_i} \|_2 \]
since \( \| \mathbf{u}_{|T_i} \|_2 \leq \lambda \) for every \( i \in \overline{S} \).

Thus,
\[ \lambda \sum_{i \in S} \| \beta_{|T_i} \|_2 - \mathbf{u}^\top \beta \geq 0 \]
and furthermore, this value can be achieved by \( \beta = 0 \).

16.3.2 Selection of features

We will use Berge’s theorem (Theorem 16.2.5) to prove the following lemma, which characterizes the gradient of the optimal solution to the dual optimization problem given by (16.9).

Lemma 16.3.2. Let \( \lambda > 0 \) and let \( \mathbf{u}^\lambda \) be the minimizer of (16.9). Let \( \mathbf{u}^\infty \) be the minimizer of (16.9) without the constraint that \( \| \mathbf{u}_{|T_i} \|_2 \leq \lambda \) for every \( i \in \overline{S} \). Define the threshold \( \tau := \max_{i \in \overline{S}} \| \mathbf{u}^\infty_{|T_i} \|_2 \) and let \( M^\tau \subseteq \overline{S} \) denote the corresponding set of indices \( i \in \overline{S} \) that witnesses the max, that is,
\[ M^\tau := \{ i \in \overline{S} : \| \mathbf{u}^\infty_{|T_i} \|_2 = \tau \} \.

The following hold:

- If \( \lambda \geq \tau \), then \( \nabla l^*(-\mathbf{u}^\lambda)_{|T_i} = 0 \) for all \( i \in \overline{S} \).
- If \( \lambda = \tau - \varepsilon \) for sufficiently small \( \varepsilon > 0 \), then \( \nabla l^*(-\mathbf{u}^\lambda)_{|T_i} = 0 \) for all \( i \in \overline{S} \setminus M^\tau \) and \( \nabla l^*(-\mathbf{u}^\lambda)_{|T_i} \neq 0 \) for some \( i \in M^\tau \).

Proof. If \( \lambda \geq \tau \), then the constraint \( \max_{i \in \overline{S}} \| \mathbf{u}^\lambda_{|T_i} \|_2 \leq \lambda \) can be removed without affecting the optimal solution, so \( \mathbf{u}^\lambda = \mathbf{u}^\infty \). Then for the coordinates in \( T_i \) for \( i \in \overline{S} \), \( \mathbf{u}^\infty \) is a minimizer for an unconstrained optimization problem, so the gradient is 0 on these coordinates. This shows the first bullet point.

On the other hand, suppose that \( \lambda = \tau - \varepsilon \) for some small \( \varepsilon > 0 \). Then, \( \mathbf{u}^\infty \) is outside the set \( \{ \mathbf{u} \in \mathbb{R}^n : \max_{i \in \overline{S}} \| \mathbf{u}_{|T_i} \|_2 \leq \lambda \} \). Now consider the function
\[ h(\lambda) = \max_{i \in \overline{S} \setminus M^\tau} \| \mathbf{u}^\lambda_{|T_i} \|_2, \]
i.e., the second largest value of \( \| \mathbf{u}^\lambda_{|T_i} \|_2 \) after excluding the maximizers \( i \in M^\tau \). Note that this function is continuous since \( \lambda \mapsto \mathbf{u}^\lambda \) is continuous by Corollary 16.2.6. Furthermore, we have that \( h(\tau) < \tau \), since the maximum in the definition of \( h \) excludes the indices \( M^\tau \). Let \( \tau' \) satisfy \( h(\tau) < \tau' < \tau \). Then, for all sufficiently small \( \varepsilon \), we have that \( h(\tau - \varepsilon) < \tau' \) by the continuity of \( h \). For these \( \varepsilon \), we can remove the constraints of \( \| \mathbf{u}_{|T_i} \|_2 \leq \lambda = \tau - \varepsilon \) for \( i \in \overline{S} \setminus M^\tau \) without
affecting the optimal solution $u^\lambda$ in the optimization problem of (16.9), so on the coordinates $T_i$ for $i \in S \setminus M^r$, $u^\lambda$ is an unconstrained minimizer and thus has zero gradient. On the other hand, for the coordinates $T_i$ for $i \in M^r$, $u^\lambda$ cannot be the unconstrained minimizer and thus there must be some nonzero coordinate in the gradient due to the convexity of $l^*$. □

We can then show that Lemma 16.3.2 in fact characterizes the support of the optimal solution $\beta^\star$ by relating the primal and dual variables via the Fenchel–Young inequality (Theorem 16.2.2).

Lemma 16.3.3 (Primal vs dual variables). We have that $-u = \nabla l(\beta)$ and $\beta = \nabla l^*(u)$.

Proof. The primal variable $z$ is related to the dual variable $u$ via Fenchel dual, that is, $l^*(u) = (u^\top z - l(z))$. Then by the tightness of the Fenchel–Young inequality (Theorem 16.2.2) for $l^*$, we have that $-u = \nabla l(z)$. Furthermore, by the conjugacy theorem (Theorem 16.2.3), we have that $(l^*)^* = l$, so $l^*(-u) + (l^*)^*(z) = (-u^\top z)$. Then by tightness of the Fenchel–Young inequality (Theorem 16.2.2) for $l^*$, we have that $\beta = z = \nabla l^*(-u)$. □

Thus, by Lemma 16.3.2, $\beta^\lambda$ has a nonzero support on some group $T_i$ if and only if the group $T_i$ maximizes $\|u^\infty|_{T_i}\|_2 = \|\nabla l(\beta^\infty)|_{T_i}\|_2$. This is precisely the Group Orthogonal Matching Pursuit selection rule (see Line 5 of Algorithm 7).

16.4 Guarantees for Group Orthogonal Matching Pursuit

In this section, we give guarantees for the Group OMP algorithm (Algorithm 7). Our analysis is similar to [SSZ10, LS17, EKDN18]. We first introduce the notion of restricted strong convexity and smoothness, generalized to the group setting.

Definition 16.4.1 (Restricted strong convexity and smoothness). Let $l : \mathbb{R}^n \to \mathbb{R}$. Let $T_i \subseteq [n]$ for $i \in [t]$ form a partition of $[n]$. Then, $l$ is $\mu_s$-restricted strongly convex at group sparsity $s$ if for any $\beta \in \mathbb{R}^n$ and $\Delta \in \mathbb{R}^n$ with $\|\Delta\|_{\text{group}} \leq s$,

$$l(\beta + \Delta) - l(\beta) - \langle \nabla l(\beta), \Delta \rangle \geq \frac{\mu_s}{2} \|\Delta\|_2^2$$

and $L_s$-restricted smooth at group sparsity $s$ if for any $\beta \in \mathbb{R}^n$ and $\Delta \in \mathbb{R}^n$ with $\|\Delta\|_{\text{group}} \leq s$,

$$l(\beta + \Delta) - l(\beta) - \langle \nabla l(\beta), \Delta \rangle \leq \frac{L_s}{2} \|\Delta\|_2^2.$$ 

Lemma 16.4.2 (Smoothness). Let $l$ be $L_1$-restricted smooth at group sparsity 1. Let $r \in [k']$ and let $\beta^\infty$ and $i^\star$ be defined as in Lines 4 and 5 of Algorithm 7 on the $r$-th iteration. Let $\beta' := \beta^\infty + \Delta$ for $\Delta = -L_1^{-1}\nabla l(\beta^\infty)|_{T_{i^\star}}$. Then,

$$(2L_1)^{-1}\|\nabla l(\beta^\infty)|_{T_{i^\star}}\|_2^2 \leq l(\beta^\infty) - l(\beta')$$
Lemma 16.4.4. Let \\( \beta^r \) denote the value of \( \beta^\infty \) (Line 4) after \( r \) iterations of Algorithm 7 with \( \beta^{(0)} = 0 \). Let 

\[
\beta^* := \arg \min_{\beta \in \mathbb{R}^n : \|\beta\|_{\text{group}} \leq k} l(\beta)
\]

Then,

\[
l(\beta^r) - l(\beta^*) \leq \exp \left( -\frac{r \mu k}{k L_1} \right) \left( l(\beta^{(0)}) - l(\beta^*) \right)
\]

Proof. Note that \( \Delta \) has group sparsity 1. We then have that

\[
l(\beta^r) - l(\beta^\infty) \leq \langle \nabla l(\beta^\infty), \Delta \rangle + \frac{L_1}{2} \|\Delta\|_2^2
\]

\[
= -L_1^{-1} \|\nabla l(\beta^\infty)|_{T_i*}\|^2_2 + \frac{1}{2} L_1^{-1} \|\nabla l(\beta^\infty)|_{T_i*}\|^2_2
\]

\[
= -\frac{1}{2} L_1^{-1} \|\nabla l(\beta^\infty)|_{T_i*}\|^2_2.
\]

Rearranging gives the desired result. \( \square \)

Lemma 16.4.3 (Convexity). Let \( l \) be \( \mu_{k+k'} \)-restricted strongly convex at group sparsity \( k + k' \). Let \( r \in [k'] \) and let \( \beta^\infty \) and \( i^* \) be defined as in Lines 4 and 5 of Algorithm 7 on the \( r \)-th iteration. Let

\[
\beta^* := \arg \min_{\beta \in \mathbb{R}^n : \|\beta\|_{\text{group}} \leq k} l(\beta)
\]

Then,

\[
\|\nabla l(\beta^\infty)|_{T_i*}\|^2_2 \geq \frac{2\mu_{k+k'}}{k} (l(\beta^\infty) - l(\beta^*)).
\]

Proof. Let \( U^* \subseteq [n] \) be the support of \( \beta^* \) and let \( U \subseteq [n] \) be the support of \( \beta^\infty \). Note that \( \|\beta^* - \beta^\infty\|_{\text{group}} \leq k + k' \). Then,

\[
l(\beta^r) - l(\beta^\infty) \geq \langle \nabla l(\beta^\infty), \beta^* - \beta^\infty \rangle + \frac{\mu_{k+k'}}{2} \|\beta^* - \beta^\infty\|_2^2
\]

\[
= \langle \nabla l(\beta^\infty), (\beta^* - \beta^\infty)|_{U^* \cup U} \rangle + \frac{\mu_{k+k'}}{2} \|\beta^* - \beta^\infty\|_2^2
\]

\[
\geq -\|\nabla l(\beta^\infty)|_{U^* \cup U}\|_2 \|\beta^* - \beta^\infty\|_{U^* \cup U} + \frac{\mu_{k+k'}}{2} \|\beta^* - \beta^\infty\|_{U^* \cup U}^2
\]

\[
\geq \min_{x} -\|\nabla l(\beta^\infty)|_{U^* \cup U}\|_2 x + \frac{\mu_{k+k'}}{2} x^2
\]

\[
= -\frac{\|\nabla l(\beta^\infty)|_{U^* \cup U}\|_2^2}{2\mu_{k+k'}}
\]

so

\[
\|\nabla l(\beta^\infty)|_{U^* \cup U}\|_2^2 \geq 2\mu_{k+k'} (l(\beta^\infty) - l(\beta^*)).
\]

Now note that \( U^* \setminus U \) is supported on at most \( k \) groups, so by averaging, there exists some group \( T_i \) outside of \( U \) such that

\[
\|\nabla l(\beta^\infty)|_{T_i}\|_2^2 \geq \frac{2\mu_{k+k'}}{k} (l(\beta^\infty) - l(\beta^*)).
\]

Combining Lemmas 16.4.2 and 16.4.3 leads to the following stepwise guarantee for Algorithm 7.

Lemma 16.4.4. Let \( \beta^r \) denote the value of \( \beta^\infty \) (Line 4) after \( r \) iterations of Algorithm 7 with \( \beta^{(0)} = 0 \). Let

\[
\beta^* := \arg \min_{\beta \in \mathbb{R}^n : \|\beta\|_{\text{group}} \leq k} l(\beta)
\]

Then,

\[
l(\beta^r) - l(\beta^*) \leq \exp \left( -\frac{r \mu k}{k L_1} \right) \left( l(\beta^{(0)}) - l(\beta^*) \right)
\]
Proof. By Lemmas 16.4.2 and 16.4.3, we have that
\[ l(\beta^{(r)}) - l(\beta^{(r+1)}) \geq (2L_1)^{-1}\|\nabla l(\beta^{(r)})|_{T_r}\|_2 \geq \frac{1}{k} \frac{\mu_{k+k'}}{L_1} \left( l(\beta^{(r)}) - l(\beta^*) \right) \]
so
\[ l(\beta^{(r+1)}) - l(\beta^*) = l(\beta^{(r)}) - l(\beta^*) - \left( l(\beta^{(r)}) - l(\beta^{(r+1)}) \right) \]
\[ \leq l(\beta^{(r)}) - l(\beta^*) - \frac{1}{k} \frac{\mu_{k+k'}}{L_1} \left( l(\beta^{(r)}) - l(\beta^*) \right) \]
\[ = \left( 1 - \frac{1}{k} \frac{\mu_{k+k'}}{L_1} \right) \left( l(\beta^{(r)}) - l(\beta^*) \right) \]
\[ \leq \exp \left( -\frac{1}{k} \frac{\mu_{k+k'}}{L_1} \right) \left( l(\beta^{(r)}) - l(\beta^*) \right) \]
Applying the above inductively proves the claim. 

As a result of Lemma 16.4.4, we obtain two guarantees for Algorithm 7, one for exact \( k \)-group-sparse solutions with large approximation and one for bicriteria sparsity with \( \varepsilon \) additive error.

**Corollary 16.4.5 (Exactly \( k \)-group-sparse solutions).** After \( k \) iterations of Algorithm 7, \( \beta^\infty \) (Line 4) has group sparsity \( \|\beta^\infty\|_{\text{group}} \leq k \) and satisfies (16.2) with
\[ \gamma = 1 - \exp \left( -\frac{\mu_{2k}}{L_1} \right), \]
where \( \mu_{2k} \) is a lower bound on the restricted strong convexity constant of \( l \) at group sparsity \( 2k \) and \( L_1 \) is an upper bound on the restricted smoothness constant of \( l \) at group sparsity 1 (see Definition 16.4.1).

**Proof.** After \( k \) iterations, we have by Lemma 16.4.4 applied for \( k' = k \) that
\[ l(\beta^{(k)}) - l(\beta^*) = l(\beta^{(k)}) - l(\beta^{(0)}) + l(\beta^{(0)}) - l(\beta^*) \leq \exp \left( -\frac{\mu_{2k}}{L_1} \right) \left( l(\beta^{(0)}) - l(\beta^*) \right) \]
which rearranges to
\[ l(\beta^{(0)}) - l(\beta^{(k)}) \geq \left( 1 - \exp \left( -\frac{\mu_{2k}}{L_1} \right) \right) \left( l(\beta^{(0)}) - l(\beta^*) \right) \]

**Corollary 16.4.6 (Bicriteria sparsity with \( \varepsilon \) additive error).** After \( k' \) iterations of Algorithm 7, for
\[ k' \geq k \cdot \frac{L_1}{\mu_{k+k'}} \log \frac{l(\beta^{(0)}) - l(\beta^*)}{\varepsilon}, \]
then \( \beta^\infty \) (Line 4) has group sparsity \( \| \beta^\infty \|_{\text{group}} \leq k' \) and satisfies

\[
l(\beta^\infty) \leq l(\beta^*) + \varepsilon,
\]

where \( \mu_{k+k'} \) is a lower bound on the restricted strong convexity constant of \( l \) at group sparsity \( k + k' \) and \( L_1 \) is an upper bound on the restricted smoothness constant of \( l \) at group sparsity 1 (see Definition 16.4.1).

**Proof.** This follows immediately from the bound of Lemma 16.4.4 and rearranging. \qed

### 16.4.1 Group OMP with Replacement

In this section, we give guarantees for the Group OMP with Replacement algorithm (Algorithm 9), which is an improvement to Group OMP that can achieve a sparsity bound that is independent of the accuracy parameter \( \varepsilon \) [AS20].

**Algorithm 9** Group Orthogonal Matching Pursuit with Replacement.

1: function GROUPOMPR(objective \( l \), sparsity \( k \), initial sparsity \( k' \), iterations \( R \))
2: Initialize \( S^0 \subseteq [n] \) with \( |S^0| = k' \), e.g. using Algorithm 7.
3: for \( r = 0 \) to \( R - 1 \) do
4:   Let \( \beta^\infty \) := \arg\min_{\beta \in \mathbb{R}^n} \forall i \in S^r, \beta|_{T_i} = 0 \ l(\beta)
5:   Let \( i^* \in S^r \) be such that \( \| \nabla l(\beta^\infty)|_{T_{i^*}} \|_2^2 = \max_{i_j \in S^r} \| \nabla l(\beta^\infty)|_{T_i} \|_2^2 \)
6:   Let \( j^* \in S^r \) be such that \( \| \beta^\infty|_{T_{j^*}} \|_2^2 = \min_{j \in S^r} \| \beta^\infty|_{T_j} \|_2^2 \)
7:   Update \( S^{r+1} \leftarrow S^r \cup \{ i^* \} \setminus \{ j^* \} \)
8: return \( S^r, r \in [R] \), that minimizes \[
\min_{\beta \in \mathbb{R}^n} \forall i \in S^r, \beta|_{T_{j^*}} = 0 \ l(\beta)
\]

**Lemma 16.4.7** (Smoothness). Let \( l \) be \( L_2 \)-restricted smooth at group sparsity 2. Let \( r \in [k'] \) and let \( \beta^\infty, i^*, j^* \) be defined as in Lines 4, 5 and 6 of Algorithm 9 on the \( r \)-th iteration. Let \( \beta' := \beta^\infty + \Delta \) for \( \Delta = -L_2^{-1} \nabla l(\beta^\infty)|_{T_{i^*}} - \beta^\infty|_{T_{j^*}} \). Then,

\[
(2L_2)^{-1} \| \nabla l(\beta^\infty)|_{T_{i^*}} \|_2^2 - (1/2)L_2 \| \beta^\infty|_{T_{j^*}} \|_2^2 \leq l(\beta^\infty) - l(\beta')
\]

**Proof.** Note that \( \Delta \) has group sparsity 2. We then have that

\[
l(\beta') - l(\beta^\infty) \leq \langle \nabla l(\beta^\infty), \Delta \rangle + \frac{L_2}{2} \| \Delta \|_2^2 \quad L_2\text{-restricted smoothness}
\]

\[
= -L_2^{-1} \| \nabla l(\beta^\infty)|_{T_{i^*}} \|_2^2 + \frac{1}{2} L_2^{-1} \| \nabla l(\beta^\infty)|_{T_{j^*}} \|_2^2 + \frac{1}{2} L_2 \| \beta^\infty|_{T_{j^*}} \|_2^2 \quad (\| \nabla l(\beta^\infty)|_{T_{j^*}} \|_2^2 = 0)
\]
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\]
Then,

\[ \frac{1}{2} L_2^{-1} \| \nabla l(\beta^\infty) |_{T_i} \|^2 \geq \frac{1}{2} L_2 \| \beta^\infty |_{T_j} \|^2. \]

Rearranging gives the desired result.

Lemma 16.4.8 (Convexity). Let \( l \) be \( \mu_{k+k'} \)-restricted strongly convex at group sparsity \( k+k' \). Let \( r \in [k'] \) and let \( \beta^\infty, i^*, j^* \) be defined as in Lines 4, 5 and 6 of Algorithm 9 on the \( r \)-th iteration. Let

\[ \beta^* := \arg \min_{\beta \in \mathbb{R}^n : \|\beta\|_{\text{group}} \leq k} l(\beta) \]

Then,

\[ \| \nabla l(\beta^\infty) |_{T_i} \|^2 \geq \frac{2 \mu_{k+k'}}{k} (l(\beta^\infty) - l(\beta^*)) + \frac{(k' - k) \mu_{k+k'}^2}{k} \| \beta^\infty |_{T_j} \|^2. \]

Proof. Let \( U^* \subseteq [n] \) be the support of \( \beta^* \) and let \( U \subseteq [n] \) be the support of \( \beta^\infty \). Note that \( \| \beta^* - \beta^\infty \|_{\text{group}} \leq k + k' \). Then,

\[
l(\beta^*) - l(\beta^\infty) \geq \langle \nabla l(\beta^\infty), \beta^* - \beta^\infty \rangle + \frac{\mu_{k+k'}}{2} \| \beta^* - \beta^\infty \|^2 \]

\[
= \langle \nabla l(\beta^\infty) \rangle_{u \subseteq U} (\beta^* - \beta^\infty)_{u \subseteq U} + \frac{\mu_{k+k'}}{2} \| \beta^* - \beta^\infty \|^2 \]

\[
\geq -\| \nabla l(\beta^\infty) \|_{u \subseteq U} \| (\beta^* - \beta^\infty)_{u \subseteq U} \|^2 + \frac{\mu_{k+k'}}{2} \| (\beta^* - \beta^\infty)_{u \subseteq U} \|^2 \]

\[
\geq \min_{x} -\| \nabla l(\beta^\infty) \|_{x \subseteq U} \| \beta^\infty \|_{u \subseteq U} \|^2 + \frac{\mu_{k+k'}}{2} \| \beta^\infty \|_{u \subseteq U} \|^2 \]

\[
= -\frac{\mu_{k+k'}}{2} \| \beta^\infty \|_{u \subseteq U} \|^2 + \frac{\mu_{k+k'}}{2} \| \beta^\infty \|_{u \subseteq U} \|^2 \]

so

\[
\| \nabla l(\beta^\infty) \|_{U^* \setminus U} \|^2 \geq \frac{2 \mu_{k+k'}}{k} (l(\beta^\infty) - l(\beta^*)) + \frac{\mu_{k+k'}^2}{2} \| \beta^\infty \|_{U^* \setminus U} \|^2. \]

Now note that \( U^* \setminus U \) is supported on at most \( k \) groups, so by averaging, there exists some group \( T_i \) outside of \( U \) such that

\[
\| \nabla l(\beta^\infty) \|_{T_i} \|^2 \geq \frac{2 \mu_{k+k'}}{k} (l(\beta^\infty) - l(\beta^*)) + \frac{\mu_{k+k'}^2}{2} \| \beta^\infty \|_{T_j} \|^2. \]

Lemma 16.4.9. Let \( \beta^{(r)} \) denote the value of \( \beta^\infty \) (Line 4) after \( r \) iterations of Algorithm 9 with \( \beta^{(0)} = 0 \) and \( |S^0| = k' \geq k \left( \frac{L_2}{\mu_{k+k'}} + 1 \right) \). Let

\[ \beta^* := \arg \min_{\beta \in \mathbb{R}^n : \|\beta\|_{\text{group}} \leq k} l(\beta) \]

Then,

\[
l(\beta^{(r)}) - l(\beta^*) \leq \exp \left( -\frac{r \mu_{k+k'}}{L_2} \right) \left( l(\beta^{(0)}) - l(\beta^*) \right) \]
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Proof. By Lemmas 16.4.7 and 16.4.8, we have that

\[ l(\beta^{(r)}) - l(\beta^{(r+1)}) \geq (2L_2)^{-1} \| \nabla l(\beta^{(r)}) \|_{T_r^*}^2 - \frac{1}{2} L_2 \| \beta^\infty \|_{T_r^*}^2 \]

\[ \geq \frac{1}{k} \frac{\mu_{k+k'}}{L_2} \left( l(\beta^{(r)}) - l(\beta^*) \right) + \frac{1}{2} \left( \frac{(k' - k) \mu_{k+k'}}{k L_2} - L_2 \right) \| \beta^\infty \|_{T_r^*}^2 \]

\[ \geq \frac{1}{k} \frac{\mu_{k+k'}}{L_2} \left( l(\beta^{(r)}) - l(\beta^*) \right), \]

as long as \( k' \geq k \left( \frac{L_2^2}{\mu_{k+k'}} + 1 \right) \). So,

\[ l(\beta^{(r+1)}) - l(\beta^*) = l(\beta^{(r)}) - l(\beta^*) - \left( l(\beta^{(r)}) - l(\beta^{(r+1)}) \right) \]

\[ \leq l(\beta^{(r)}) - l(\beta^*) - \frac{1}{k} \frac{\mu_{k+k'}}{L_2} \left( l(\beta^{(r)}) - l(\beta^*) \right) \]

\[ = \left( 1 - \frac{1}{K} \frac{\mu_{k+k'}}{L_2} \right) \left( l(\beta^{(r)}) - l(\beta^*) \right) \]

\[ \leq \exp \left( -\frac{1}{K} \frac{\mu_{k+k'}}{L_2} \right) \left( l(\beta^{(r)}) - l(\beta^*) \right) \]

Applying the above inductively proves the claim. \( \Box \)

**Corollary 16.4.10** (Bicriteria sparsity with \( \varepsilon \) additive error). After \( R \) iterations of Algorithm 9 with \( k' \geq k \left( \frac{L_2^2}{\mu_{k+k'}} + 1 \right) \), for

\[ R \geq k \cdot \frac{L_2}{\mu_{k+k'}} \log \frac{l(\beta^{(0)}) - l(\beta^*)}{\varepsilon}, \]

then \( \beta^\infty \) (Line 4) has group sparsity \( \| \beta^\infty \|_{\text{group}} \leq k' \) and satisfies

\[ l(\beta^\infty) \leq l(\beta^*) + \varepsilon, \]

where \( \mu_{k+k'} \) is a lower bound on the restricted strong convexity constant of \( l \) at group sparsity \( k + k' \) and \( L_2 \) is an upper bound on the restricted smoothness constant of \( l \) at group sparsity 2 (see Definition 16.4.1).

**Proof.** This follows immediately from the bound of Lemma 16.4.9 and rearranging. \( \Box \)

### 16.5 Equivalence of Group Sequential Attention and Group Sequential LASSO

We generalize a result of [Hof17] to the group setting, which allows us to translate guarantees for Group Sequential LASSO (Algorithm 6) to Group Sequential Attention (Algorithm 8).
Lemma 16.5.1. Let $l : \mathbb{R}^n \to \mathbb{R}$ and $\lambda > 0$. Let $T_i \subseteq [n]$ for $i \in [t]$ form a partition of $[n]$. Let $S \subseteq [t]$. Then,

$$\inf_{\beta \in \mathbb{R}^n} l(\beta) + \lambda \sum_{i \in S} \| \beta |_{T_i} \|_2 = \inf_{\beta_w \in \mathbb{R}^n, \beta \in \mathbb{R}^n} l(\beta_w) + \frac{\lambda}{2} \left( \| w |_S \|_2^2 + \sum_{i \in S} \| \beta |_{T_i} \|_2^2 \right)$$

where $\beta_w \in \mathbb{R}^n$ is the vector such that $\beta_w |_{T_i} := w_i \cdot \beta |_{T_i}$.

Proof. We have that

$$\inf_{w \in \mathbb{R}^t, \beta \in \mathbb{R}^n} l(\beta) + \frac{\lambda}{2} \left( \| w |_S \|_2^2 + \sum_{i \in S} \| \beta |_{T_i} \|_2^2 \right) = \inf_{w \in \mathbb{R}^t, u \in \mathbb{R}^n} l(u) + \frac{\lambda}{2} \sum_{i \in S} w_i^2 + \frac{\| u |_{T_i} \|_2^2}{w_i^2}$$

Now note that for each $i \in S$, we have that

$$w_i^2 + \frac{\| u |_{T_i} \|_2^2}{w_i^2} \geq 2\| u |_{T_i} \|_2$$

with equality if and only if $w_i^2 = \| u |_{T_i} \|_2$ by tightness of the AM-GM inequality. \qed

16.6 Experiments: feature selection via Sequential Attention

We present experimental results when running the Sequential Attention algorithm, as investigated in [YBC+23]. The code for these experiments can be found at https://github.com/google-research/google-research/tree/master/sequential_attention.

16.6.1 Small-scale experiments

We investigate the performance of Sequential Attention, as presented in Algorithm 8, through experiments on standard feature selection benchmarks for neural networks. In these experiments, we consider six datasets (see Table 16.1) used in experiments in [LRT21, BAZ19], and select $k = 50$ features using a one-layer neural network with hidden width 67 and ReLU activation (just as in these previous works). For more points of comparison, we also implement the attention-based feature selection algorithms of [BAZ19, LLY21] and the Group LASSO, which has been considered in many works that aim to sparsify neural networks. We also implement natural adaptations of the Sequential LASSO and OMP for neural networks and evaluate their performance.

In Figure 16.1, we see that Sequential Attention is competitive with or outperforms all feature selection algorithms on this benchmark suite. For each algorithm, we report the mean of the prediction accuracies averaged over five feature selection trials.

We note that our algorithm is considerably more efficient compared to prior feature selection algorithms, especially those designed for neural networks. This is because many of these prior algorithms introduce entire subnetworks to train [BAZ19, GGH19, WC20, LLY21], whereas Sequential Attention only adds $d$ additional trainable variables. Furthermore, in these experiments, we implement an optimized version of Algorithm 8 that only trains one model rather than $k$ models, by partitioning the training epochs into $k$ parts and selecting one feature in each of these $k$ parts. Combining these two aspects makes for an extremely efficient algorithm.
Table 16.1: Statistics on benchmark datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Examples</th>
<th># Features</th>
<th># Classes</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mice Protein</td>
<td>1,080</td>
<td>77</td>
<td>8</td>
<td>Biology</td>
</tr>
<tr>
<td>MNIST</td>
<td>60,000</td>
<td>784</td>
<td>10</td>
<td>Image</td>
</tr>
<tr>
<td>MNIST-Fashion</td>
<td>60,000</td>
<td>784</td>
<td>10</td>
<td>Image</td>
</tr>
<tr>
<td>ISOLET</td>
<td>7,797</td>
<td>617</td>
<td>26</td>
<td>Speech</td>
</tr>
<tr>
<td>COIL-20</td>
<td>1,440</td>
<td>400</td>
<td>20</td>
<td>Image</td>
</tr>
<tr>
<td>Activity</td>
<td>5,744</td>
<td>561</td>
<td>6</td>
<td>Sensor</td>
</tr>
</tbody>
</table>

Figure 16.1: Feature selection results for small-scale neural network experiments. Here, SA = Sequential Attention, LLY = [LLY21], GL = Group LASSO, SL = Sequential LASSO, OMP = OMP, and CAE = Concrete Autoencoder [BAZ19].

16.6.2 Large-scale experiments

To demonstrate the scalability of our algorithm, we perform large-scale feature selection experiments on the Criteo click dataset, which consists of 39 features and over three billion examples for predicting click-through rates [DGL17]. Our results in Figure 16.2 show that Sequential Attention outperforms other methods when at least 15 features are selected. In particular, these plots highlight the fact that Sequential Attention excels at finding valuable features once a few features are already in the model, and that it has substantially less variance than LASSO-based feature selection algorithms.

16.6.3 Visualization of selected MNIST features

In Figure 16.3, we present visualizations of the features (i.e., pixels) selected by Sequential Attention and the baseline algorithms. This provides some intuition on the nature of the features that these algorithms select. Similar visualizations for MNIST can be found in works such as
Figure 16.2: AUC and log loss when selecting $k \in \{10, 15, 20, 25, 30, 35\}$ features for Criteo dataset.

[BAZ19, GGH19, WC20, LRT21, LLY21]. Note that these visualizations serve as a basic sanity check about the kinds of pixels that these algorithms select. For instance, the degree to which the selected pixels are “clustered” can be used to informally assess the redundancy of features selected for image datasets, since neighboring pixels tend to represent redundant information. It is also useful at time to assess which regions of the image are selected. For example, the central regions of the MNIST images are more informative than the edges.

Sequential Attention selects a highly diverse set of pixels due to its adaptivity. Sequential LASSO also selects a very similar set of pixels, as suggested by our theoretical analysis in Section 16.3. Curiously, OMP does not yield a competitive set of pixels, which demonstrates that OMP does not generalize well from least squares regression and generalized linear models to deep neural networks.

Figure 16.3: Visualizations of the $k = 50$ pixels selected by the feature selection algorithms on MNIST.
Chapter 17

Column subset selection with entrywise losses [WY23a]

As is the case for subspace embeddings and linear regression, the problem of low rank approximation is best understood when the norm under consideration is the $\ell_2$ loss (which corresponds to the Frobenius norm in this case), and a long line of work has studied fast randomized algorithms for low rank approximation under the Frobenius norm [FKV04, DV06, DKK06a, DKK06b, DKK06c, DMM06b, CW13, MM15, CMM17, BW17]. However, when the input matrix is corrupted by heavy-tailed noise or include outliers, the $\ell_2$ norm is not always the most desirable due to the fact that it tends to fit to the outliers too much. Thus, oftentimes, it is desirable to solve the low rank approximation problem under other error measures, especially those with slower growth than the $\ell_2$ loss. One notable class of losses is the entrywise $\ell_p$ loss, and more generally, the entrywise $g$ loss, where $g$ can be an arbitrary loss function.

Definition 17.0.1 (Entrywise losses). Let $A \in \mathbb{R}^{n \times d}$ and let $g : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$. Then, we define the entrywise $g$ norm of $A$ as

$$\|A\|_g := \sum_{i=1}^{n} \sum_{j=1}^{d} g(A_{i,j}).$$

When $g(x) = |x|^p$, then we instead define

$$\|A\|_{p,p} := \left( \sum_{i=1}^{n} \sum_{j=1}^{d} |A_{i,j}|^p \right)^{1/p}$$

to be the entrywise $\ell_p$ loss.

For $p \neq 2$, the entrywise loss low rank approximation is computationally hard to approximate under a variety of natural hardness assumptions [Mie09, GV18, DHJ+18, BBB+19, MW21] and thus we need to allow for an appropriate notion of approximation to obtain efficient algorithms. We study bicriteria approximation guarantees of the following form:

Definition 17.0.2 (Bicriteria coreset for low rank approximation). Let $A \in \mathbb{R}^{n \times d}$, let $k$ be a rank parameter, and let $\|\cdot\|$ be any loss function. Let $S \subseteq [d]$ a subset of columns, and write $A|_S$ for
the $n \times S$ matrix formed by the columns of $A$ indexed by $S$.

Then, $S$ is a bicriteria coreset with distortion $\kappa \geq 1$ if
\[
\min_{X \in \mathbb{R}^{S \times d}} \|A - A X^S\| \leq \kappa \min_{\text{rank}(A') \leq k} \|A - A'\|.
\]

## 17.1 Algorithms for general entrywise losses

We begin by presenting our result on the entrywise $g$-norm low rank approximation problem, which was first considered by [SWZ19]. For our analysis, we will need to assume several natural properties on $g$, which have been considered in previous work [CW15b, CW15a, SWZ19, MMWY22] for obtaining provable guarantees for randomized numerical linear algebra under a broad class of loss functions:

**Definition 17.1.1.** Let $g : \mathbb{R} \to \mathbb{R}_{\geq 0}$. Then:
- $g$ satisfies the ati$_{g,t}$-approximate triangle inequality if for any $x_1, x_2, \ldots, x_t$, $g(\sum x_i) \leq ati_{g,t} \cdot \sum g(x_i)$.
- $g$ is mon$_g$-monotone if for any $0 \leq |x| \leq |y|$, $g(x) \leq \text{mon}_g \cdot g(y)$.
- $g$ has at least lin$_g$-linear growth if for any $0 < |x| \leq |y|$, $g(y)/g(x) \geq \text{lin}_g \cdot |y|/|x|$.

For example, popular functions that satisfy these bounds include the Huber loss, Fair loss, Cauchy loss, $\ell_1$-$\ell_2$ loss, and the quantile loss [SWZ19]. While the lin$_g$-linear growth bound excludes the Tukey loss, which grows quadratically near the origin and stays constant away from the origin, it allows for a modification of the Tukey loss where the constant away from the origin is replaced by an arbitrarily slow linear growth [CW15a].

[SWZ19] showed that, given an algorithm for solving linear regression in the $g$-norm with relative error $\text{reg}_g$, it is possible to compute a set of $O(k \log d)$ columns achieving an approximation ratio of
\[
O(k \log k) \cdot \text{reg}_g \cdot \text{mon}_g \cdot ati_{g,k+1}.
\]

for $g$ satisfying the mon$_g$-monotone and ati$_{g,t}$-approximate triangle inequality properties. We show that for the slightly restricted family of $g$ of at least lin$_g$-linear growth, which for example includes all convex $g$ [CW15a], we obtain an improved approximation ratio of
\[
O(\sqrt{k}) \cdot \frac{\text{reg}_g \cdot ati_{g,s+1}}{\text{lin}_g}.
\]

Our guarantee matches, and in fact improves a log factor, of the $\ell_1$ column subset selection guarantee of [MW21], despite being a far more general result. Furthermore, our bound is tight, in the sense that the $\sqrt{k}$ cannot be improved to a smaller polynomial due to a matching lower bound for $\ell_1$ column subset selection [SWZ17]. Our technique for removing the log $k$ factor in the distortion is general, and can be used to improve prior results for $\ell_p$ column subset selection as well [CGK+17, DWZ+19, MW21].

---

1 We allow for indexing matrices and vectors by arbitrary sets. For example, $\mathbb{R}^S$ is the set of vectors with entries indexed by elements $s$ of $S$, and $\mathbb{R}^{S \times d}$ is the set of matrices with rows indexed by elements of $S$ and columns indexed by $[d]$. 
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**Theorem 17.1.2** (Improved guarantees for entrywise low rank approximation). Let \( A \in \mathbb{R}^{n \times d} \) and let \( k \geq 1 \). Let \( s = O(k) \). Let \( g : \mathbb{R} \to \mathbb{R}_{\geq 0} \) be a loss function satisfying the ati\(_g,t\)-approximate triangle inequality for \( t = s + 1 \) and the lin\(_g\)-linear growth property. Furthermore, suppose that there is an algorithm outputting \( \tilde{x} \) such that
\[
\| B \tilde{x} - b \|_g \leq \text{reg}_{g,s} \cdot \min_{x \in \mathbb{R}^n} \| B x - b \|_g
\]
for any \( B \in \mathbb{R}^{n \times s} \) and \( b \in \mathbb{R}^n \). Then, there is an algorithm, Algorithm 10, which outputs a subset \( S \subseteq [d] \) of \( |S| = O(k (\log d)^2) \) columns and \( X \in \mathbb{R}^{t \times d} \) such that
\[
\| A - A|_S X \|_g \leq O(\sqrt{k}) \frac{\text{reg}_{g,O(s \log d)} \cdot \text{ati}_{g,s+1}}{\text{lin}_g} \min_{\text{rank}(A') \leq k} \| A - A' \|_g.
\]

**Algorithm 10** Column subset selection for \( M \)-estimators

**input:** Input matrix \( A \in \mathbb{R}^{n \times d} \), rank \( k \), loss function \( g \).

**output:** Subset \( T \subseteq [d] \) of \( O(k \log^2 d) \) columns.

1: \( T_0 \leftarrow [d] \)
2: \( s \leftarrow O(k) \)
3: while \( |T_l| \geq 1000s \) do
4: \( t_l \leftarrow 160s \log_2 d_l \)
5: for \( t = 1, 2, \ldots, O(\log \log d) \) do
6: \( C_{l,t} \leftarrow \sum_{j \in F_{l,t}} \| A H x_j - a_j \|_g \)
7: \( F_{l,t} \leftarrow \text{the } d_l/960 = \lfloor |T_l|/960 \rfloor \text{ columns with smallest regression cost } \| A H x_j - a_j \|_g \)
8: \( T_{l+1} \leftarrow T_l \setminus F_{l,t} \)

For the important case of the Huber loss, given by
\[
H(x) = \begin{cases} 
|x|^2/2 & \text{if } |x| \leq 1 \\
|x| - 1/2 & \text{if } |x| > 1 
\end{cases}
\]
we specialize our technique to give the following optimized result:

**Theorem 17.1.3** (Entrywise Huber low rank approximation). Let \( A \in \mathbb{R}^{n \times d} \) and let \( k \geq 1 \). There is an algorithm which outputs a subset \( S \subseteq [d] \) of \( |S| = O(k \log d) \) columns and \( X \in \mathbb{R}^{S \times d} \) such that
\[
\| A - A|_S X \|_H \leq O(k) \min_{\text{rank}(A') \leq k} \| A - A' \|_H,
\]
where \( \| \cdot \|_H \) denotes the entrywise Huber loss.
We first give a slightly more useful form of Theorem 3.2.2 to our setting.

By symmetry, we have that

\[ \text{Lemma 17.1.4.} \]

\[ \text{Proof.} \]

Let \( \mathbf{A}_* = QR \) for some orthonormal \( Q \in \mathbb{R}^{n \times k} \) and \( R \in \mathbb{R}^{k \times d} \). Then by Theorem 3.2.2, there exists a set \( S \subseteq [d] \) of size \( s = O(k) \) such that for every \( j \in [d] \),

\[ \| (\mathbf{A}_*|^{S})^{-} \mathbf{a}_i^{*} \|_2^2 \leq O(1). \]

The result then follows since

\[ \| (\mathbf{A}_*|^{S})^{-} \mathbf{a}_i^{*} \|_2^2 = (\mathbf{a}_i^{*}^\top (\mathbf{A}_*|^{S})^{-\top} (\mathbf{A}_*|^{S})^{-} \mathbf{a}_i^{*}) \]

\[ = (\mathbf{r}_i^\top Q |^{S})^{-\top} (\mathbf{R}|^{S})^{-\top} Q \mathbf{r}_i \]

\[ = \| (\mathbf{R}|^{S})^{-\top} \mathbf{r}_i \|_2^2. \]

Using Lemma 17.1.4, we now obtain the following lemma, which gives an improved version of Lemmas 2.1 and 2.2 of [SWZ19].

**Lemma 17.1.5.** Let \( \mathbf{A} \in \mathbb{R}^{n \times d} \). Let \( \mathbf{A}_* \in \mathbb{R}^{n \times d} \) be any rank \( k \) matrix and let \( \mathbf{D} = \mathbf{A} - \mathbf{A}_* \). Let \( s \geq O(k) \) and let \( H \sim \left( \frac{|d|}{2s} \right) \) and let \( i \sim [d] \setminus H \). Let \( R = R(H \cup \{ i \}) \) be the set of size \( s \) given by Lemma 17.1.4 for \( \mathbf{A}_*|^{H \cup \{i\}} \). The following hold:

- With probability at least 1/2, \( i \notin R \)
- If \( i \notin R \), then there is \( x \in \mathbb{R}^H \) such that

\[ \min_{x \in \mathbb{R}^H} \| \mathbf{A}|^H x - \mathbf{a}^i \|_g^2 \leq O(1) \frac{\mathbf{a}^i_0^2}{\ln^2 g} \sum_{j \in H \cup \{ i \}} \| \mathbf{d}^j \|_g^2 \]  

(17.1)

- With probability at least 1/4 over \( H \sim \left( \frac{|d|}{2s} \right) \),

\[ |\{ i \in [d] \setminus H : i \notin R(H \cup \{ i \}) \}| \geq \frac{d}{4} \]

**Proof.** By symmetry, \( i \) is a uniformly random index of \( H \cup \{ i \} \), so \( \Pr\{ i \notin R \} \geq 1 - s/(2s+1) > 1/2 \), which gives the first conclusion.

Let \( \alpha_j \) denote the \( j \)th entry of \( (\mathbf{A}_*|^{R})^{-} \mathbf{a}_i^{*} \) for each \( j \in R \) and \( \alpha_j = 0 \) for \( j \in H \setminus R \). We then have that

\[ \min_{x \in \mathbb{R}^H} \| \mathbf{A}|^H x - \mathbf{a}^i \|_g \leq \| \sum_{j \in H} \alpha_j \mathbf{a}^j - \mathbf{a}^i \|_g \]
\begin{align*}
\sum_{j \in H} \alpha_j (a_j^i + d^j) - (a_i^* + d^i) \leq \left\| \sum_{j \in H} \alpha_j (a_j^i + d^j) - (a_i^* + d^i) \right\|_g \\
= \left\| \sum_{j \in R} \alpha_j d^j - d^i \right\|_g & \quad \text{since } A_i^* R (A_i^*)^T - a_i^* = a_i^* \\
\leq \frac{ati_{g, a + 1}}{\ln g} \left( \sum_{j \in R} \|\alpha_j d^j\|_g + \|d^i\|_g \right) & \quad \text{approximate triangle inequality} \\
\leq \frac{ati_{g, a + 1}}{\ln g} \left( \sum_{j \in R} \alpha_j \|d^j\|_g + \|d^i\|_g \right) & \quad \text{at least linear growth} \\
\leq \frac{ati_{g, a + 1}}{\ln g} \left( \left( \sum_{j \in R} \alpha_j^2 \right)^{1/2} \left( \sum_{j \in R} \|d^j\|_g^2 \right)^{1/2} + \|d^i\|_g \right) & \quad \text{Cauchy–Schwarz} \\
\leq O(1) \frac{ati_{g, a + 1}}{\ln g} \left( \left( \sum_{j \in R} \|d^j\|_g^2 \right)^{1/2} + \|d^i\|_g \right).
\end{align*}

Squaring both sides yields the second conclusion.

The third conclusion follows from the same proof as Lemma 2.2 of [SWZ19]. \qed

### 17.1.2 Sharper guarantees for the [SWZ19] algorithm

We now use the result of Lemma 17.1.5 to improve the analysis of the [SWZ19] algorithm.

#### Level sets

Let \( A = A_* + \Delta \), where \( A_* \) is the best rank \( k \) approximation in the \( g \)-norm. Let the columns of \( \Delta \) be \( \delta^1, \delta^2, \ldots, \delta^d \). To gain fine-grained control over the costs of the columns, we will need to consider a partition of the columns into \( O(\log d) \) level sets based on \( \|\delta^j\|_g \).

**Definition 17.1.6.** Let \( l \in \mathbb{N} \). Then:

- Let \( s = O(k) \) denote the maximum size of an \( \ell_2 \)-well-conditioned subset given by Theorem 3.2.2 in \( k \) dimensions.
- Let \( T_l \subseteq [d] \) denote the subset of columns surviving after the \( l \)th round of the algorithm. We assume without loss of generality that \( T_l = [d_i] \) for some \( d_i \leq d \). Furthermore, we assume without loss of generality that \( \|\delta^1\|_g \geq \|\delta^2\|_g \geq \cdots \geq \|\delta^d\|_g \).
- Let \( \text{Res}_l := \sum_{j=d_i/4}^{d_i} \|\delta^j\|_g \) denote the residual cost, after restricting to the surviving columns and after removing the columns with cost in the top quarter.
- Let

\[
R_i^l := \begin{cases} 
\{ j \in [d_i] \setminus [d_i/4] : \|\delta^j\|_g \leq \frac{1}{d_i} \text{Res}_l \} & \text{if } i = \infty \\
\{ j \in [d_i] \setminus [d_i/4] : 2^{-i} \cdot \text{Res}_l < \|\delta^j\|_g \leq 2^{-i+1} \cdot \text{Res}_l \} & \text{if } 0 < i < 2 \log_2 d_i
\end{cases}
\]

Recall that our goal is to show that with constant probability, the \( d_i/80 \) columns with the smallest regression cost when fit on \( A_i^* H \) each have a cost of at most \( O(\sqrt{k}) \text{Res}_l / d_i \). We first show that we may assume with out loss of generality that \( R_i^\infty \) is small in cardinality.
Lemma 17.1.7. If \( |R_i^\infty| > d_i/4 \), then with probability at least 1/6 over the randomness of \( H \),
\[
\left| \left\{ j \in T_i : \min_{x \in \mathbb{R}^H} \| A[H] x - a^j \|_g \leq \frac{1}{d_l} \text{Res}_l \right\} \right| \geq \frac{1}{80} d_l
\]

Proof. Note that \( E[|R_i^\infty \cap H|] \geq 20s \). By Chernoff bounds, with probability at least 99/100, we have that \( |R_i^\infty \cap H| \geq 4s \geq 2k \). Then by conditioning on the size of \( R_i^\infty \cap H \), we can apply the same proof from Lemma 2.5 of [SWZ19] restricted to \( R_i^\infty \) to show that with probability at least 1/5 - 1/100 \( \geq 1/6 \) over the randomness of \( H \),
\[
\left| \left\{ j \in T_i : \min_{x \in \mathbb{R}^H} \| A[H] x - a^j \|_g \leq \frac{|H|}{d_l^2} \text{Res}_l \right\} \right| \geq \frac{1}{20} |R_i^\infty| \geq \frac{1}{20} \cdot \frac{d_l}{4} = \frac{1}{80} d_l.
\]

Note that \( |H| \leq d_l \), which gives the claimed result. \( \square \)

By Lemma 17.1.7, we may assume that \( |R_i^\infty| \leq d_i/4 \). In this case, we show that we must have many columns which belong to a large level set.

Lemma 17.1.8. Suppose that \( |R_i^\infty| \leq d_i/4 \). Then, at least \( d_i/4 \) columns belong to a level set \( R_i^\ell \) such that \( |R_i^\ell| \geq d_i/8 \log_2 d_l \).

Proof. Note that the number of columns which can belong in a level set of size less than \( d_i/8 \log_2 d_l \) is less than
\[
2(\log_2 d_l) \cdot \frac{d_l}{8 \log_2 d_l} = \frac{d_l}{4}
\]
since there are only \( 2 \log_2 d_l \) level sets. Since there are at most \( d_i/4 \) columns in \( R_i^\infty \) and at most \( d_i/4 \) that are excluded for being in the top quarter, we conclude as desired. \( \square \)

Fitting a constant fraction of columns

We will now show that we can fit a constant fraction of columns in a large level set with small cost. We first show the following lemma for a single level set:

Lemma 17.1.9. Let \( i \in [2 \log_2 d_l] \) be such that \( |R_i^\ell| \geq d_i/8 \log_2 d_l \). Then, with probability at least 1/6, there are at least \( |R_i^\ell|/20 \) indices \( j \in R_i^\ell \) such that there exists \( x \) satisfying
\[
\min_{x \in \mathbb{R}^H} \| A[H] x - a^j \|_g \leq O(\sqrt{s}) \frac{\alpha_{i,s+1} \text{Res}_l}{\text{lin}_g} \frac{1}{2^i}
\]

Proof. The proof is based on adapting Lemmas 2.3, 2.4, and 2.5 of [SWZ19].

Note that \( E[|R_i^\ell \cap H|] \geq 20s \). By Chernoff bounds, with probability at least 99/100, we have that \( |R_i^\infty \cap H| \geq 4s \). We condition on this event. Then, let \( H' \subseteq R_i^\ell \cap H \) be a uniformly random subset of \( R_i^\ell \cap H \) of size \( 2s \). Then by Markov’s inequality,
\[
\Pr_{H'} \left\{ \sum_{j \in H'} \| \delta_j^i \|_g^2 \geq 40 \frac{s}{|R_i^\ell|} \sum_{j \in R_i^\ell} \| \delta_j^i \|_g^2 \right\} \leq \frac{\mathbb{E} \left[ \sum_{j \in H'} \| \delta_j^i \|_g^2 \right]}{40 \frac{s}{|R_i^\ell|} \sum_{j \in R_i^\ell} \| \delta_j^i \|_g^2} \leq \frac{2s}{|R_i^\ell|} \sum_{j \in R_i^\ell} \| \delta_j^i \|_g^2 \leq \frac{1}{20}
\]
Furthermore, by an averaging argument, we have that
\[ \left\{ j' \in R_i^l : \| \delta^{j'} \|_g^2 \geq \frac{5}{|R_i^l|} \sum_{j \in R_i^l} \| \delta^j \|_g^2 \right\} \leq \frac{1}{5} |R_i^l| \]

Now note that \( H' \) is a uniformly random subset of \( R_i^l \) of size \( 2s \). Then, by Lemma 17.1.5, we have that with probability at least \( \frac{1}{4} \), there are at least \( |R_i^l|/4 \) indices \( j' \in R_i^l \) for which (17.1) holds. Thus, for at least \( |R_i^l|/4 - |R_i^l|/5 = |R_i^l|/20 \) indices \( j' \in R_i^l \), we have that
\[
\min_{x \in \mathbb{R}^{|H'|}} \| A^{H'} x - a^{j'} \|_g^2 \leq O(1) \frac{\text{ati}_{g,s+1}^2}{\text{lin}_g^2} \sum_{j \in H' \cup \{j'\}} \| \delta^j \|_g^2 \quad \text{Lemma 17.1.5}
\]
\[
\leq O(1) \frac{\text{ati}_{g,s+1}^2}{\text{lin}_g^2} \frac{20s + 5}{|R_i^l|} \sum_{j \in R_i^l} \| \delta^j \|_g^2 \quad \text{Lemma 17.1.9}
\]
\[
\leq O(1) \frac{\text{ati}_{g,s+1}^2}{\text{lin}_g^2} \frac{s}{2^i} \text{Res}_i^2 \quad \text{Definition 17.1.6}
\]

By padding \( x \) with zeros on \( H \setminus H' \) and taking square roots, we get the desired result. \( \square \)

Next, we apply an averaging argument to show that if we sum across all large level sets, we fit a constant fraction of columns all \( d_l \) with constant probability.

**Lemma 17.1.10.** Suppose that \( |R_i^\infty| \leq d_l/4 \). Then with probability at least \( 1/960 \), there is a set of size \( F \subseteq [d_l] \) such that \( |F| \geq d_l/960 \) and
\[
\sum_{j \in F} \min_{x \in \mathbb{R}^{|H'|}} \| A^{H'} x - a^j \|_g \leq O(\sqrt{s}) \frac{\text{ati}_{g,s+1}^2}{\text{lin}_g} \cdot \text{Res}_l
\]

**Proof.** By Lemma 17.1.9, for a fixed level set \( i \) with \( |R_i^l| \geq d_l/8 \log_2 d_l \), with probability at least \( 1/6 \), we fit at least \( |R_i^l|/20 \) columns with cost at most
\[
O(\sqrt{s}) \frac{\text{ati}_{g,s+1}^2}{\text{lin}_g} \cdot \text{Res}_l
\]
each. Then, let \( X_i \) be the random variable that represents the number of such columns in \( R_i^l \), and define
\[
X := \sum_{i:|R_i^l| \geq d_l/8 \log_2 d_l} X_i
\]
Note then that
\[
E[X] \geq \sum_{i:|R_i^l| \geq d_l/8 \log_2 d_l} \frac{1}{6} \cdot \frac{1}{20} |R_i^l| \geq \frac{1}{6} \cdot \frac{1}{20} \cdot 4 d_l = \frac{1}{480} d_l
\]
where the last inequality is by Lemma 17.1.8. Then by a standard averaging argument,
\[
\frac{1}{480} d_l \leq d_l \cdot \Pr\{ X \geq d_l/960 \} + \frac{d_l}{960} \Pr\{ X < d_l/960 \}
\]
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\[ \leq d_l \cdot \Pr\{X \geq d_l/960\} + \frac{d_l}{960} \]

so \( X \) is at least \( d_l/960 \) with probability at least \( 1/960 \). Furthermore, the total cost of all of the columns which are fit well is at most

\[ \sum_i O(\sqrt{s}) \frac{\text{ati}_{g,s+1}}{\text{lin}_g} \Res_{l} \leq O(\sqrt{s}) \frac{\text{ati}_{g,s+1}}{\text{lin}_g} \cdot \Res_{l}. \]

**Proof of Theorem 17.1.2**

We now give proofs for the various guarantees of our algorithm.

**Proof of Theorem 17.1.2.** Note first that the algorithm decreases the size of \( T_l \) by a \( (1 - 1/960) \) factor at each iteration. Thus, the algorithm makes at most \( L = O(\log d) \) iterations of the outer loop. By Lemma 17.1.10, we have a constant probability of success of choosing \( d_l/960 \) columns such that the total cost is at most

\[ O(\sqrt{s}) \frac{\text{ati}_{g,s+1}}{\text{lin}_g} \cdot \Res_{l}. \]

Since we repeat \( O(\log L) = O(\log \log d) \) times and use an \( \text{reg}_{g,t_l} \)-approximate regression algorithm, we with probability at least \( 1 - 1/100 \), we find \( d_l/960 \) columns \( F_l \subseteq T_l \) and corresponding coefficients \( X \) such that

\[ \|A|F_l - A|S_l X\|_g \leq O(\sqrt{s}) \frac{\text{reg}_{g,t_l} \cdot \text{ati}_{g,s+1}}{\text{lin}_g} \cdot \Res_{l}. \]

Thus, our total cost is

\[ \sum_{l=1}^{O(\log d)} O(\sqrt{s}) \frac{\text{reg}_{g,t_l} \cdot \text{ati}_{g,s+1}}{\text{lin}_g} \cdot \Res_{l}. \]

Finally, as argued in [SWZ19, MW21], we show that \( \sum_l \Res_{l} = O(\|\Delta\|_g) \). Note that if a column \( j \) contributes to \( \Res_{l} \), then it must be in the bottom \( 3/4 \) fraction of the \( \|\delta^l\|_g \) in round \( l \). Then since the bottom \( 1/960 \) fraction of \( \|\delta^l\|_g \) is fitted and removed in each round, \( \|\delta^l\|_g \) can only contribute to \( \Res_{l} \) in \( O(1) \) rounds. Thus, the sum is bounded by \( O(1) \sum_j \|\delta^j\|_g = O(\|\Delta\|_g) \).

The total number of columns selected is \( O(s \log d) \) in each of the \( O(\log d) \) rounds, for a total of \( O(s \log^2 d) \).

**17.2 Huber column subset selection**

For the important case of the Huber loss, the result of Theorem 17.1.2 only yields a distortion of \( \tilde{O}(k^{3/2}) \), due to a \( k \) factor loss from the approximate triangle inequality term. We further optimize our argument specifically for the Huber loss and obtain a distortion of \( O(k) \) instead.
Theorem 17.1.3 (Entrywise Huber low rank approximation). Let $A \in \mathbb{R}^{n \times d}$ and let $k \geq 1$. There is an algorithm which outputs a subset $S \subseteq [d]$ of $|S| = O(k \log d)$ columns and $X \in \mathbb{R}^{S \times d}$ such that

$$
\|A - A|_S^S X\|_H \leq O(k) \min_{\text{rank}(A') \leq k} \|A - A'|_H
$$

where $\|\cdot\|_H$ denotes the entrywise Huber loss.

Our improvement comes from the following structural result, which yields Theorem 17.1.3 when combined with Theorem 17.4.3:

Lemma 17.2.1. Let $A \in \mathbb{R}^{n \times d}$ and let $A*$ denote the optimal rank $k$ approximation to $A$ in the entrywise Huber norm. Then, there exists a set $S \subseteq [d]$ of $O(k)$ columns of $A$ and $X \in \mathbb{R}^{S \times d}$ such that

$$
\|A - A|_S^S X\|_H \leq O(d) \|A - A*\|_H.
$$

Proof. Let $S \subseteq [d]$ be an $\ell_2$-well-conditioned coreset for the columns of $A*$, given by Theorem 3.2.2. For each $j \not\in S$, we let the $j$th column of $X$ be the coefficient vector for fitting $a_j^i$ by $A*|_S$.

Following [CW15b, Lemma 37], we have that for any $x \in \mathbb{R}^d$,

$$
H(||x||_2) \leq \frac{||x||_2^2}{||x||_\infty^2} H(||x||_\infty) = \sum_{j=1}^d \frac{x_j^2}{||x||_\infty^2} H(||x||_\infty) \leq \sum_{j=1}^d H(x_j) = ||x||_H.
$$

Then,

$$
\|A - A|_S^S X\|_H = \|A* + \Delta - (A* + \Delta)|_S^S X\|_H
$$

$$
= \|\Delta - \Delta|_S^S X\|_H
$$

$$
\leq O(1)(\|\Delta\|_H + \|\Delta|_S^S X\|_H)
$$

so it suffices to bound $\|\Delta|_S^S X\|_H$. We have

$$
\|\Delta|_S^S X\|_H = \sum_{j=1}^d \sum_{i=1}^n H(e_i^\top \Delta|_S^S x_j)
$$

$$
\leq \sum_{j=1}^d \sum_{i=1}^n H(||e_i^\top \Delta|_S^S x_j||_2||x_j||_2)
$$

Cauchy–Schwarz

$$
\leq O(1) \sum_{j=1}^d \sum_{i=1}^n H(||e_i^\top \Delta|_S^S ||_2)
$$

$$
\leq O(1) \sum_{j=1}^d \sum_{i=1}^n \|e_i^\top \Delta|_S^S ||_H
$$

$$
\leq O(1) \sum_{j=1}^d \|\Delta|_H
$$
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as claimed.

\[ \leq O(d)\|\Delta\|_H \]

17.3 Algorithms for the entrywise $\ell_p$ norm

For $p \neq 2$, efficient bicriteria approximations for entrywise $\ell_p$ low rank approximation were obtained in a line of work initiated by [SWZ17], who studied the case of $p = 1$. For other $p \neq 2$, [CGK⁺17, DWZ⁺19] gave algorithms selecting $O(k \log d)$ columns achieving a distortion of $\tilde{O}(k^{1/p})$ for $p < 2$ and $\tilde{O}(k^{1-1/p})$ for $p > 2$, and a hardness result showing that any approximation spanned by $k$ columns must have distortion at least

\[ \Omega(k^{1-1/p}) \]  

(17.2)

Perhaps surprisingly, [MW21] then showed that the lower bound of (17.2) could be circumvented when $p < 2$, by giving an algorithm which selected $\tilde{O}(k \log d)$ columns and achieved a distortion of $\tilde{O}(k^{1/p-1/2})$. Note that this does not contradict the lower bound, since the hardness result of (17.2) applies only when exactly $k$ columns are selected. It was also shown that this result was optimal for such bicriteria algorithms, with a lower bound ruling out $k^{1/p-1/2-o(1)}$ approximations for any algorithm selecting $\tilde{O}(k)$ columns, based on a result of [SWZ17] which ruled out $k^{1/2-o(1)}$ approximations for any set of poly$(k)$ columns for $p = 1$.

Unfortunately, the algorithmic result of [MW21] uses $p$-stable random variables [Nol20] which only exist for $p \leq 2$, and similar improvements were not given for $p > 2$. Similarly, the hardness results also rely on specific properties of $p < 2$, and do not apply to $p > 2$. This motivates the following question:

**Question 17.3.1.** What distortions are possible for entrywise $\ell_p$ low rank approximation, if $O(k \log d)$ columns can be selected?

Our main result for entrywise $\ell_p$ low rank approximation is an algorithm which achieves the natural analogue of the algorithmic result of [MW21], which circumvents (17.2):

**Theorem 17.3.2** (Entrywise $\ell_p$ low rank approximation [WY23a]). Let $p \in [2, \infty]$, let $A \in \mathbb{R}^{n \times d}$, and let $k \geq 1$. There is an algorithm which outputs a subset $S \subseteq [d]$ of $O(k \log d)$ columns and $X \in \mathbb{R}^{S \times d}$ such that

\[ \|A - A|S^X\|_{p, p} \leq O(k^{1/2-1/p}) \min_{\text{rank}(A') \leq k} \|A - A'|_{p, p}. \]

17.3.1 Improved existential result

Our main improvement comes from the following lemma, which is inspired by the techniques of [MW21]. Rather than relying $p$-stable variables as in [MW21, Theorem 2.4], we instead make use of $\ell_p$ Lewis weights in our argument. We refer to Chapter 6 for a comprehensive discussion of $\ell_p$ Lewis weights and their applications.
Lemma 17.3.3. Let \( 2 \leq p \leq \infty \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( A_* \) denote the optimal rank \( k \) approximation to \( A \) in the entrywise \( \ell_p \) norm. Then, there exists a set \( S \subseteq [d] \) of \( O(k) \) columns of \( A \) and \( R \in \mathbb{R}^{k \times d} \) such that

\[
\| A - A S R \|_{p,p} \leq O( k^{1/2 - 1/p} ) \| A - A_* \|_{p,p}.
\] (17.3)

Proof. Let \( A_* = UV^T \) for some \( U \in \mathbb{R}^{n \times k} \) and \( V^T \in \mathbb{R}^{k \times d} \). Now let \( w \) be the \( \ell_p \) Lewis weights of \( V \) and let \( \hat{X} \) minimize

\[
\min_{X \in \mathbb{R}^{n \times k}} \| (A - XV^T) W^{1/2 - 1/p} \|_{p,2}
\]

up to a factor of 2. We have

\[
\| A - \hat{X}V^T \|_{p,p} \leq \| A - UV^T \|_{p,p} + \| UV^T - \hat{X}V^T \|_{p,p}
\]

\[
\leq \| A - UV^T \|_{p,p} + \| (UV^T - \hat{X}V^T) W^{1/2 - 1/p} \|_{p,2}
\]

\[
\leq \| A - UV^T \|_{p,p} + \| (UV^T - A) W^{1/2 - 1/p} \|_{p,2}
\]

\[
+ \| (A - \hat{X}V^T) W^{1/2 - 1/p} \|_{p,2}
\]

\[
\leq \| A - UV^T \|_{p,p} + 3 \| (UV^T - A) W^{1/2 - 1/p} \|_{p,2}
\]

near optimality

\[
\leq \| A - UV^T \|_{p,p} + 3 k^{1/2 - 1/p} \| UV^T - A \|_{p,p}
\]

Lemma 6.2.2

\[
= O( k^{1/2 - 1/p} ) \| A - UV^T \|_{p,p}.
\]

Thus, we have reduced the problem to an \( \ell_2 \) problem, at a cost of \( O( k^{1/2 - 1/p} ) \) distortion. Lemma 27 of [CW15b] then shows that if \( S^T \) is an \( \ell_2 \) sparsifier for \( V^T W^{1/2 - 1/p} \) which samples \( O(k) \) columns (see [SWZ19, Lemma C.25], based on [BSS12, Theorem 3.1]), then a minimizer \( \hat{U} \) of

\[
\min_{X \in \mathbb{R}^{n \times k}} \| (A - XV^T) W^{1/2 - 1/p} S^T \|_{p,2}
\]

satisfies

\[
\| (A - \hat{U}V^T) W^{1/2 - 1/p} \|_{p,2} \leq 2 \min_{X \in \mathbb{R}^{n \times k}} \| (A - XV^T) W^{1/2 - 1/p} \|_{p,2}.
\]

It follows that

\[
\| A - \hat{U}V^T \|_{p,p} \leq O( k^{1/2 - 1/p} ) \| A - UV^T \|_{p,p}.
\]

Finally, note that \( \hat{U} \) can be written as

\[
\hat{U} = AW^{1/2 - 1/p} S^T (V^T W^{1/2 - 1/p} S^T)^T.
\]

Thus, there exists an \( O( k^{1/2 - 1/p} ) \)-approximate solution with a left factor formed by \( O(k) \) columns of \( A \).

With Lemma 17.3.3 in hand, we can now apply the existential-to-algorithmic reduction of Theorem 17.4.3 to obtain the following:

Theorem 17.3.4. Let \( 2 \leq p < \infty \). Let \( A \in \mathbb{R}^{n \times d} \) and let \( k \geq 1 \). There is an algorithm which outputs a subset \( S \subseteq [d] \) of \( |S| = O(k \log d) \) columns and \( X \in \mathbb{R}^{S \times d} \) such that

\[
\| A - A S X \|_{p,p} \leq O( k^{1/2 - 1/p} ) \min_{\text{rank}(A) \leq k} \| A - \hat{A} \|_{p,p}.
\]
We note that by setting \( p = O(\log n) \), we also obtain a result for \( p = \infty \).

**Theorem 17.3.5.** Let \( A \in \mathbb{R}^{n \times d} \) and let \( k \geq 1 \). There is an algorithm which outputs a subset \( S \subseteq [d] \) of \( |S| = O(k \log d) \) columns and \( X \in \mathbb{R}^{S \times d} \) such that

\[
\| A - A^S X \|_{\infty, \infty} \leq O(k^{1/2}) \min_{\rank(\hat{A}) \leq k} \| A - \hat{A} \|_{\infty, \infty}.
\]

### 17.3.2 Lower bounds

For \( p = \infty \), we show that Theorem 17.3.2 is tight by showing that any set of at most \( \text{poly}(k) \) columns cannot achieve a distortion better than \( k^{3/2 - o(1)} \).

Our result is based on a variation on the ideas of Theorem 1.4 of [SWZ17].

**Definition 17.3.6 (Hard distribution).** Let \( c \geq 1 \) be any constant and let \( r = k^c \). We then define a distribution \( \mathcal{D} \) over \( (k + 2r) \times r \) matrix as follows. We let the first \( k \) rows have entries drawn independently from \( \mathcal{N}(0, I_r) \) and scaled by \( k \), and we let the last \( 2r \) rows be the \( 2r \) vectors in \( \{\pm 1\}^r \).

We will argue that with high probability, no matrix in the column span of \( r/2 \) columns of \( A \sim \mathcal{D} \) can approximate \( A \) by better than a \( \sqrt{k} \) factor. The optimal rank \( k \) approximation of any matrix drawn from the distribution in Definition 17.3.6 has \( \ell_\infty \) has cost at most 1, by setting the rank \( k \) approximation to be the first \( k \) rows:

**Lemma 17.3.7.** Let \( A \sim \mathcal{D} \) for \( \mathcal{D} \) defined in Definition 17.3.6. Then, with probability 1,

\[
\min_{\rank(\hat{A}) \leq k} \| A - \hat{A} \|_{\infty, \infty} \leq 1.
\]

Furthermore, the addition of the \( 2r \) hypercube vectors to the matrix gives the following property:

**Lemma 17.3.8.** Let \( S \subseteq [r] \). Then, for any \( X \in \mathbb{R}^{S \times r} \),

\[
\| A - A^S X \|_{\infty, \infty} \geq \max_{j=1}^r \| X e_j \|_1 - 1.
\]

**Proof.** Let \( j \in [r] \). Then, there exists a row \( i \) of \( A^S \) such that for each \( j' \in S \), \( A_{i,j'} = \text{sgn}(X_{j',j}) \), since \( A \) contains all sign vectors. Thus,

\[
e_i^T A^S X e_j = \sum_{j' \in S} A_{i,j'} X_{j',j} = \sum_{j' \in S} \text{sgn}(X_{j',j}) X_{j',j} = \| X e_j \|_1.
\]

On the other hand, \( A \) has absolute value at most 1 on this coordinate, thus yielding the claim. \( \square \)

With these insights in hand, the proof now essentially follows that of [SWZ17, Theorem G.28]; it is shown in [SWZ17] that if \( x \in \mathbb{R}^S \) fits the first \( k \) rows well in \( \ell_1 \) norm, then it must satisfy \( \| x \|_1 = \Omega(k^{0.5 - o(1)}) \). Since we scale the first \( k \) rows by \( k \), this means that we either have a high \( \ell_\infty \) cost in the first \( k \) rows, or a high \( \ell_\infty \) cost in the bottom \( 2r \) rows.
Theorem 17.3.9. Let $\alpha \in (0, 0.5)$, $k \in \mathbb{N}$, and $r = poly(k)$. Then, there exists a $(k + r) \times r$ matrix $A$ such that
\[
\min_{\text{rank}(A) \leq k} \|A - \hat{A}\|_{\infty,\infty} \leq 1
\]
and for any $S \subseteq [r]$ with $|S| \leq r/2$,
\[
\min_{x \in \mathbb{R}^{s \times r}} \|A - A|S|X\|_{\infty,\infty} \geq \Omega(k^{0.5-\alpha}).
\]

Proof. The proof closely follows [SWZ17, Theorem G.28]. For $B \sim \mathcal{N}(0, 1)^{k \times s}$ and scalars $\beta, \gamma > 0$, we say the event $\mathcal{E}(B, \beta, \gamma)$ holds if
\[
\begin{align*}
\|B\|_2 &\leq O(\sqrt{s}) \\
\text{Bx has at most } O(k/\log k) \text{ coordinates with absolute value at least } \Omega(1/\log k), &\text{ whenever } \|x\|_1 \leq O(k^\beta) \text{ and } \|x\|_\infty \leq O(k^{-\beta})
\end{align*}
\]
(see [SWZ17, Definition G.19]). It is shown in [SWZ17, Lemma G.20] that if $k \leq s \leq poly(k)$, $\beta > \gamma > 0$, and $\beta + \gamma < 1$, then $\Pr\{\mathcal{E}(B, \beta, \gamma)\} \geq 1 - \exp(-\Theta(k))$. We will apply this to the first $k$ rows $A|_{[k]}$ of $A$ scaled down by $k$, as well as to restrictions $A|_{[k]}^S$ of these rows to columns $S \subseteq [r]$.

It is shown in [SWZ17, Claim G.29] that for any $S \subseteq [r],$
\[
\Pr\left\{ \mathcal{E}\left(\frac{1}{k}A|_{[k]}^S, 0.5 + \alpha/2, 0.5 - \alpha\right) \mid \mathcal{E}\left(\frac{1}{k}A|_{[k]}, 0.5 + \alpha/2, 0.5 - \alpha\right) \right\} = 1
\]
We thus condition on $\mathcal{E}(\frac{1}{k}A|_{[k]}, 0.5 + \alpha/2, 0.5 - \alpha)$, which implies $\mathcal{E}(\frac{1}{k}A|_{[k]}^S, 0.5 + \alpha/2, 0.5 - \alpha)$ for every $S \subseteq [r]$. Then by [SWZ17, Lemma G.22], for any $S \subseteq [r]$ of size at most $r/2$, with probability at least $1 - \exp(-\Theta(rk))$, a constant fraction of the $r/2$ remaining rows $l \in [r] \setminus S$ satisfies that
\[
\min_{x \in \mathbb{R}^s} \left\| \frac{1}{k}A|_{[k]}^S x - Ae_l \right\|_1 + \|x\|_1 = \Omega(k^{0.5-\alpha})
\]
By relating the $\ell_1$ and $\ell_\infty$ norms up to a factor of $k$ for the first term and by using Lemma 17.3.8 for the second term, this gives a lower bound of $\Omega(k^{0.5-\alpha})$ on some entry of $A - A|S|X$ for any $X$, for this fixed $S$. The failure rate of $\exp(-\Theta(rk))$ is small enough for us to union bound over all choices of $S \subseteq [r]$ of size at most $r/2$, thus proving the theorem.

17.4 Reduction from existential to algorithmic column subset selection

We show an improvement and generalization of the argument of [MW21], which shows that an existential result showing the existence of $s = s(k)$ columns with a distortion of $\kappa(d)$ on any $n \times d$ instance for rank $k$ approximation implies an algorithmic version which selects $O(s \log d)$ columns with a distortion of $O(\kappa(2s + 1))$. Note that the number of columns can only depend on $k$, whereas the distortion can depend on $d$. 
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Definition 17.4.1. Let \( A = A_s + \Delta \), where \( A_s \) is the best rank \( k \) approximation in the entrywise \( g \) norm, that is,

\[
\| \Delta \|_g = \min_{\text{rank}(A) \leq k} \| A - \hat{A} \|_g .
\]

Let the columns of \( \Delta \) be \( \delta^1, \delta^2, \ldots, \delta^d \).

Definition 17.4.2. Let \( l \in \mathbb{N} \). Then:

- Let \( s(k) \) denote the maximum size of a set of columns \( S \) for any \( n \times d \) instance \( B \) for rank \( k \) approximation in the entrywise \( g \)-norm that can achieve a \( \kappa(d) \) approximation, that is, there exists a set \( S \subseteq [d] \) such that

\[
\min_{x \in \mathbb{R}^{\delta \times d}} \| B - B_{|S}X \|_g \leq \kappa(d) \| \Delta \|_g \tag{17.4}
\]

- Let \( T_l \subseteq [d] \) denote the subset of columns surviving after the \( l \)th round of the algorithm. We assume without loss of generality that \( T_l = [d_l] \) for some \( d_l \leq d \). Furthermore, we assume without loss of generality that \( \| \delta^1 \|_g \geq \| \delta^2 \|_g \geq \cdots \geq \| \delta^{d_l} \|_g \).

- Let \( \text{Res}_l := \sum_{j=d_l/4} \| \delta^j \|_g \) denote the residual cost, after restricting to the surviving columns and after removing the columns with cost in the top quarter.

Algorithm 11: Column subset selection for \( M \)-estimators

**input:** Input matrix \( A \in \mathbb{R}^{n \times d} \), rank \( k \), loss function \( g \), parameter \( s \).

**output:** Subset \( T \subseteq [d] \) of \( O(s \log d) \) columns.

1: \( T_0 \leftarrow [d] \)
2: while \( |T_l| \geq 1000s \) do
3: \( t_l \leftarrow 30s \)
4: for \( t = 1, 2, \ldots, O(\log \log d) \) do
5: Sample \( H \sim (T_l) \)
6: Let \( x^j \) minimize \( \min_{x} \| A|^{H}x - a^j \|_g \) up to a \( \text{reg}_{g,t_l} \) factor for each \( j \in T_l \)
7: Let \( F_{l,t} \) be the \( d_l/20 = |T_l|/20 \) columns with smallest regression cost \( \| A|^{H}x^j - a^j \|_g \)
8: \( C_{l,t} \leftarrow \sum_{j \in F_{l,t}} \| A|^{H}x^j - a^j \|_g \)
9: Let \( t^* \) be the \( t \) with smallest \( C_{l,t} \)
10: \( T_{l+1} \leftarrow T_l \setminus F_{l,t^*} \)

Theorem 17.4.3 (Generalization and improvement of [MW21]). Consider the definitions in Definition 17.4.2. Suppose that there is an algorithm outputting \( x^* \) such that

\[
\| Bx^* - b \|_g \leq \text{reg}_{g,s} \cdot \min_{x \in \mathbb{R}^d} \| Bx - b \|_g
\]

for any \( B \in \mathbb{R}^{n \times s} \) and \( b \in \mathbb{R}^n \). Then, Algorithm 11 outputs a subset \( S \subseteq [d] \) of \( |S| = O(s \log d) \) columns and \( X \in \mathbb{R}^{S \times d} \) such that

\[
\| A - A|^{S}X \|_g \leq O(\kappa) \text{reg}_{g,O(s)} \min_{\text{rank}(A) \leq k} \| A - \hat{A} \|_g
\]
We present the following main lemma, which follows [MW21, Claim 2.6] but also makes some additional improvements to remove a log factor:

**Lemma 17.4.4.** Let $A \in \mathbb{R}^{n \times d}$. Let $s = s(k)$ and $\kappa = \kappa(2s + 1)$. Let $H \sim \binom{[d]}{2s}$ and let $i \sim [d] \setminus H$. Then,

$$
\Pr \left\{ \min_{x \in \mathbb{R}^H} \|a^i - A|H x\|_g \leq \frac{600\kappa}{d_l} \text{Res}_i \right\} \geq \frac{1}{10}
$$

**Proof.** Let $G := [d_l] \setminus [d_l/4]$. Note that $\mathbb{E}|G \cap H| \geq 20s$. By Chernoff bounds, with probability at least $99/100$, we have that $|G \cap H| \geq 4s$. We conditioned on this event.

Let $H'$ be a uniformly random subset of $G \cap H$ of size $2s$. Let $R = R(H' \cup \{i\})$ be the set of $s(k)$ columns satisfying (17.4). Then by Markov’s inequality,

$$
\Pr_{H'} \left\{ \sum_{j \in H'} \|\delta^j\|_g \geq 20 \frac{s}{|G|} \sum_{j \in G} \|\delta^j\|_g \right\} \leq \frac{\mathbb{E}_{H'} \left[ \sum_{j \in H'} \|\delta^j\|_g \right]}{20 \frac{s}{|G|} \sum_{j \in G} \|\delta^j\|_g} \leq \frac{1}{10}
$$

and similarly,

$$
\Pr_{i} \left\{ \|\delta^i\|_g \geq 10 \frac{s}{|G|} \sum_{j \in G} \|\delta^j\|_g \right\} \leq \frac{\mathbb{E}_{i} \left[ \|\delta^i\|_g \right]}{5 \frac{s}{|G|} \sum_{j \in G} \|\delta^j\|_g} \leq \frac{1}{10}
$$

Now note that conditioned on the choice of $H' \cup \{i\}$, $i$ is a uniformly random element of $H' \cup \{i\}$, so $\Pr\{i \notin R\} \geq 1/2$. Furthermore,

$$
\min_{X \in \mathbb{R}^{2s+1}} \|A|^{H' \cup \{i\}} - A|^{R} X\|_g \leq \kappa \min_{\text{rank}(A) \leq k} \|A|^{H' \cup \{i\}} - \hat{A}\|_g \leq \kappa \cdot \|\Delta|^{H' \cup \{i\}}\|_g
$$

so by Markov’s inequality,

$$
\min_{x \in \mathbb{R}^R} \|a^i - A|^{R} x\|_g \leq \frac{10\kappa}{s} \|\Delta|^{H' \cup \{i\}}\|_g
$$

with probability at least $9/10$. By a union bound, we have that with probability at least

$$
1 - \frac{1}{100} - \frac{1}{10} - \frac{1}{10} - \frac{1}{10} \geq \frac{1}{10},
$$

we have

$$
\min_{x \in \mathbb{R}^R} \|a^i - A|^{R} x\|_g \leq \frac{10\kappa}{s} \left( \frac{10}{|G|} \sum_{j \in G} \|\delta^j\|_g + 20 \frac{s}{|G|} \sum_{j \in G} \|\delta^j\|_g \right) \leq \frac{400\kappa}{|G|} \sum_{j \in G} \|\delta^j\|_g.
$$

To conclude, note that $|G| = d_l - d_l/4 = 3d_l/4$ and that we can pad $x$ with zeros on coordinates in $H \setminus R$. \qed

We then just mimic the proof of Theorem 17.1.2 to complete the proof.
Proof of Theorem 17.4.3. Note first that the algorithm decreases the size of \( T_l \) by a \((1 - 1/20)\) factor at each iteration. Thus, the algorithm makes at most \( L = O(\log d) \) iterations of the outer loop. By averaging Lemma 17.4.4 over the \( 3d_l/4 \) bottom columns, we have a probability of at least \( 1/20 \) of choosing \( d_l/20 \) columns such that the total cost is at most

\[
O(\kappa) \cdot \text{Res}_l.
\]

Since we repeat \( O(\log L) = O(\log \log d) \) times and use an \( \text{reg}_{g,t_l} \)-approximate regression algorithm, we with probability at least \( 1 - 1/100L \), find \( d_l/20 \) columns \( F_l \subseteq T_l \) and corresponding coefficients \( X \) such that

\[
\|A|^{F_l} - A|^{S_l}X\|_g \leq O(\kappa)\text{reg}_{g,t_l}\text{Res}_l.
\]

Thus, our total cost is

\[
\sum_{l=1}^{O(\log d)} O(\kappa)\text{reg}_{g,t_l}\text{Res}_l.
\]

Finally, as argued in [SWZ19, MW21], we show that \( \sum_l \text{Res}_l = O(\|\Delta\|_g) \). Note that if a column \( j \) contributes to \( \text{Res}_l \), then it must be in the bottom \( 3/4 \) fraction of the \( \|\delta^j\|_g \) in round \( l \). Then since the bottom \( 1/20 \) fraction of \( \|\delta^j\|_g \) is fitted and removed in each round, \( \|\delta^j\|_g \) can only contribute to \( \text{Res}_l \) in \( O(1) \) rounds. Thus, the sum is bounded by \( O(1) \sum_j \|\delta^j\|_g = O(\|\Delta\|_g) \).

The total number of columns selected is \( O(s) \) in each of the \( O(\log d) \) rounds, for a total of \( O(s \log d) \). \( \square \)
Chapter 18

Spectral low rank approximation for sparse singular vectors [WY22b]

In this section, we study algorithms for the classical problem of low rank approximation under the spectral norm.

Definition 18.0.1. Let $A \in \mathbb{R}^{n \times d}$. Then, we define the spectral norm of $A$ to be

$$
\|A\|_2 := \sup_{x \neq 0} \frac{\|Ax\|_2}{\|x\|_2}
$$

Because the spectral norm is unitarily invariant, the classical Eckhart–Young–Minrky theorem [EY36, Mir60] shows that the singular value decomposition yields the optimal rank $k$ approximation, for all $k$. While the singular value decomposition (SVD) can be expensive to compute for large matrices, the recent results in randomized numerical linear algebra have achieved substantial developments in fast approximation algorithms for the SVD, culminating in the following result of [MM15]:

Theorem 18.0.2 (Approximate spectral SVD [MM15]). Let $A \in \mathbb{R}^{n \times d}$. Then, there is an algorithm which computes a rank $k$ orthogonal projection matrix $P \in \mathbb{R}^{d \times d}$ such that

$$
\|A - AP\|_2 \leq (1 + \varepsilon) \min_{\text{rank}(A') \leq k} \|A - A'\|_2
$$

which runs in time at most $O(\varepsilon^{-1/2} \text{nnz}(A) k \log d)$.

A natural question is whether this running time can be improved or not, under natural assumptions. One common assumption which often arises in practice is to assume that the top $k$ singular vectors of $A$ are sparse, i.e., there are only $s$ nonzero values in the singular vectors. This scenario is a phenomenon known as localization of eigenvectors, and occurs frequently in many applications [HBCY21, ZYC+21], for example in quantum many-body problems [LVW09, NH15] and network analysis [PC18].

This question was studied in the work of [HBCY21] and a followup work of [ZYC+21], which studied algorithms for computing eigenvectors in symmetric matrices with localized eigenvectors. In [HBCY21], the authors study an algorithm for finding a small submatrix containing the supports
of the leading eigenvectors by greedily adding rows and columns without formal guarantees, and [ZYC⁺21] seek to improve this approach using reinforcement learning techniques.

In our work of [WY22b], we obtain one of the first provable speedups over [MM15] under a sparse singular vector assumption:

**Theorem 18.0.3** (Approximate spectral SVD for sparse singular vectors [WY22b]). Let $A \in \mathbb{R}^{n \times d}$ whose top $k$ left and right singular vectors have at most $s$ nonzero entries. Then, there is an algorithm which computes a rank $k$ orthogonal projection matrix $P \in \mathbb{R}^{d \times d}$ such that

$$\|A - AP\|_2 \leq (1 + \varepsilon) \min_{\text{rank}(A') \leq k} \|A - A'\|_2$$

which runs in time at most

$$O\left(\frac{\text{nnz}(A)}{\sqrt{\varepsilon}} + \frac{n}{\varepsilon}\right) \log \frac{sdk \log n}{\varepsilon} + \text{poly}\left(s, k, \frac{1}{\varepsilon}, \log n\right).$$

At a high level, our idea is to first identify a set of around $O((sk)$ (or a slightly larger number of) coordinates which contains the support of the top $k$ singular vectors, at which point we can just output the SVD of this submatrix, padded with zeros. Thus, the difficulty lies in identifying this subset of $O(sk)$ coordinates. The work of [MM15] shows that if we know the value of the $(k + 1)$th singular value $\sigma_{k+1}$, then we can use a Chebyshev polynomial approximation of degree roughly $q = 1/\sqrt{\varepsilon}$ to identify singular vectors with singular values larger than $(1 + \varepsilon)\sigma_{k+1}$ from the vectors $Ag, (AA^T)Ag, \ldots, (AA^T)^qAg$, known as the Krylov subspace. Thus, the main problem to tackle is to find an algorithm to determine the value of $\sigma_{k+1}$, up to a $(1 + \varepsilon)$ factor. To do this, we introduce a two-stage algorithm. In the first step, we identify the value of $\sigma_{k+1}$ up to a factor of $(1 + \sqrt{\varepsilon})$ using a combination of naive power iteration together with an efficient binary searching technique over the singular values. In the second step, we know the value of $\sigma_{k+1}$ up to a value of $(1 + \sqrt{\varepsilon})$, and thus we can afford to make $1/\sqrt{\varepsilon}$ guesses to the value of $\sigma_{k+1}$ in powers of $(1 + \varepsilon)$, and add $O(sk)$ entries to our superset of the support of the sparse singular vectors for each one of the $1/\sqrt{\varepsilon}$ guesses. Then, one of these guesses will guess the right value of $\sigma_{k+1}$, and in total, the size of our support superset is just $O(sk/\sqrt{\varepsilon})$. Our result of Theorem 18.0.3 follows.

**Remark 18.0.4.** Note that the problem we study differs from the related problem of sparse low rank approximation, where we seek a low rank approximation with sparse factors for an arbitrary matrix $A$. Unlike our problem, this problem is intractable under standard complexity assumptions [MWA06, Mag17, CPR16, LRG23].

### 18.1 Technical overview

Our first idea is that with a budget of $\text{nnz}(A)/\sqrt{\varepsilon}$ running time, we can run naive power method for $1/\sqrt{\varepsilon}$ iterations initialized with a single random Gaussian vector $g \sim \mathcal{N}(0, I_d)$ to compute $(AA^T)^{1/\sqrt{\varepsilon}}Ag$. Using the SVD $A = U \Sigma V^T$ of $A$, we may write this as $U \Sigma^{O(1/\sqrt{\varepsilon})}V^Tg$. Then by the rotational invariance of the Gaussian, this random vector is distributed as a random linear combination of the left singular vectors of $A$, where the $i$th left singular vector is scaled by roughly $\sigma_i^{1/\sqrt{\varepsilon}}$. Then if $i \in [k]$ is such that $\sigma_i \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}$, then $\sigma_i^{1/\sqrt{\varepsilon}}$ is a constant factor larger than
Thus, selecting the top $sk$ entries with largest absolute value in $(AA^\top)^{1/\sqrt{\varepsilon}}A$ retrieves a superset of the support of the left singular vectors with singular value $\sigma_i$ for which $\sigma_i \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}$. We can repeat on the right side as well to obtain the support of the large right singular vectors.

The above approach is enough to find the large singular components with singular value at least $(1 + \sqrt{\varepsilon})\sigma_{k+1}$, but we must find singular values all the way down to $(1 + \varepsilon)\sigma_{k+1}$ for a $(1 + \varepsilon)$ relative error approximation. To do this, we use the approach of [MM15] of using Chebyshev polynomials, which, given a location parameter $\alpha$, gives us a degree $1/\sqrt{\varepsilon}$ polynomial $p$ for which $p(x)$, for all $x \geq (1 + \varepsilon)\alpha$, is a constant times greater than any $p(x)$ for $x \leq \alpha$ (see Lemma 18.2.9 for the mathematical statement). If we knew the location $\alpha = \sigma_{k+1}$, then we could compute $p(A)g$ in $\text{nnz}(A)/\sqrt{\varepsilon}$ time and use the same approach as before to find the support of all singular components $i$ for which $\sigma_i \geq (1 + \varepsilon)\sigma_{k+1}$. The challenge, of course, is that we do not know $\sigma_{k+1}$.

We first show how to find the value of $\sigma_{k+1}$ up to a $(1 + \sqrt{\varepsilon})$ factor. To this end, we first show that if $\sigma_i$ for $i \in [k]$ is large, i.e., $\sigma_i \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}$, then we can find $\sigma_i$ up to a $(1 + \varepsilon)$ factor using the set of $sk$ large coordinates on the left and right located before, using the power method. However, note that we do not know for which $i$ this is true. That is, if we let $\hat{A}$ be the $sk \times sk$ submatrix supported on the large coordinates identified using the power method, we expect the large singular values of $\hat{A}$ to be good estimates of the large singular values of $A$, but we do not know which of them are large enough to actually be good estimates.

To address this, let $i \in [k]$, and first note that $\sigma_i(A)$ is always a lower bound on $\sigma_i(\hat{A})$ by the Cauchy interlacing theorem. Furthermore, suppose that $\hat{B}$ is a rank $i - 1$ approximation to $\hat{A}$. Then, $\|A - \hat{B}\|_2$ serves as an upper bound for $\sigma_i(A)$, as

$$\sigma_i(A) = \min_{\text{rank } i - 1 \geq C} \|A - C\|_2 \leq \|A - \hat{B}\|_2.$$ 

We show that for $i \in [k]$ such that $\sigma_i \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}$, these are good lower and upper bounds on the singular value $\sigma_i(A)$, i.e., they are within $(1 + \varepsilon)$ factors of each other. Furthermore, they can both be computed in time roughly

$$\frac{\text{nnz}(A)}{\sqrt{\varepsilon}} + \text{poly}(s, k, \varepsilon^{-1}).$$

Thus, we have an extremely efficient way to certify our estimates to the singular values $\sigma_i(A)$, if they are large enough. We then consider the following binary search strategy over the singular values: if the upper and lower bounds are within $(1 + \varepsilon)$ factors of each other, then we keep searching lower, and otherwise, we search higher. If the $\sigma_{i*}(A)$ found is such that $\sigma_{i*}(A) \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}(A)$, then the top $i*$ singular components are found in the initial power method step accurately enough so that $\|A - \hat{B}\|_2$ is close to $\sigma_{i*+1}(A) \leq (1 + \sqrt{\varepsilon})\sigma_{k+1}(A)$, where $\hat{B}$ is a rank $i*$ approximation $\hat{B}$ of $\hat{A}$. Otherwise, $\sigma_{i*}(A)$ itself is within a $(1 + \sqrt{\varepsilon})$ factor of $\sigma_{k+1}(A)$.

Now that we are within a $(1 + \sqrt{\varepsilon})$ factor of $\sigma_{k+1}(A)$, we just need $1/\sqrt{\varepsilon}$ guesses in powers of $(1 + \varepsilon)$ in order to guess $\sigma_{k+1}(A)$ up to a factor of $(1 + \varepsilon)$. We can in fact afford to guess all of these locations $\alpha$, compute the corresponding Chebyshev polynomial $p$, compute $p(A)g$ from precomputed Krylov iterates, select the top $sk$ entries, and then add the entries to the support that we consider.
With the support superset in hand, we finish the algorithm by performing an approximate SVD on this submatrix. Our full discussion can be found in Section 18.2.

18.2 Proof of Theorem 18.0.3

In this section, we discuss our results on performing an approximate SVD with relative spectral norm error, when we are promised that the input matrix $A \in \mathbb{R}^{n \times d}$ has top $k$ left and right singular vectors that are $s$-sparse.

18.2.1 Approximating singular components

To carry out our plan as described in the introduction (Section 18.1), we first calculate the magnitude of coordinates that we need to capture in order to achieve a relative error spectral approximation. We follow [MM15] and make use of the fact that additive Frobenius norm low rank approximation implies additive spectral norm low rank approximation, originally due to [Gu15].

**Lemma 18.2.1** (Theorem 3.4 of [Gu15]). For any $A \in \mathbb{R}^{n \times d}$, let $B \in \mathbb{R}^{n \times d}$ be any rank $k$ matrix satisfying $\|A - B\|_F^2 \leq \|A - A_k\|_F^2 + \eta$. Then,

$$\|A - B\|_2^2 \leq \|A - A_k\|_2^2 + \eta.$$

By the above result, it suffices to find a rank $k$ matrix $B$ such that

$$\|A - B\|_F^2 \leq \|A - A_k\|_F^2 + \varepsilon \sigma_{k+1}^2.$$

Using this, we show that it suffices to find all coordinates of the top left singular vectors $U e_j$ such that

$$|e_i^T U e_j| \geq \frac{\varepsilon}{k \sqrt{sr}} \frac{\sigma_{k+1}}{\sigma_j},$$

and similarly, all coordinates of the top right singular vectors $V e_j$ such that

$$|e_i^T V e_j| \geq \frac{\varepsilon}{k \sqrt{sr}} \frac{\sigma_{k+1}}{\sigma_j}.$$

**Lemma 18.2.2.** Let $A \in \mathbb{R}^{n \times d}$ have rank $r$ with singular value decomposition $A = U \Sigma V^T$, and let $\varepsilon \in (0, 1/2)$. Let $S \subset [n]$ and $T \subset [d]$ be a set of coordinates such that

$$S \supset \bigcup_{j \in [r]} \left\{ i \in [n] : |e_i^T U e_j| \geq \frac{\varepsilon}{k \sqrt{sr}} \frac{\sigma_{k+1}}{\sigma_j} \right\}$$

and

$$T \supset \bigcup_{j \in [r]} \left\{ i \in [d] : |e_i^T V e_j| \geq \frac{\varepsilon}{k \sqrt{sr}} \frac{\sigma_{k+1}}{\sigma_j} \right\}.$$

Let $B$ be a rank $k$ matrix such that

$$\|P_S A P_T - B\|_F^2 \leq \min_{\text{rank } k C} \|P_S A P_T - C\|_F^2 + \eta.$$
Then,
\[ \| A - B \|_F^2 \leq \| A - A_k \|_F^2 + 8\varepsilon \sigma_{k+1}^2 + \eta. \]

**Proof.** Note first that
\[ \| A - A_k \|_F^2 = \sum_{t=k+1}^r \sigma_t^2(A) \leq \sum_{t=k+1}^r \sigma_{k+1}^2(A) \leq \sigma_{k+1}^2(A)r. \]

Then,
\[
\| A - B \|_F^2 = \| A - P_SAP_T \|_F^2 + \| P_SAP_T - B \|_F^2 \\
\leq (1) \| A - P_SAP_T \|_F^2 + \| P_SAP_T - A_k \|_F^2 + \eta \\
\leq (2) \| A - P_SAP_T \|_F^2 + \| P_SAP_T - P_SA_kP_T \|_F^2 + \| A_k - P_SA_kP_T \|_F^2 + \eta \\
\leq (3) \| A - P_SA_kP_T \|_F^2 + \| A_k - P_SA_kP_T \|_F^2 + \eta \\
\leq (4) \left( \| A - A_k \|_F + \| A_k - P_SA_kP_T \|_F \right)^2 + \| A_k - P_SA_kP_T \|_F^2 + \eta \\
= \| A - A_k \|_F^2 + 2\| A - A_k \|_F \| A_k - P_SA_kP_T \|_F + 2\| A_k - P_SA_kP_T \|_F^2 + \eta \\
\leq \| A - A_k \|_F^2 + 2\sigma_{k+1}\sqrt{r}\| A_k - P_SA_kP_T \|_F + 2\| A_k - P_SA_kP_T \|_F^2 + \eta
\]

In the above, the inequality (1) is due to the approximate optimality of B, the identities (2) and (3) are by the Pythagorean theorem, and inequality (4) is the triangle inequality. Finally, we calculate that
\[
\| A_k - P_SA_kP_T \|_F \leq \| A_k - P_SA_k \|_F + \| P_SA_k - P_SA_kP_T \|_F \\
= \left\| \sum_{j=1}^k \sigma_j P_SUe_j(Ve_j)^\top \right\|_F + \left\| \sum_{j=1}^k \sigma_j P_SUe_j(Ve_j)^\top P_T \right\|_F \\
\leq \sum_{j=1}^k \sigma_j \| P_SUe_j \|_2 \| Ve_j \|_2 + \sigma_j \| P_SUe_j \|_2 \| P_T Ve_j \|_2 \\
\leq \sum_{j=1}^k 2\sigma_j \left( \frac{\varepsilon}{k\sqrt{Sr}} \frac{\sigma_{k+1}}{\sigma_j} \right) \sqrt{s} \\
= \frac{2\varepsilon}{\sqrt{r}} \sigma_{k+1}
\]
so the previous bound is
\[
\| A - B \|_F^2 \leq \| A - A_k \|_F^2 + 4\varepsilon \sigma_{k+1}\sqrt{r}\| A_k - P_SA_kP_T \|_F + 2\| A_k - P_SA_kP_T \|_F^2 + \eta \\
\leq \| A - A_k \|_F^2 + 4\varepsilon \sigma_{k+1}^2 + \frac{8\varepsilon^2}{r} \sigma_{k+1}^2 + \eta \\
\leq \| A - A_k \|_F^2 + 8\varepsilon \sigma_{k+1}^2 + \eta.
\]

\[\Box\]
18.2.2 Finding the support of singular vectors with large singular value

We next show how to find all large coordinates of singular vectors whose singular values $\sigma_j$ are at least a $(1 + \sqrt{\varepsilon})$ factor larger than $\sigma_{k+1}$. By the results of the previous section, we seek to find all of the large coordinates of the top sparse singular vectors, which have absolute value at least

$$\tau_j := \frac{\varepsilon}{k \sqrt{sr}} \frac{\sigma_{k+1}}{\sigma_j}$$

for the $j$th singular vector.

Our identification of the large coordinates of the top sparse singular vectors starts from the standard analysis of the power method (see also, e.g., the overview of [MM15]). If we run power method starting from a random Gaussian vector $g \sim \mathcal{N}(0, I_d)$, that is, we compute $(AA^\top)^q A g$ for some $q \in \mathbb{N}$, then we retrieve a random Gaussian linear combination of the left singular vectors $U e_j$, each scaled by $\sigma_j^{2q+1}$. This is a simple consequence of the rotational invariance of the Gaussian:

**Lemma 18.2.3.** Let $g' \sim \mathcal{N}(0, I_d)$ and let $q \in \mathbb{N}$. Let $A \in \mathbb{R}^{n \times d}$ be a rank $r$ matrix and let $A = U \Sigma V^\top$ be its singular value decomposition. Then, $(AA^\top)^q A g'$ has the same distribution as

$$U \Sigma^{2q+1} g = \sum_{j=1}^r g_j \sigma_j^{2q+1} U e_j$$

for $g \sim \mathcal{N}(0, I_r)$.

Note then that for $\sigma_j \geq (1 + \sqrt{\varepsilon}) \sigma_{k+1}$, the $j$th singular vector is scaled more than the $(k+1)$-st singular vector by a factor of at least $(\sigma_j/\sigma_{k+1})^{2q+1}$. For $q$ roughly order $1/\sqrt{\varepsilon}$, this separates all large coordinates of the $j$th singular vector from the coordinates of the $(k+1)$-st singular vector.

**Lemma 18.2.4.** For

$$q = O \left( \frac{1}{\sqrt{\varepsilon}} \log \frac{sk^2 \sqrt{sr \log n}}{\varepsilon} \right),$$

the $sk$ coordinates of $(AA^\top)^q A g$ with largest absolute value are guaranteed to contain all entries $i \in [n]$ for which there exists a $j \in [k]$ with $\sigma_j \geq (1 + \sqrt{\varepsilon}) \sigma_{k+1}$ and

$$|e_i^\top U e_j| \geq \tau_j.$$

**Proof.** For

$$q = O \left( \frac{1}{\sqrt{\varepsilon}} \log \frac{sk^2 \sqrt{sr \log n}}{\varepsilon} \right),$$

the blow up factor $(\sigma_j/\sigma_{k+1})^{2q+1}$ is at least

$$\left( \frac{\sigma_j}{\sigma_{k+1}} \right)^{2q+1} \sigma_j \sigma_{k+1} = \Theta \left( \frac{sk^2 \sqrt{sr \log n}}{\varepsilon} \right) \sigma_j \sigma_{k+1} = \Theta \left( \frac{sk \sqrt{\log n}}{\tau_j} \right)$$

for the $j$th singular component. The time required to compute this vector $(AA^\top)^q A g$ is

$$O \left( \frac{\text{nnz}(A)}{\sqrt{\varepsilon}} \log \frac{sk^2 \sqrt{sr \log n}}{\varepsilon} \right) = O \left( \frac{\text{nnz}(A)}{\sqrt{\varepsilon}} \log \frac{srk \log n}{\varepsilon} \right).$$
Now note that for each $i \in [n]$, we have that

$$e_i^\top U \Sigma^{2q+1} g \sim \mathcal{N}(0, \|e_i^\top U \Sigma^{2q+1}\|_2^2).$$

Since the maximum absolute value among $n$ Gaussians is $O(\sqrt{\log n})$ with constant probability, we have

$$|e_i^\top U \Sigma^{2q+1} g| \leq O(\sqrt{\log n}) \|e_i^\top U \Sigma^{2q+1}\|_2.$$

Furthermore, if we consider all $i$ in the support of the top $k$ singular vectors, which is at most $sk$ coordinates, then the minimum absolute value among the $sk$ Gaussians is

$$|e_i^\top U \Sigma^{2q+1} g| \geq \Omega\left(\frac{1}{sk}\right) \|e_i^\top U \Sigma^{2q+1}\|_2.$$

Now consider a coordinate $i \in [n]$ such that

$$|e_i^\top U e_j| \geq \tau_j$$

for some $j \in [k]$ such that $\sigma_j \geq (1 + \sqrt{\varepsilon}) \sigma_{k+1}$. Then by the previous results,

$$|e_i^\top U e_j| \geq \Omega\left(\frac{1}{sk}\right) \|e_i^\top U \Sigma^{2q+1}\|_2$$

$$\geq \Omega\left(\frac{1}{sk}\right) \sigma_j^{2q+1} \tau_j$$

$$= \Omega\left(\frac{1}{sk}\right) \sigma_{2q+1} \left(\frac{\sigma_j}{\sigma_{k+1}}\right)^{2q+1} \tau_j$$

$$\geq \Omega\left(\frac{1}{sk}\right) \sigma_{2q+1} \Theta\left(\frac{sk \sqrt{\log n}}{\tau_j}\right) \tau_j$$

$$= \Omega(\sigma_{2q+1} \sqrt{\log n}).$$

On the other hand, for any $i \in [n]$ that is outside of the at most $sk$ coordinates of the support of the top $k$ singular vectors, then

$$|e_i^\top U \Sigma^{2q+1} g| \leq O(\sqrt{\log n}) \|e_i^\top U \Sigma^{2q+1}\|_2 \leq O(\sigma_{2q+1} \sqrt{\log n}).$$

We thus conclude as desired.

In other words, we can identify a set of $sk$ coordinates that contains all large entries of left singular vectors $j$ for which $\sigma_j \geq (1 + \sqrt{\varepsilon}) \sigma_{k+1}$. Repeating for the right singular vectors, we may identify the sets $S$ and $T$ as required by Lemma 18.2.2.

### 18.2.3 Approximating large singular values

Our next task is to compute the singular values of $A$ with $\sigma_j(A) \geq (1 + \sqrt{\varepsilon}) \sigma_{k+1}(A)$, up to $(1 + \varepsilon)$ factors. We first show that approximating the singular values of $P_S A P_T$ directly approximates the singular values of $A$, when the singular values are sufficiently large.
**Lemma 18.2.5.** Let \( m \) be the number of singular values of \( A \) such that \( \sigma_j(A) \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}(A) \). Let \( S \subset [n] \) and \( T \subset [d] \) be sets satisfying the hypotheses of Lemma 18.2.2. Then for each \( l \in [m] \),

\[
(1 - 8\varepsilon)\sigma_l^2(A) \leq \sigma_l^2(P_SAP_T) \leq \sigma_l^2(A).
\]

**Proof.** Recall the Cauchy interlacing theorem:

**Theorem 18.2.6** (Cauchy interlacing theorem). Let \( M \) be a symmetric matrix and let \( N \) be a principal submatrix of size \( l \times l \). Then for all \( j \in [l] \),

\[
\lambda_j(M) \geq \lambda_j(N) \geq \lambda_{n-l+j}(M).
\]

Then applying the interlacing theorem to \( M = AA^\top \) and \( N = P_SAA^\top P_s^\top \), we find that the singular values of \( P_SA \) uniformly bound the top \( sk \) singular values of \( A \) from below, and similarly, the singular values of \( P_SAP_T \) uniformly bound the singular values of \( P_SA \) from below. We thus have that

\[
\sigma_j(A) \geq \sigma_j(P_SA) \geq \sigma_j(P_SAP_T)
\]

for all \( j \in [sk] \). Furthermore, we know by Lemma 18.2.2 that for each \( l \in [m] \),

\[
\|A - A_l\|_F^2 \leq \|A - (P_SAP_T)_l\|_F^2 \leq \|A - A_l\|_F^2 + 8\varepsilon \sigma_{l+1}(A)^2
\]

where \((P_SAP_T)_l\) is the best rank \( l \) approximation \( P_SAP_T \). Now note that

\[
\|A\|_F^2 - \|A - A_l\|_F^2 = \|A_l\|_F^2
\]

and

\[
\langle A - (P_SAP_T)_l, (P_SAP_T)_l \rangle = \langle A - P_SAP_T, (P_SAP_T)_l \rangle + \langle P_SAP_T - (P_SAP_T)_l, (P_SAP_T)_l \rangle = 0
\]

so

\[
\|A\|_F^2 - \|A - (P_SAP_T)_l\|_F^2 = \|(P_SAP_T)_l\|_F^2
\]

by the Pythagorean theorem. Then subtracting the inequalities of Equation 18.1 from \( \|A\|_F^2 \), we have that

\[
\|A_l\|_F^2 - 8\varepsilon \sigma_{l+1}(A)^2 \leq \|(P_SAP_T)_l\|_F^2 \leq \|A_l\|_F^2.
\]

Then,

\[
\sigma_l^2(P_SAP_T) = \|(P_SAP_T)_l\|_F^2 - \|(P_SAP_T)_{l-1}\|_F^2 \\
\geq \|A_l\|_F^2 - 8\varepsilon \sigma_{l+1}(A)^2 - \|A_{l-1}\|_F^2 \\
= \sigma_l^2(A) - 8\varepsilon \sigma_{l+1}(A)^2 \\
\geq (1 - 8\varepsilon)\sigma_l^2(A)
\]

as desired. \( \square \)
We may use the existing results of [MM15] to find \((1 + \varepsilon)\) factor approximations to the top \(k\) singular values of \(P_SAP_T\) in time
\[
O\left(\frac{\text{nnz}(P_SAP_T)k}{\sqrt{\varepsilon}} \log ska\right) = O \left(\frac{s^2 k^3}{\sqrt{\varepsilon}} \log ska\right).
\]

However, note that given estimates for the singular values of \(P_SAP_T\), we do not know which ones are within a \((1 + \varepsilon)\) factor of the singular values of \(A\), since we do not know the number \(m\) of singular values \(j\) with \(\sigma_j(A) \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}(A)\). However, by the Cauchy interlacing theorem, the singular values of \(P_SAP_T\) are always a lower bound on the singular values of \(A\), so it suffices to compute an upper bound for the singular values of \(A\) that are at most a \((1 + \varepsilon)\) factor larger than the lower bound. We obtain such an upper bound on the singular values of \(A\) by approximating \(\|A - B\|_2\) for a rank \(l\) matrix \(B\). Indeed, if \(B\) is rank \(l\), then
\[
\|A - B\|_2^2 \geq \min\limits_{\text{rank } l \leq C} \|A - C\|_F^2 = \sigma_{t+1}(A)^2.
\]

This idea is executed in the following lemma.

**Lemma 18.2.7.** Let \(S \subset [n]\) and \(T \subset [d]\) be sets of size \(sk\) each that satisfy the hypotheses of Lemma 18.2.2. Given such \(S\) and \(T\) and an index \(j \in [k]\), there is a randomized algorithm that runs in time
\[
O\left(\frac{\text{nnz}(A) + s^2 k^3}{\sqrt{\varepsilon}} \log ska\right)
\]
and outputs numbers \(U\) and \(L\) such that
\[
L \leq \sigma_j^2(A) \leq U
\]
with probability at least 0.99. Furthermore, if \(j \in [m]\), where \(m\) is the number of singular values \(j\) with \(\sigma_j \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}\), we have that
\[
\frac{U}{L} \leq \frac{1 + 10\varepsilon}{1 - 9\varepsilon} \leq 1 + 20\varepsilon.
\]

**Proof.** We first show how to obtain the lower bound \(L\). By the Cauchy interlacing theorem (as in Lemma 18.2.5), we have that
\[
\sigma_j(P_SAP_T) \leq \sigma_j(A).
\]
Then by the randomized block Krylov algorithm of [MM15] (see Theorem 18.0.2), we may find an estimate \(L\) to \(\sigma_j(P_SAP_T)\) such that
\[
(1 - \varepsilon)\sigma_j(P_SAP_T) \leq L \leq \sigma_j(P_SAP_T)
\]
in time
\[
O\left(\frac{\text{nnz}(P_SAP_T)k}{\sqrt{\varepsilon}} \log ska\right) = O \left(\frac{s^2 k^3}{\sqrt{\varepsilon}} \log ska\right).
\]
Furthermore, if \(j \in [m]\), then by Lemma 18.2.5,
\[
L \geq (1 - \varepsilon)\sigma_j(P_SAP_T) \geq (1 - \varepsilon)(1 - 8\varepsilon)\sigma_j(A) \geq (1 - 9\varepsilon)\sigma_j(A).
\]
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For the upper bound, we use the rank $j$ approximation $B$ obtained by running the randomized block Krylov algorithm of [MM15] on $P_S A P_T$. Note that

$$\sigma_j(A) = \min_{\text{rank } j C} \|A - C\|_2 \leq \|A - B\|_2$$

for any rank $j - 1$ matrix $B$. By the results of [MM15], we may compute an estimate $U$ such that

$$(1 + \varepsilon)\|A - B\|_2 \geq U \geq \|A - B\|_2$$

in time

$$O\left(\frac{\text{nnz}(A - B)}{\sqrt{\varepsilon}}\right) = O\left(\frac{\text{nnz}(A) + s^2 k^2}{\sqrt{\varepsilon}}\right).$$

Furthermore, for $j \in [m]$, if we find a rank $j - 1$ matrix $B$ such that

$$\|P_S A P_T - B\|_F \leq \min_{\text{rank } j - 1 C} \|P_S A P_T - C\|_F + \varepsilon \sigma_j(P_S A P_T)^2 \leq \min_{\text{rank } j - 1 C} \|P_S A P_T - C\|_F + \varepsilon \sigma_j(A)^2,$$

which we can by the results of [MM15] as before, then by Lemma 18.2.2,

$$\|A - B\|_F \leq \|A - A_{j-1}\|_F + 9\varepsilon \sigma_j^2(A).$$

By Lemma 18.2.1, this implies that

$$\|A - B\|_2 \leq \|A - A_{j-1}\|_2 + 9\varepsilon \sigma_j^2(A) = (1 + 9\varepsilon)\sigma_j^2(A). \square$$

We now show how to use the above result to efficiently find a $(1 + \sqrt{\varepsilon})$ factor approximation to $\sigma_{k+1}(A)$ using binary search.

**Lemma 18.2.8.** There is a randomized algorithm that runs in time

$$O\left(\frac{\text{nnz}(A) + s^2 k^3}{\sqrt{\varepsilon}} \log(sk)(\log k)\right)$$

that finds a $(1 + \sqrt{\varepsilon})$ factor approximation to $\sigma_{k+1}(A)$.

**Proof.** If $\sigma_k(A) \geq (1 + \sqrt{\varepsilon})\sigma_{k+1}(A)$, then deflating off the top $k$ components already gives a $(1 + \varepsilon)$ factor approximation to $\sigma_{k+1}(A)$. Otherwise, we proceed with binary search as follows.

Suppose we consider $j \in [k]$. If the upper and lower bounds for $\sigma_j(A)$ in Lemma 18.2.7 are within a $(1 + O(\varepsilon))$ factor, then we know that $\sigma_{k+1}(A)$ is smaller than this, up to a $(1 \pm O(\varepsilon))$ factor. On the other hand, if the upper and lower bounds for $\sigma_j(A)$ are further than a $(1 + O(\varepsilon))$ factor, then $\sigma_j(A) \leq (1 + \sqrt{\varepsilon})\sigma_{k+1}(A)$, since otherwise the upper and lower bounds for $\sigma_j(A)$ would have matched up to a $(1 \pm O(\varepsilon))$ factor by the second guarantee of Lemma 18.2.7. Thus, we may use binary search over the at most $k$ singular values in at most $O(\log k)$ calls to the algorithm of Lemma 18.2.7. \square
18.2.4 Approximating small singular values

With a \((1 + \sqrt{\varepsilon})\) factor approximation to \(\sigma_{k+1}(A)\) in hand, we now zoom into the singular values between \(\sigma_{k+1}(A)\) and \((1 + \sqrt{\varepsilon})\sigma_{k+1}(A)\). We consider partitioning this \((1 + \sqrt{\varepsilon})\) factor window into \(O(1/\sqrt{\varepsilon})\) buckets that increase in powers of \((1 + \varepsilon)\), that is

\[
L, L(1 + \varepsilon), L(1 + \varepsilon)^2, L(1 + \varepsilon)^3, \ldots, L(1 + \varepsilon)^{O(1/\sqrt{\varepsilon})} = (1 + \sqrt{\varepsilon})L
\]

where \(L\) is a lower bound on \(\sigma_{k+1}(A)\), up to a \((1 + \sqrt{\varepsilon})\) factor. Our idea now is to simply enumerate over these \(O(1/\sqrt{\varepsilon})\) guesses to a \((1 \pm \varepsilon)\)-approximation of \(\sigma_{k+1}(A)\), and then choose the best result.

With only a \((1 + \varepsilon)\) factor gap in the singular values, using power method as before will require roughly (ignoring log factors) \(1/\varepsilon\) iterations, which takes time roughly \(\text{nnz}(A)/\varepsilon\) to separate out the singular components, which is above our target budget. However, using Chebyshev polynomials, it is known that a \((1 + \varepsilon)\) factor gap in the singular values can be separated with only roughly \(1/\sqrt{\varepsilon}\) iterations [MM15] which takes time only \(\text{nnz}(A)/\sqrt{\varepsilon}\). The main lemma for this technique is the following:

Lemma 18.2.9 (Lemma 5, [MM15]). Given a specified value \(\alpha > 0\), gap \(\gamma \in (0, 1]\), and \(q \geq 1\), there exists a degree \(q\) polynomial \(p(x)\) such that:

1. \(p((1 + \gamma)\alpha) = (1 + \gamma)\alpha\)
2. \(p(x) \geq x\) for all \(x \geq (1 + \gamma)\alpha\)
3. \(|p(x)| \leq \frac{\alpha}{2q\sqrt{\frac{\log n}{\varepsilon}}}\) for all \(x \in [0, \alpha]\)

Furthermore, when \(q\) is odd, the polynomial only contains odd powered monomials.

In words, the above lemma states that there is a polynomial that “jumps” by a factor of \(2^q\sqrt{\gamma-1}\) in a window of size \((1 + \gamma)\) at a specified location \(\alpha\). The difference between this lemma and our power method analysis from before is that we must specify the location of our “jump”, \(\alpha\), in order to use the above polynomial in the Krylov method, whereas in the power method, the polynomial \(p(x) = x^q\) had the “jump” property at any location \(\alpha\). Thus, in order to use the above lemma, we must first specify our jump location \(\alpha\), and then proceed with our previous techniques.

Our procedure is thus as follows. We first compute Krylov iterates \((AA^\top)^iAg\) for \(i \in [q]\), where \(g \sim \mathcal{N}(0, I_d)\) and

\[
q = O\left(\frac{1}{\sqrt{\varepsilon}} \log \frac{sk^2\sqrt{st\log n}}{\varepsilon}\right).
\]

We then proceed with our enumeration procedure. We guess a bucket \(\alpha = L(1 + \varepsilon)^t\) for some \(t \in [O(1/\sqrt{\varepsilon})]\), and then consider the degree \(q\) polynomial \(p_\alpha(x)\) that jumps by a \(2^q\sqrt{\gamma-1}\) factor at \(\alpha\) by Lemma 18.2.9. Then, we may compute the vector \(U_{p_\alpha}(\Sigma)V^\top g\) as a linear combination of the Krylov iterates

\[
(AA^\top)^iAg = U\Sigma^{2i+1}V^\top g
\]

where the coefficients of the linear combination are the coefficients of the polynomial \(p_\alpha\). Next, we take the top \(sk\) entries of \(U_{p_\alpha}(\Sigma)V^\top g\) as sets \(S_\alpha\) and \(T_\alpha\), combine them with the \(sk\) entries \(S\) and \(T\) obtained earlier by the power method, and then take our new subset of entries to be

\[
S' := S \cup \bigcup_{\alpha} S_\alpha
\]

279
\[ T' := T \bigcup \bigcup_{\alpha} T_{\alpha} \]

Finally we compute a rank \( k \) matrix \( B \) such that
\[
\| P_{S'}AP_{T'} - B \|_F^2 \leq \min_{\text{rank } k \leq C} \| P_{S'}AP_{T'} - C \|_F^2 + \varepsilon \sigma_{k+1}^2 (P_{S'}AP_{T'})
\]
using the results of [MM15].

Note that if the \( \alpha \) we choose satisfies \( \alpha \in \left[ \sigma_{k+1}(A), (1 + \varepsilon)\sigma_{k+1}(A) \right] \), then all singular values \( j \) that are at least a \((1 + \varepsilon)\) factor larger than \( \alpha \) and at most \( \Theta(1)\sigma_{k+1}(A) \) are scaled by at least a factor of
\[
2^{q_{\tau_j^{-1}}} = \Theta \left( \frac{sk^2 \sqrt{sr \log n}}{\varepsilon} \right) = \Theta \left( \frac{sk^2 \sqrt{sr \log n}}{\varepsilon} \right) \frac{\sigma_j}{\sigma_{k+1}} = \Theta \left( \frac{sk \sqrt{\log n}}{\tau_j} \right),
\]
which means we may recover all coordinates of the \( j \)th singular vectors that are at least \( \tau_j \) for these singular values, as done in the analyses in Section 18.2.2. Thus, we have that
\[
\| A - B \|_2^2 \leq \| A - A_l \|_2^2 + 8\varepsilon \sigma_{l+1}^2(A) + \varepsilon \sigma_{l+1}^2 (P_{S'}AP_{T'})
\]
\[
\leq \| A - A_l \|_2^2 + 9\varepsilon \sigma_{l+1}^2(A)
\]
\[
= (1 + 9\varepsilon)\sigma_{l+1}(A)
\]
\[
\leq (1 + 11\varepsilon)\sigma_{k+1}(A)
\]
by Lemma 18.2.2, where \( l \in [k] \) is such that \( \sigma_{k+1}^2(A) \leq \sigma_{l+1}^2(A) \leq (1 + \varepsilon)\sigma_{k+1}^2(A) \).

The initial computation of the Krylov iterates takes time
\[
O(\text{nnz}(A)q) = O \left( \frac{\text{nnz}(A)}{\sqrt{\varepsilon}} \log \frac{sk \log n}{\varepsilon} \right)
\]
and a single guess of \( \alpha \) takes time
\[
O(nq) = O \left( \frac{n}{\sqrt{\varepsilon}} \log \frac{srk \log n}{\varepsilon} \right)
\]
which we repeat \( O(1/\sqrt{\varepsilon}) \) times, so the total running time in this section is
\[
O \left( \left( \frac{\text{nnz}(A)}{\sqrt{\varepsilon}} + \frac{n}{\varepsilon} \right) \log \frac{srk \log n}{\varepsilon} \right).
\]

We then additionally run an approximate SVD using Theorem 18.0.2 on the \( O(sk/\sqrt{\varepsilon}) \times O(sk/\sqrt{\varepsilon}) \) matrix, which adds an \( s^2k^3(\log(sk))/\varepsilon^{3/2} \) term, for a running time of
\[
O \left( \left( \frac{\text{nnz}(A)}{\sqrt{\varepsilon}} + \frac{n}{\varepsilon} \right) \log \frac{srk \log n}{\varepsilon} + \frac{s^2k^3}{\varepsilon^{3/2}} \log(sk) \right).
\]
This dominates the running times of the previous steps and thus is the running time of our entire algorithm.
Chapter 19

Future directions for sparse optimization

We conclude Part III of this thesis with several open directions arising from our investigations in this area.

**Greedy algorithms for column subset selection.** Our first question is to obtain an optimal understanding of the greedy algorithm for column subset selection with the Frobenius norm. Consider the greedy algorithm that iteratively updates a subset $S$ of columns by setting $S \leftarrow S \cup \{i\}$, where $i$ is the column which minimizes $\min_X \|A|^{S \cup \{i\}}X - A\|_F^2$. We ask whether this algorithm results in a nearly optimal column subset in the following sense:

**Question 19.0.1.** Let $k \in \mathbb{N}$. Does the greedy algorithm for column subset selection output a subset of $\tilde{O}(k/\varepsilon)$ columns such that

$$\min_X \|A|^{S}X - A\|_F^2 \leq (1 + \varepsilon)\|A - A_k\|_F^2.$$

Currently, it is known that similar bounds can be obtained up to a logarithmic factor in a condition number-type parameter [ABF+16], or polynomial factors in $k$ and $\varepsilon$ [DV06, BRW21]. It is interesting to determine whether the lower bound of $\Omega(k/\varepsilon)$ [DV06] can be achieved, or if there exists a matrix $A$ for which the greedy algorithm fails to achieve the above guarantee with $\tilde{O}(k/\varepsilon)$ columns. In fact, to the best of our knowledge, it is not known whether there is any efficient deterministic column subset selection algorithm that achieves this guarantee with $\tilde{O}(k/\varepsilon)$ columns.

More broadly, we raise the question of whether greedy algorithms can replace other techniques in matrix approximation in greater generality.

**Question 19.0.2.** Can sparse optimization techniques, especially greedy algorithms, replace sketching and sampling techniques in matrix approximation?

Although randomized algorithms based on sketching and sampling have proven to be a highly successful development in algorithms research, they often lack the simplicity, ease of implementation, practical performance, and interpretability of plain greedy algorithms, which often prove to be the preferred choice in practical applications. Indeed, arguably the most natural algorithms for matrix approximation are accomplished by greedy algorithms, from the singular value decomposition to the first proposed algorithms for column subset selection [Cha86] to the
most popular approaches for neural network compression [FC19]. Thus, as algorithms researchers, one of the most important directions is to establish how good these greedy algorithms are in the context of matrix approximation.

There have already been a few fruitful lines of work establishing the near-optimality of greedy algorithms for matrix approximation. A variation on a greedy algorithm has been shown to be nearly optimal for column subset selection under the entrywise $\ell_p$ loss for certain values of $p$, as shown by [SWZ17, MW21, WY23a] (see also Chapter 17). Our nearly optimal online coreset algorithm for John ellipsoids in Chapter 11 may also be viewed as a greedy algorithm. Yet another recent positive result for greedy algorithms is the result that when selecting a maximum volume subset of points, the greedy algorithm is nearly optimal in the composable coreset model [CM09, IMGR19, IMGR20, GMS23]. We hope that greedy algorithms will continue to prove to be the “right” algorithm in matrix approximation problems.

**Column subset selection for the entrywise $\ell_p$ loss.** The second question we raise is on settling the trade-offs for column subset selection problem for the entrywise $\ell_p$ loss. It is known that for $p < 2$, there is always a subset $S$ of $|S| = \tilde{O}(k)$ columns satisfying

$$\min_X \|A|_S^X - A\|_{p,p}^p \leq \tilde{O}(k^{1/p-1/2}) \min_{\text{rank}(\hat{A}) \leq k} \|A - \hat{A}\|_{p,p}^p,$$

and that any column subset with a distortion factor of $O(k^{1/p-1/2-o(1)})$ must contain at least $k(\log k)^{\omega(1)}$ columns [MW21]. In Chapter 17, we have shown a similar upper bound for $p > 2$, showing that there is always a subset $S$ of $|S| = \tilde{O}(k)$ columns satisfying

$$\min_X \|A|_S^X - A\|_{p,p}^p \leq \tilde{O}(k^{1/2-1/p}) \min_{\text{rank}(\hat{A}) \leq k} \|A - \hat{A}\|_{p,p}^p.$$

However, we only have a nearly matching lower bound for $p = \infty$, which shows that a column subset with a distortion factor of $O(k^{1/2-o(1)})$ must contain at least $k^{\omega(1)}$ columns. This leads to the following question:

**Question 19.0.3.** Let $k \in \mathbb{N}$ and $2 < p < \infty$. What is the minimum possible distortion $\kappa$ such that for any $A$, there exists a subset $S$ of $|S| = \tilde{O}(k)$ columns such that

$$\min_X \|A|_S^X - A\|_{p,p}^p \leq \kappa \min_{\text{rank}(\hat{A}) \leq k} \|A - \hat{A}\|_{p,p}^p.$$
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