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Abstract

People regularly interact with human-in-the-loop learning (HiLL) agents that attempt to adapt to their priorities, tastes, and preferences. Examples of such systems include web search engines, movie recommender systems, text prediction, and even large-language model based chat applications. To be adaptive, these HiLL systems must first learn an accurate model of an individual’s behavior and preferences.

The ability to learn such a model depends on the quality of the information the HiLL system is able to elicit from the people with whom it interacts, and how well it is then able to leverage that information. Typically, this information is generated via a loop where an agent or model takes actions or makes suggestions that a person responds to with some feedback, and that response is then used to train future behavior. Henceforth, we will refer to this query-feedback pair as an interaction.

We note that the informativeness of a learning interaction is limited by how fully it empowers a person to share their knowledge. We demonstrate that it is possible to improve a person’s teaching performance by providing them with (1) more appropriate modalities for sharing feedback (i.e. interaction types) and (2) insight into the context of the learner they are instructing. Our approach therefore moves towards a model that prioritizes a human teacher’s ability to provide informative feedback.

To do this, we first formalize the space of interactions that can be used to learn from human feedback and present four interaction archetypes: Showing, Categorizing, Sorting, and Evaluating. Then, we analyze the effects that these different interaction types may have on learning outcomes via both direct and indirect influences on collected training data. We build on this to contribute a learning approach that enables an algorithmic learner to learn from multiple interaction types based on which would be the most immediately informative. Finally, we develop and evaluate an interaction type-based approach towards bridging the gap between an algorithmic learner and a human teacher’s mental model of that learner.
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<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>We are particularly interested in how human teachers share information with learning agents, and what information they choose to share. Both of these are influenced by the interactions that are central to the interactive machine learning pipeline. In this dissertation, we explore what interactions entail, as well as the many pathways via which they influence knowledge transfer between human teachers and learning agents.</td>
</tr>
<tr>
<td>4.1</td>
<td>This graph outlines several key relationships that affect a HiLL system's ability to meet its problem specification, which consists of the system’s learning objectives and constraints.</td>
</tr>
<tr>
<td>6.1</td>
<td>Heatmaps illustrating how INQUIRE selects different interaction types as it learns more over time. These selections differ when deriving unweighted (top) or cost-weighted (bottom) information gain estimations. In the cost-weighted setting (bottom), INQUIRE selects more low-cost binary queries than it does in the unweighted setting (top).</td>
</tr>
<tr>
<td>6.2</td>
<td>Metrics for the changing state condition in which the robot’s initial state changes with each query. Error bars/regions represent variance across multiple evaluation runs with randomized query states and initial weights. Cost metrics are cut off after 20 queries for the binary-only method in (c) due to extensive computation times.</td>
</tr>
<tr>
<td>6.3</td>
<td>Metrics for the static state condition in which the robot is presented with the same state for all 20 queries. Error bars/regions represent variance across multiple evaluation runs with randomized query states and initial weights. Cost metrics are cut off after 20 queries for the binary-only method in (a) and (d) due to extensive computation times.</td>
</tr>
<tr>
<td>6.4</td>
<td>AUC values for the distance plots in Figs 6.2-6.3. Darker cells indicate lower (better) values.</td>
</tr>
<tr>
<td>6.5</td>
<td>Visualizing Fig. 6.4, with statistical significance noted. (*: $p &lt; 0.05$, **: $p &lt; 0.01$, ***: $p &lt; 0.001$)</td>
</tr>
<tr>
<td>6.6</td>
<td>AUC values for the performance plots in Figs 6.2-6.3. Darker cells indicate higher (better) values.</td>
</tr>
<tr>
<td>6.7</td>
<td>Visualizing Fig. 6.6, with statistical significance noted. (*: $p &lt; 0.05$, **: $p &lt; 0.01$, ***: $p &lt; 0.001$)</td>
</tr>
</tbody>
</table>
6.8 AUC values for the cost plots in Figs 6.2-6.3. Darker cells indicate lower (better) values. 

6.9 Visualizing Fig 6.8 with statistical significance noted. (*: \( p < 0.05 \), **: \( p < 0.01 \), ***: \( p < 0.001 \)).

7.1 We identify and evaluate four interaction archetypes for sequential decision making (SDM, top) and Classification (bottom) tasks.

7.2 Participants responded to primary tasks described in Section 7.1.2, a secondary task (M1), and a confidence assessment (M4).

7.3 Cognitive load (H1) was measured both objectively (secondary task reaction time) and subjectively.

7.4 Time taken to complete the primary interaction task (H2).

7.5 Per-trial confidence in response quality (H3).

7.6 Responses to subjective measures of frustration (H4). Darker colors denote greater frustration.

7.7 Responses to subjective measures of complexity (H4). Darker colors denote higher perceived complexity.

7.8 Responses to subjective measures of ease of use (H4). Darker colors denote greater ease of use.

7.9 Responses to subjective measures of confidence (H4). Darker colors denote greater perceived confidence.

8.1 Set cards can be grouped based on four different classes of properties: color (red, green, or purple), shape (diamond, oval, or squiggle), pattern (open, striped, or solid), and number (one, two, or three).

8.2 Set cards have four different classes of features: number, fill, color, and shape.

8.3 The layout for both the online and in-person user studies featured all possible cards, three bins into which those cards could be placed, a box containing the rule to be taught, a box containing feedback from the agent, and a box with a Likert Scale to use in evaluating the feedback. We also included a GIF of a Quori robot in a neutral pose.

8.4 In general, feedback helped to narrow the gap between human teachers’ perceptions of convergence and when the agent actually converged. However, statistically significant differences were found only with respect to credit assignment and binary feedback.

8.5 This figure plots the difference between the number of cards needed for the learner to converge on the true rule in the conditions with and without feedback. The presence of feedback generally appears to have reduced the number of cards needed for the learner to converge, implying that teaching efficacy was increased. Statistically significant results were found for every interaction type other than showing, which indicates that it’s not just the presence of feedback, but also the type of feedback, that accounts for this difference. However, across interaction types, there were no significant differences.
8.6 This figure again plots the difference between the average amount of time taken by each user to select a card to play in the conditions with and without feedback. Feedback generally seems to increase the amount of time teachers spend in selecting their next action, as compared to when they receive no feedback from the learner. This may in part be due to the increased cognitive overhead of updating their model of the learner, and deciding what information to share in light of that model.

8.7 We did not find statistically significant differences from the no-feedback condition across interaction types in the difference in whether participants perceived teaching the robot to be frustrating or pleasant, or their self-reported confidence at first termination. As expected, most of the responses lie between the two extremes of the Likert scale, with a positive bias.

8.8 We did not find statistically significant differences from the no-feedback condition across interaction types in the difference in whether participants perceived feedback to be useful in determining their next steps, or in how easy they found it to teach the robot. However, the data show interesting trends such as that preferences were thought to be extremely useful in determining next steps as compared to other interaction types.

8.9 We found a relationship between how participants’ teaching personas influenced their strategies and approaches to forming mental models of a learning agent. Furthermore, we found that when feedback was unhelpful in building those mental models, participants were increasingly likely to rely solely on their teaching personas and initial strategies and less likely to engage with the learning agent’s feedback. For example, a learner-led teacher might have a low weight on $S$ and a high weight on $L$; in contrast, a curriculum-driven teacher might have a high weight on $S$ and a low weight on $L$.

8.10 Participants’ teaching personas influenced how they perceived and leveraged different interaction types, which in turn affects how they choose to engage with feedback in the choose-your-own session.
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<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>We divide interactions into four clusters. $T$ is the finite time horizon of a presented trajectory (1 in one-shot instances), $N$ is the number of trajectories of length $T$ in a query or response, $A_U$ is the set of user actions, $A_L$ is the set of learner actions, and $i$ is a subset of $T$.</td>
</tr>
<tr>
<td>6.1</td>
<td>Each interaction involves separate query spaces, choice spaces, and choice implications.</td>
</tr>
<tr>
<td>8.1</td>
<td>We are interested in both objective and subjective measures of teaching and learning performance, along three primary dimensions.</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Intelligent agents such as recommendation engines, large-language models, and assistive devices are becoming fixtures in everyday society due to their growing ability to learn from large-scale data and to personalize based on data from individuals. Approaches to collecting data from people are extremely varied and include asking for annotations on video and images [109], ratings of robot behavior [40], task demonstrations [2], critiques or corrections of proposed trajectories [15, 37], and preferences between options [115]. However, in practice, this richness is often obfuscated and rarely used to meaningfully enhance the flow of information between people and the intelligent systems with which they are interacting.

Let us consider recommender systems as an example, given that hundreds of millions of people interact with them regularly. In the United States of America, 78% of households have a subscription to at least one streaming service and worldwide, Netflix alone has 231 million subscribers as of 2023 [43]. Furthermore, we note that this is all without accounting for the number of people globally interacting with recommendations from non-entertainment sources such as social media, e-commerce, and advertising! A common trajectory of using an entertainment recommendation engine, such as for video content, results in a so-called rabbit hole of content. Initially, recommendations for a user are likely varied and somewhat off-base. Then, as the user interacts with content on the platform more regularly, those recommendations become more refined. They may be quite compelling. At some point, there may be an overwhelming number of recommendations of a particular category (e.g. after watching one romantic comedy, there is a predominance of romantic comedies being recommended)! At this time, the user may begin to feel the presence of the rabbit hole, but options for recourse are unclear and limited: does she simply start negatively rating (via a 'Dislike' or thumbs-down, for example) these suggestions despite the fact that she does enjoy them in smaller quantities? This outcome is negative for both the user of the recommender system, as well as the provider of recommendations as well.

In part, this outcome may be an effect of how information is shared between the user and the recommender system. The machine learning algorithm largely observes what a user is looking at (implicit information), and receives very little in the way of feedback regarding the perceived quality of that content (explicit information). Furthermore, many recommender systems currently use one form of feedback: thumbs up, and thumbs down. However, explicit feedback is extremely valuable and, as we touched upon earlier and will discuss in the remainder of this dissertation, can come in many forms, each of which shares slightly different information. Imagine
instead a system where, upon receiving such recommendations, a user could selectively identify which recommendations she likes and dislikes and perhaps even provide insight into why that is! Going one step further, we can imagine a system where at every step there is more of an open and collaborative exchange of information between user and system: after watching a video, perhaps a user can share which parts of it she liked and which she didn’t, or whether she’d prefer to watch more of that kind of video or another kind (e.g. she enjoyed watching a cooking video, but would rather have more video essays suggested to her despite watching them less frequently). Such a system may be more likely to lead to value-aligned outcomes, not just in recommender systems but also when it comes to fine-tuning large-language models, assistive technologies, and other systems that regularly interact with individuals.

More generally, understanding the often opaque features of a person’s internal world – priorities, preferences, tastes, and beliefs – is a complex, nuanced, and ultimately rewarding endeavor. Doing so affords insights into how a person might perceive, and like to engage with, the world around them. Communicating such information is thus increasingly relevant in the context of the intelligent agents that people engage with regularly. If, ultimately, the goal of these agents is to help people live more meaningfully, efficiently, or joyfully, then it is necessary for them to be able to adapt to an individual’s interpretation of what that means.

Often, these intelligent agents interact with the same people repeatedly; as they collect information about these people, they attempt to adapt to their priorities, preferences, and tastes. These are human-in-the-loop learning (HiLL) agents. The entertainment recommender system we discussed previously is an example of such a system, as are other information-sharing platforms and assistive devices. There are other learning paradigms, of course. Some intelligent agents, such as self-driving cars, regularly interact with people who play no role in shaping their development; therefore, a wealth of insights go unheard. However, this still belongs to the umbrella category of learning from human feedback, which contains HiLL as well as less iterative learning paradigms. Other learning paradigms may attempt to adapt to a group, rather than an individual. This dissertation considers only those HiLL systems where an agent is directly learning from and adapting to a single human teacher.

To be adaptive, these HiLL systems must first learn an accurate model of an individual’s behavior and preferences. The ability to learn such a model depends in large part on the quality of the feedback the HiLL system is able to elicit and leverage from the people with whom it interacts. Typically, feedback is generated via a loop where an agent or model takes actions or makes suggestions that a person responds to, and that response is then used to train future behavior (e.g. a recommender system serving new recommendations based on a user’s viewing history). Henceforth, we will refer to this query-feedback pair as an interaction. We refer to the format that this interaction pair takes (e.g. asking for a demonstration, getting a rating, etc.) as an interaction type.

In order for such a paradigm to succeed – that is, for the agent to perform in ways that are intended, with minimal externalities – two things are critical. First, that people are fully and effectively able to convey the relevant knowledge that they have. Second, that models are able to appropriately interpret the feedback they are receiving. This dissertation extends the body of work on learning from human feedback by formalizing learning as a joint task with an interaction at its core. We begin by delineating the space of interactions into four primary archetypes (Showing, Categorizing, Sorting and Evaluating) and presenting a Markov Decision Process (MDP)
formalization of the interactions between people and models. We then build on this to present an active learning approach that uses an expectation of information gain to dynamically reason over the most informative query and interaction type to use in eliciting knowledge from a human teacher. However, people’s ability to provide high-quality data can be affected by human factors of an interaction, such as induced cognitive load and perceived usability. We show that measures of performance and accuracy differs significantly between different interaction types. Finally, we investigate how people can understand the implications of the feedback that they provide, and demonstrate that doing so can better align learning outcomes with user expectations.

1.1 Domains of Interest

In this thesis, we focus on learning preferences for behavior in some well-constrained space of safe and appropriate behavior and disregard domains and tasks where blindly adapting to an individual’s preferences may not be appropriate.

We are particularly motivated by two broad categories of such agents: recommender systems, such as that presented earlier, and assistive technologies (e.g. assisted feeding). Recommender systems, are commonplace fixtures in society; assistive technologies, remain niche entities with tremendous value. Regardless, the following remains true for any interaction between an individual and an intelligent agent: agents that are capable of eliciting better feedback, or interpreting feedback better, will better be able to unearth individual human preferences. This in turn will have positive downstream effects on the growing number of intelligent systems that have achieved societal penetration.

Currently, for example, users of recommender systems may find themselves pigeon-holed into a small region of the vast space of content available to them, and have limited means of recourse. Content creators may also have a difficult time sharing their creations with the correct target audiences; this is negative for both creator and consumer, and limits the type of content that can be created. One reason for this may be the limited number of interaction mechanisms that exist for consumers to share feedback: they either consume content, or don’t, and can occasionally provide a rating. These mechanisms may be insufficient for fully capturing a person’s preferences. Meanwhile, assistive technologies that support individuals in activities of daily living can be difficult to use, and rely on human adaptiveness to compensate for their shortcomings. Tailoring their behavior more deftly to the preferences of their users may afford both more autonomy and agency. In order to do this, however, these systems must first be able to learn preferences efficiently.

We further note that there has been a recent interest in learning from human feedback in the context of Reinforcement Learning from Human Feedback [34, 74, 123, 141] for improving the quality of outputs from large language models. Thus far, the primary focus has been on using user preferences between pairs of possible output; however, being able to leverage a wider range of possible feedback avenues and interaction type may be useful in achieving greater resource efficiency. For example, some interaction types may allow for more labels on a single paragraph output, leading to more fine-grained input and evaluations.

We discuss extensions of our research to each of these domains in more detail in Chapter [9].
1.2 Thesis Contributions

The key insight of this thesis is that the informativeness of a learning interaction is limited by how fully it enables knowledge sharing between agents, namely a human and a learning agent. Because the quality of the feedback that a human teacher provides depends on both the actions, suggestions, and queries posed by the agent and on the avenues people have to respond to them, it is critical to reason carefully over how an interaction can influence learning outcomes. We hypothesize that we can significantly improve a lay-person’s teaching performance by providing them with more appropriate avenues for both sharing feedback and receiving insight into the context of the learner they are instructing.

Thus, we contribute a body of work on explicitly learning an individual’s preferences that moves towards a model that prioritizes a human teacher’s ability to provide informative feedback. We do this by:

1. Developing a Markov Decision Process (MDP) formulation of interactions as well as a novel taxonomy over the space of interactions that can be used to learn from human feedback (Chapter 5).
2. Contributing a learning approach that enables learning from multiple interaction types based on which would be the most immediately informative for the learner based on its current task knowledge (Chapter 6).
3. Analyzing the differing costliness of using each of the different interaction types, and how that may affect downstream outcomes. (Chapter 7).
4. Bridging the gap between the learner and the human teacher’s mental model of the learner by using these interactions to provide local feedback from the learner back to the human teacher to guide the learning process (Chapter 8).

Before presenting these contributions, we will first: situate these contributions in the larger narrative of learning preferences within HiLL settings (Chapter 2), present some relevant related work as additional context (Chapter 3), and give more detail on how interactions are particularly important in the HiLL pipeline and why we believe it is so critical to study them (Chapter 4). Finally, in Chapter 9 we will review our contributions, discuss the limitations of our work, and explore extensions to both real-world applications and future research directions.
Chapter 2

An Approach to Interactive Machine Learning from Humans

We seek to develop a human-in-the-loop learning paradigm that prioritizes a human teacher’s ability to provide informative feedback. We consider settings where a person interacts with an algorithmic learner in a pedagogical fashion (i.e. they are knowingly attempting to teach), and thereby assumes the role of an expert human teacher. At a high level, our approach towards addressing this can be summarized as follows:

1. The teacher provides information to the algorithmic learner via any of several interaction mechanisms.
2. The algorithmic learner can additionally actively query the teacher for information it believes to be useful, and that it believes the teacher might be able to provide.
3. At appropriate intervals, the algorithmic learner and teacher re-calibrate their models of the others’ knowledge, capabilities, and beliefs in order to enable better information sharing.

This series of steps might repeat indefinitely until – and, perhaps, for as long as – the algorithmic learner displays the desired level of proficiency as determined by the teacher.

In the remainder of this chapter, we elucidate each of these steps. Section 2.1 further describes the problem setting of interest. We are particularly interested in tasks where laypersons are knowingly put in the position of being a teacher. Given such a task, Section 2.2 discusses the various interactions via which knowledge can be transferred from teacher to algorithmic learner and how we can meaningfully understand the influences of those interactions. Section 2.3 further explores how an algorithmic learner can support the learning process via an active querying paradigm that is mindful of the differing influences of interactions. Finally, because both algorithmic learner and teacher are participating in a learning process that is temporal in nature, the influence of, and methods of adjusting for, shifting beliefs during the learning process are discussed in Section 2.4.
Figure 2.1: We are particularly interested in how human teachers share information with learning agents, and what information they choose to share. Both of these are influenced by the interactions that are central to the interactive machine learning pipeline. In this dissertation, we explore what interactions entail, as well as the many pathways via which they influence knowledge transfer between human teachers and learning agents.

2.1 Overview

The overarching problem of learning from human feedback manifests in many forms in part because of the variety of roles that both algorithmic learner and human can play.

**Online and Offline Learning.** An online learner will collect a variably-sized batch of data, perform a model update, and then collect additional feedback data in response to its new performance. In that sense, there is an expectation of an ongoing learning interaction between learner and data source (in our case, a human teacher). In contrast, an offline learner will receive all training data at once and perform no model update between any of the interactions used to collect that training data.

**Active and Passive Learning.** Passive learning involves a learning agent being trained on a data set that is curated independently of its learning status. On the other hand, active learning enables the learner to independently query for informative data points.

**Pedagogical and Pragmatic Teaching.** People have been shown to demonstrate tasks differently if they know that a learner is attempting to learn from them, as opposed to if they are asked to complete it as efficiently as possible [48]. Furthermore, if people know they are engaged in a teaching task, they may have different expectations from learners than otherwise.

In this dissertation, we focus on online, active learning of individual preferences from pedagogical human teachers. The domains described in Chapter 1.1 are precisely such settings. We focus on learning individual preferences for a few reasons. First, this allows us to explore how to elicit and leverage knowledge from laypersons as if they were experts. People are the authorities on themselves, especially when it comes to preferences. Generally, they know what they like...
even if they can’t convey that information perfectly. Thus, we can assume the existence of some ground truth preference despite potentially noisy, inconsistent, and uncertain feedback. Second, online and active learning processes have a tighter coupling between model learning and human teaching; this makes evaluating shifts in teaching behavior more tractable, and it positions learning as more obviously a collaborative process. Finally, we are interested in enabling people to teach as effectively as possible and are therefore interested in settings where people are knowingly acting in a pedagogical fashion.

We recognize that there are other challenges to address as well, such as that preferences are often non-stationary and people are not omnipotent. They may not realize that they will like something, because they haven’t tried it yet (e.g. I haven’t tried watching a dark comedy movie, but I would like it if I tried it. However, I won’t tell you that I like it, because I don’t know this yet!) Furthermore, the relative strength of their preferences may ebb and flow with time (e.g. if I have watched dark comedies every day for the past week, I may prefer a documentary instead, even if I usually prefer dark comedies to documentaries). While compelling, this is beyond the scope of our work. Even if we consider the set of problems that assume preferences to be stationary (e.g. if we are trying to understand what people currently want, and believe we will not interact with them long enough for their preferences to shift), there will still be learning artefacts that arise because people share knowledge along with biases, inconsistencies, and contextual inferences. Our work addresses these artefacts.

In the upcoming sections, we discuss how to evaluate and mitigate for the ways in which interactions affect how knowledge is shared.

2.2 Sharing Human Knowledge via Learning Interactions

Given such an online, active learning setting with a pedagogical human teacher, we are interested in the interactions that permit knowledge to transfer from teacher to algorithmic learner. In this section, we provide more detail on our approach to analyzing these interactions.

First, in order to discuss interactions, we define the following terminology. Let a query \( q \) refer to data that a human teacher \( U \) is prompted to respond to by learning agent \( L \). An annotation is the feedback that a teacher gives in response to a query. An interaction type is the format of a query (e.g., “Showing”, “Categorizing”, “Sorting”, or “Evaluating”, as introduced in Section 3.1). An interaction instance is a specific query, e.g. “Should the label be ‘library’ or ‘bookshop’?” and its associated annotation. Finally, an interaction session is a series of interaction instances. This framing is formalized in more detail in Chapter 5.

In Section 3.1 we present a variety of interaction types present in the literature; still, these are but a handful of the interactions that exist for learning from human feedback. To compare each proposed interaction type against every other would be an intractable endeavor. Fortunately, many of these interaction types share fundamental similarities in how people interface with them. By taxonomizing the space of interaction types along those lines, we can more easily compare clusters of interactions.

Thus, we characterize the growing number of interaction types along the following dimensions:
Query Size. The query size of an interaction type refers to the amount of data that a learner requests feedback on.

Response Size. Similarly, the response size of an interaction type refers to the amount of data contained within an annotation.

Intervention Options. The intervention options that an interaction type affords refers to the granularity with which a human teacher can respond to a query. For example, a Categorizing interaction such as requesting a positive or negative label on a trajectory requires that a human teacher label the trajectory in aggregate as good or bad. On the other hand, an Evaluating interaction such as credit assignment allows a human teacher to identify specific regions of a trajectory that are good or bad.

Response Choice Space. The response choice space of an interaction type defines the set of possible annotations that a human teacher can give in response to a query posed by the algorithmic learner.

From this, we identify the four interaction archetypes of Showing, Categorizing, Sorting, and Evaluating. The aforementioned dimensions and interaction archetypes are formalized with more technical detail in Chapter 5.

We note that our taxonomy only considers explicitly given feedback. Understanding the further implications of the implicit information that interactions allow for is outside the scope of this thesis, though it remains a growing area of research as described in Section 3.1. In Section 2.3, we discuss our approach to, and the importance of, leveraging these distinctions between interaction types in learning from human feedback.

2.3 Learning from Multiple Interaction Types

The four interaction archetypes (Showing, Categorizing, Sorting, and Evaluating) differ in ways that affect learning outcomes via two pathways: indirectly via how people perceive and respond to these interactions and directly due to how training data is generated. This section presents metrics by which we can measure the influence of teaching performance on training data, an information theoretic formulation for understanding the effects of interactions on training data, and an approach towards leveraging multiple interaction types in one interaction session.

The effects of teaching performance on training data are important to understand, due to potential downstream effects on learning outcomes. While there are many ways to evaluate teaching performance, we focus on:

Cognitive Load. As the cognitive load (i.e. the portion of working memory being utilized) on an individual increases, they grow more easily distracted and tend to have worse task performance [128]. There are both subjective and objective measures of cognitive load.

Performance. We consider task performance (e.g. providing good and efficient data). Typically, when collecting data for machine learning models, we are concerned with the quantity of
data we can obtain within a given time and budget constraint. However, we also want the quality of the data to be high.

**Usability.** The usability of any particular interaction type is a purely subjective measure that may lend insights into how comfortable people are providing feedback via various mechanisms. It is likely that the more usable a person finds an interaction type, the more willing they will be to use it to provide information.

We designed and ran a user study to measure effects along the aforementioned axes, and found that statistically significant differences exist between interaction types on each of these measures. Further details on our experimental setup and analyses can be found in Chapter 7.

Furthermore, even without considering the effects of teaching performance on training data, we can see that the choice of interaction type directly affects the training data that can be collected. This is trivial to see with respect to training data format: the format of data collected via a forced ranking question (i.e. a *Sorting* interaction) will be different than the data collected by asking for a demonstration of a trajectory (i.e. a *Showing* interaction).

However, we can also look at the informativeness of each piece of training data by framing data acquisition as an information-gain problem. We ground the problem of calculating the information gain $\Phi_i$ for the optimal query of interaction type $i$ as follows:

$$
\Phi_i(\omega, s) = \max_{q \in Q_i(\omega, s)} IG(\omega, C_i(q))
$$

$$
= H(\omega) - \min_{q \in Q_i(\omega, s)} \mathbb{E}_{c \in C_i(q)} \left[ H(\omega | c) \right]
$$

Here, $C(q)$ is a function that defines the choices that a human teacher has in terms of what feedback they can provide given a query $q$, and $Q(\omega, s)$ defines the set of queries that the agent could pose. More details on this formulation and the functions that comprise it can be found in Section 6.1. We also show that this implies potentially disparate effects of various interaction types on training data, and present our ongoing work on an information-gain based approach towards learning from multiple interaction types in a single session.

An interesting extension of this would be to further incorporate some quantifiable measure of influence on teaching performance into the interaction type selection process. However, to quantify fluctuations in teaching performance in such a fashion is beyond the scope of this thesis.

### 2.4 Revealing Agent Knowledge via Learning Interactions

Still, if our goal is to make the process of giving and receiving feedback more effective, we cannot simply focus on feedback modalities. In this section, we consider how teaching performance – and thereby, training data – may additionally be influenced by perceived learning outcomes. It is insufficient to consider only the feedback mechanisms available to people because the content of the feedback that people deliver will depend on their mental models of the learner (e.g. a person might give more detailed information to a learner perceived as more competent). There are two primary approaches that we can take towards bridging the gap between the learner’s model and
the teacher’s model of the learner: we can imbue the learner (agent) with a more accurate model of the teacher (human), or we can make the learner more transparent to the teacher.

One approach towards this is to help make the learner more transparent to the teacher. We consider how the interaction types discussed previously can be used to locally expose the black-box model of the learner and give a sense of how information shared by the teacher is being interpreted. We decide to use the interaction types previously discussed because we view them as purely information-sharing mechanisms, and are curious to evaluate the symmetry – or lack thereof – of knowledge transfer from human to agent and vice versa. We discuss this in further detail in Chapter 8.

Another approach towards giving the learner a more accurate model of the teacher might involve developing an active learner that generates queries that are both informative to the model and informative to the human instructor. This would involve building off of our existing information gain formulations of interaction types. Furthermore, we would have to construct and incorporate a model of how a human teacher might interpret the questions being posed by the machine learner (e.g. a teacher might perceive questions that are very similar to each other as indicating that a concept has not been learned). While this is an interesting question, it is beyond the scope of this dissertation.

Together, these two approaches – making the learner more transparent to the teacher, or the teacher more legible to the learner – lend themselves to moving towards learning process that are more bidirectional.
Chapter 3

Related Work

HiLL as we have described it is one manifestation of the larger space of interactive machine learning approaches. Interactive machine learning (IML) can be distinguished from other forms of applied machine learning by virtue of rapid update cycles featuring incremental changes that involve both the algorithmic learner and human teacher [8, 46]. IML is related to Interactive Machine Teaching (IMT, not to be confused with the literature on machine learning systems that attempt to teach their policy to a user known as Machine Teaching [23]) which sees human teachers adopting a three-phase process: they plan what to teach, they explain relevant information, and they review what the learner has understood [107] and the focus is on “the efficacy of of the teachers given the learners.” [121]. As a result of this paradigm, human teachers have the opportunity to adapt their interactions with an algorithmic learner to better achieve their desired outcomes. Every aspect of this process is an active and broad area of research.

In the remainder of this chapter, we discuss a subset of research related to the interactions that take place during the HiLL pipeline. We are especially interested in IML/IMT settings that may additionally leverage an active machine learner which can intentionally query a human teacher for training data. In particular, we discuss the forms that these interactions can take, the influence of a human teacher’s behavior on learning outcomes, and the ways in which model updates can be expressed to, and understood by, human teachers.

3.1 Learning from Human Feedback

Learning interactions between humans and intelligent agents can take on many forms. Cakmak and Thomaz [27] proposed a categorization of interaction queries that correspond to questions that people tend to ask: label, demonstration, and feature queries. Zhang et al. [138] presented a survey on different types of human guidance specifically for deep reinforcement learning and identified four different learning scenarios: standard imitation learning, learning from evaluative feedback, imitation from observation, and learning attention from human. Najar and Chetouani [94] presented a taxonomy of “advice” for RL agents, categorizing it first according to whether it provides contextual or general advice, and then according to whether it indicates feedback, instructions, or constraints.

Additional research into developing intelligent agents that emulate the rich learning interac-
tions people use has involved combining multiple interaction types [25] to better leverage human teachers, leveraging trade-offs between interactions [103], and exploring explicit and implicit information transfer [66]. More recently, this body of research – particularly learning from preferences – has been popularized in the context of Reinforcement Learning from Human Feedback [12, 34, 74, 124, 141]; we discuss this further in Chapter 9.

The research presented in this dissertation extends this body of work by providing a general taxonomy of interaction types as well as a principled framework for representing model-agnostic interactions. Throughout this dissertation, we build on this framework and taxonomy in order to understand the differing informativeness and ease of use of many of the aforementioned interactions. Based on our taxonomy (justified in Chapter 5), we discuss four categories of interactions.

**Showing.** The teacher provides a demonstration of the agent’s expected output. This form of interaction is common in the highly-active research field on Learning from Demonstration [10, 33]. Inverse reinforcement learning (IRL) is a learning from demonstration technique for recovering a reward function from which to train a policy [2, 95]. Behavioral cloning learns a policy directly [13, 116]. Alternatively, the teacher may verbally explain the expected behavior in the form of “advice” indicating what the agent should or should not do in a particular state [79, 94]. While demonstrations can be highly informative, people are limited in the number of examples they can provide and by their expertise.

**Categorizing.** The teacher provides one or more labels from a predefined set. This type of learning is commonly used for classification and regression. For example, computer vision leverages popular large-scale labeled datasets [42, 45, 83]. In another approach, a human teacher may indicate which object (from a set of candidate objects) is most immediately relevant for a particular task [49]. Labels also include the assignment of rewards to actions, as in bandit problems and reinforcement learning with human feedback [40, 76]. The informativeness of labels is limited by the size of the label set, and people are known to give both overly positive rewards [8] and shifting ratings [101].

**Sorting.** The teacher indicates their relative preferences over a set of choices presented by the agent. Preference elicitation is an active area of research, especially in recommendation engines [52]. Comparison and ranking-based approaches for learning reward functions are increasingly common [19, 115, 136]. These interactions are precise, and thought to be low user effort. The technique is good at fine-tuning, but the information that can be gained from each query is limited.

**Evaluating.** The teacher provides granular feedback on an agent’s proposed or executed actions. Corrections are feedback on a proposed set of actions either during or after task execution. These can be physical or simulated [15, 65]. These corrections may range from fine-tuned adjustments of the robot’s end-effector pose [11, 50] to perturbations of the robot’s intended trajectory [14] to changes in the hierarchical structure of the task [56]. Users can also mark good or bad regions of a trajectory via critiques [37]. Credit-assignment interactions, such as the one posed in [66], can be construed as a form of critique where the user is limited to identifying only
one good region. Off-switch games can be considered as another special case of critiques where trajectories are segmented into a singular allowed section preceding a singular disallowed section [57].

We note that quality control research for data collection investigates how users, often crowd workers, can provide good data via incentives and task design [73, 80]. Our research differs in that we study how human factors, such as cognitive load and usability, differ between various interaction types. The correlations between cognitive load, usability, and task performance (e.g. providing good data) have been observed and studied throughout cognitive psychology [128], human-computer [85] and human-robot interaction [105].

3.2 Influences on and of Teaching Performance

While “ground-truth” for optimal human performance in HiLL systems may not exist, there are measures that are known to affect human performance. In particular, an increase in workload has been correlated with a decrease in task performance [105, 128]. Workload can be measured both in subjective, self-reported measures and in objective task measures [85]. The NASA-TLX survey [60] has been widely adopted in human factors research to measure subjective workload, and consists of several sub-metrics including mental demand, physical demand, temporal demand, performance, effort and frustration. The popular System Usability Scale (SUS) is a validated survey that provides a subjective measure of the usability of any given system, reflecting measures such as users’ ease and confidence when using a system. A strong, positive association exists between task performance and subjective satisfaction with an interface [98]. Workload and usability have also been found to be non-overlapping measures in an HCI task, which suggests that combining them may provide a more accurate prediction of objective task performance [85]. Our work leverages these as established metrics by which to evaluate teaching performance.

There are many additional axes along which we can discuss the influences of interactions on training data. In Section 4.3 we focus primarily on how noisiness in the data, as well as the quantity and distribution of collected data affect learning outcomes. Human teaching performance has previously been shown to directly influence those particular factors as well.

Noise. We focus on noise introduced via human error (e.g., where a human teacher fails to provide the conventional ground truth). For example, data collected from crowdworkers can be low quality, as workers are incentivized to maximize their own earnings at the potential expense of providing thoughtful labels [63]. Noisiness can also arise from human teachers without adversarial intentions, due to factors such as the amount of precision afforded by a particular user interface [6].

Distribution. Collecting well-distributed data that captures domain shifts is critical for robust models. The availability of crowdworkers suggests the possibility of increased diversity in dataset curation [80], and has already been shown to manifest in more efficient exploration and learning [88]. The teaching interaction may be adapted in response to poorly-distributed
training data; for example, tasking a teacher with finding a positive example in an underrepresented region of the state space [82]. However, interaction mechanisms that are not designed to be accessible and usable by a variety of individuals may result in datasets that either eschew or result in low-accuracy feedback from entire swaths of people [132].

**Quantity.** In HiLL systems, the interaction type being leveraged can affect the rate of data collection, and ultimately limit the amount of data collected. Demonstrations on physical robots, for example, can be difficult and time-consuming to provide; simulated approaches with user-tested interfaces can increase labeling throughput and lead to better learned policies [72, 88].

### 3.3 Transparency in Algorithmic Learners

We are particularly interested in model transparency in the context of improving teaching performance in HiLL systems. Transparency is critical in such settings because the feedback that people provide is influenced by a learner’s current (perceived) policy [87]. Studies have repeatedly shown that having additional insight into a learner’s model can influence teaching behavior and increase teaching efficacy [32, 96, 118, 130]. In the remainder of this section, we first discuss existing literature demonstrating the effect of model transparency on teaching performance. We then explore several approaches towards achieving such transparency.

**Effects of Model Transparency on Teaching Performance.** A human teacher’s mental model of an agent’s learning status may include assessments of the agent’s current knowledge and performance over the task. This mental model can affect various factors of a teacher’s task performance including planning, persistence, and satisfaction [68]. As a result, it is important to consider how this mental model may be affected by the agent’s performance and the interaction between the teacher and agent. Hedlund et al. [61] found that agent performance can affect a teacher’s mental model of both the agent and their own teaching capability. Krening and Feigh [78] showed how teachers perceived an agent trained using verbal demonstrations as being more intelligent and better-performing than the one trained through binary critiques. Furthermore, interactive learning methods lent themselves to more accurate assessments of agent capability as compared to passive, supervised learning [28]. Prior work has investigated the relationship between active learning techniques and model transparency (e.g. by asking questions in regions of greater transparency) [32]. Our research extends this body of work by exploring the relationship between active learning and model transparency through the lens of various learning interactions.

**Approaches to Model Transparency.** There are number of popular approaches to model transparency, but not all of them are well-suited to the type of rapid, interactive learning we are interested in. Most of these approaches fall into two categories: developing models that are inherently interpretable [113] (e.g. decision trees, linear models), and models that provide post-hoc explanations (e.g. techniques such as LIME [111], or saliency maps [127]). Such approaches may be useful in interpreting complex deep learning models, but may be too heavy-handed for
quick iteration cycles between an algorithmic learner and human teacher required of interactive learning settings, particularly when lay-persons are involved. Another axis along which to consider transparency and explainability is whether users are provided with local or global-level insights into the model \[64\]. Finally, a recent taxonomy grouped explainable AI methods for reinforcement-learning into three categories: feature importance (e.g. directly generating explanations), learning process and MDP (e.g. decompose reward function), and policy-level (e.g. summarize using transitions) \[91\]. The work presented in this dissertation focuses primarily on local transparency via feature importance methods.

Alongside the methods mentioned previously, we can also consider approaches using different mediums, such as visualization techniques \[9\], which may be valuable in interactive settings due to their more simple to understand nature \[135\]. It is challenging to get transparency and explainability correct for many reasons. One of these reasons is that the type of transparency required may vary by the role and intentions of the end-user \[7\]. Another is that sometimes explanations, like those from post-hoc models, can simply be incorrect \[3\] \[113\].

We are particularly interested in techniques that promote model transparency in an active learning setting. While there have been approaches that attempt to give human teachers more insight into how their feedback will be interpreted \[16\], finding lightweight paradigms by which an algorithmic learner can convey information back to the human teacher remains a relatively open question. In human-robot interaction, implicit behavior and nonverbal cues have long been studied as a way to increase transparency for human-robot teaming \[20\]. In our research, we are interested in exploring novel interaction paradigms for explicitly communicating a learner’s model in an active learning setting.
Chapter 4

Contextualizing the Role of Interactions in HILL

Before we delve further into defining what an interaction entails and how interaction types can affect learning outcomes, we must first understand the larger HiLL paradigm within which interactions are situated. In this chapter, we propose a relationship graph (Fig. 4.1) as an organizing principle for HiLL systems in order to comprehensively analyze the effects of interaction types. At a high level, a primary goal of selecting an interaction type is to choose the one that best aligns the learning outcomes and learning objectives of the overall system. These learning outcomes are dependent on the training data obtained by the system; in HiLL settings, this training data comes from a teacher and is thus affected by teaching performance. In this section, we will further define each node on this graph. This section is the product of a collaboration with Yuchen Cui and Tesca Fitzgerald. Chapters 5 and 7 will later delve into the labeled edges between nodes.

For our purposes, we abstract away the details of the task (e.g. specific domain, learning model, and interface in which a HiLL system is deployed). In Chapter 5, we justify these assumptions by providing a formalization of interactions that allows us to analyze them separately from any underlying learning models. As a result, the design choices and relationships analyzed in this section may be considered within any domain. To provide concrete examples, however, we ground our discussion in the context of a warehouse robot tasked with restocking items. In this example, the robot collects data from humans to train separate models for object recognition and manipulation.

Figure 4.1: This graph outlines several key relationships that affect a HiLL system’s ability to meet its problem specification, which consists of the system’s learning objectives and constraints.
4.1 Problem Specification

The problem specification consists of the objectives and constraints of a given learning problem. Learning objectives describe the goals of designing a HiLL system, which may consist of objectives such as the expected performance on the training, testing, and generalization datasets, output consistency, sample efficiency, (adversarial) robustness [137], and/or explainability [112]. Constraints of a HiLL system specify the requirements and limitations, which may include the size of the training data set, physical limits, safety requirements, and so forth.

In the restocking robot domain, for example, the learning objective of the robot’s object recognition model is to meet an expected object detection accuracy above some threshold, while also being robust to changes in lighting conditions in the warehouse. Within the robot’s manipulation model, the objective is to generalize its grasping model learned from a small set of objects to robustly grasp novel ones, under the constraint that collisions in any form should be avoided.

4.2 Teaching Performance

In a HiLL system, the agent’s task is to achieve specified objectives, and the human teacher’s task is to provide data that supports the learner. The quality of this training data is critical to the agent’s learning outcomes, and is affected by how well the human teacher executes their teaching task. We define human performance as a human’s ability to provide accurate feedback during a learning interaction. We can more precisely call this teaching performance, for our purposes.

For example, if the restocking robot requests feedback on grasping a new object, human performance consists of the human’s ability to provide a demonstration, correction, or other indicator that results in a stable grasp of the object. The teacher’s ability to provide quality data depends on how they may provide feedback; if the robot requests a ranking between two candidate grasping poses that are equally bad, the teacher may have difficulty deciding between the two and is unable to express feedback about how the robot should grasp the object.

4.3 Training Data

Training data is the set of data samples generated by the human teacher through interacting with the learning agent. For the restocking robot, this could consist of object type labels, robot arm trajectories, and/or ratings of trajectories. Training data can have different data implications. The quality and quantity of training data affect learning outcomes in various ways. Two measures of quality of a data set are noisiness and distribution. Quantity straightforwardly refers to the number of samples in the data—however, how much data is enough is often determined by the complexity of the task itself and the learning objectives of the agent.

Noise. Noise can be introduced during data collection through human error (labeling error). Noisy data often leads to a false measure of training and testing performance [35, 59], the effect of which is specific to the training algorithm [69]. During data collection, especially when crowdsourcing [80], it is important to control such noise in labels through explicitly correcting for labeling bias [122] or modeling noisy labelers [119].
Distribution. This encompasses the diversity, biases, and representativeness of the data sets. ML models may overfit not only to training data, but also to test and generalization data as a result of the research community using identical benchmarks \cite{110}. It is important to design distributions of test and generalization sets that account for domain shifts to better understand generalization errors of ML models \cite{125}.

Quantity. Data quantity has proven to be a crucial factor of performance of ML models \cite{58}, especially for deep neural networks, as demonstrated on image classification \cite{42} and natural language processing \cite{24}. Small training datasets can lead to overfitting \cite{108}. Performance of deep models on vision tasks increases logarithmically with the volume of training data \cite{126}. Leveraging large amounts of unlabeled data, self-supervised representation learning also improves performance of deep models \cite{93}. We note that there is sometimes a tradeoff between the quality of data and the quantity that can be collected. However, there is also a push to be more resource efficient and focus on collecting fewer, higher quality training data.

4.4 Learning Outcomes

The outcomes of HiLL systems are the objective measures of performance of the trained system. In an effective HiLL system, these outcomes should fulfill the previously-described learning objectives that define the performance goals of the system. We first consider three common performance-based learning outcomes.

Training performance reflects the model’s ability to represent its training data. The exact performance metric is domain-specific. In supervised learning, training accuracy is a common metric representing how well the trained model can reproduce the expected output from its training dataset. For reward-based task learning, policy loss in the training environment is often used as a performance metric.

Testing performance reflects the model’s ability to produce the expected output for inputs that are drawn from the same distribution as, but not included in, the original training dataset. This testing dataset represents the set of problems that the trained model is expected to encounter in its domain.

Generalization performance reflects the model’s ability to produce the expected output for inputs that are drawn from a significantly different distribution from the original training dataset. This type of learning outcome may not apply to all learning domains, but is frequently used in domains where the agent learns multiple tasks (e.g. one-/few-shot learning).

In the restocking robot example, the agent’s learning outcome for the object recognition task would be its training and testing performance in classifying catalogued items. Meanwhile, generalization performance for its manipulation model might include grasping and accurately reshelving newly-introduced, uncatalogued objects.
4.5 Relationships

This section introduces the major nodes of our proposed relationship graph (Figure 4.1), except for interaction types which will be addressed shortly in Chapter 5. We also discuss the data implication edge of the graph and presented characteristics of training data that affect an agent’s ability to fulfill its learning outcomes. There also exist the following edges in the graph:

1. Feedback interpretation: how the teacher’s feedback is synthesized into training data,
2. Teaching quality: how the human teacher’s experience affects the quality of their feedback (e.g. via imposed cognitive load and other performance metrics), and
3. User experience: how the queries posed via this interaction type are perceived by the human teacher.

In our relationship graph, learning outcomes serve as a feedback signal into the problem specification. This signal is analogous to the so-called “gulf of execution” in interaction design [100]; that is, it measures how well the learning outcomes meet the stated learning objectives. The HILL cycle repeats until, at some point, learning outcomes and objectives are aligned. Evaluating this gulf of execution and determining when to pause and re-start the learning process are necessary questions that remain outside the scope of this thesis.

Instead, note that the edges that remain to be discussed all (directly and indirectly) influence the training data that is collected. The remainder of this thesis will focus on these pipelines between interaction types and training data, given that we know training data ultimately affects downstream learning outcomes. We will discuss interaction types themselves in Chapter 5. Feedback interpretation will be discussed in Section 5.3, while the teaching quality and user experience edges will be discussed in Chapter 7.
Chapter 5

Formalizing Learning Interactions

In Chapter 4 presented the HiLL paradigm. In the remainder of this thesis, we present how the influences of different interaction types affect downstream learning outcomes. However, the space of interaction types is vast. We enumerated some in Chapter 3.1 but new algorithms and techniques are constantly being developed. It is thus intractable to directly compare each and every extant and proposed interaction type. Still, many interaction types share fundamental similarities in how people interface with them. By taxonomizing the space of interaction types along those lines, we can more tractably compare clusters of interaction types. To this end, this chapter presents a novel taxonomy that characterizes interaction types along four dimensions: the action batch size of the learner’s queries, the action batch size of the user’s responses, the number of intervention opportunities available to the user per query, and the number of response choices available for a user to select from per query. We also identify four interaction archetypes, termed: Showing, Categorizing, Sorting, and Evaluating.

We then use our framework to present an information-gain based overview of how these different interaction types result in nuanced differences in downstream training data.

5.1 Representing Model-Agnostic Interactions

In order to discuss interactions, we define the following terminology. Let a query $q$ refer to data that a human teacher $U$ is prompted to respond to by learning agent $L$. An annotation is the feedback that a teacher gives in response to a query. An interaction type is the format of a query (e.g., “Showing”, “Categorizing”, “Sorting”, or “Evaluating”, as introduced in Section 3.1). An interaction instance is a specific query, e.g. “Should the label be ‘library’ or ‘bookshop’?” and its associated annotation. Finally, an interaction session is a series of interaction instances.

We choose to model interaction sessions as Markov Decision Processes (MDPs) for several reasons. MDPs provide a sequential decision-making paradigm that captures how, in active and passive learning, people provide a series of annotations over the course of an interaction session. Furthermore, with this paradigm, we can treat human teachers as agents making decisions over their own action and state spaces, rather than as oracles in possession of data that is always equally accessible. This allows us to account for imperfect decision-making due to human factors (e.g. cognitive load, usability). Finally, this enables us to analyze interaction types separately...
from any underlying learning models (e.g. Gaussian process, neural network, Q-learning). The interaction type is a means to obtain data, and the learning model consumes that data. This distinction enables us to discuss interaction types in terms of the user’s actions and the learner’s actions, to analyze both passive and active data collection, and to assess interactions regardless of learning objectives.

To define this MDP in further detail, we first define a user $U$ as an agent interacting with a learner $L$ via queries. The interactions between $U$ and $L$ can be situated in passive or active learning contexts. Let $A_L$ define the set of actions available to the learner $L$ and $a_t \in A_L$ the action taken at time $t$. For example, consider a restocking robot tasked with reshelving items. In this case, $A_L$ may consist of the available steering controls needed to construct an appropriate trajectory to reshelve an item. Let $s_t \in S_L$ denote the state at time $t$ (e.g. the position of the robot’s end effector). A trajectory is a series of state-action pairs, $\xi = (s_t, a_t)_{t=0}^T$, where $T$ is some finite task horizon. This notation holds for one-shot tasks such as accepting or rejecting an image annotation: $s_0$ is the image, and $a_0$ is the suggested annotation.

Now, we describe an interaction session $I$ as an MDP $\langle S_U, A_U, T, R \rangle$. Let $A_U$ define the set of actions available to the user, e.g. the feedback a user can give in a particular interaction type. For example, in a binary feedback interaction, $A_U = \{-1, +1\}$. Note that $A_U$ and $A_L$ need not always be distinct: for demonstrations, the user may have the same action space as the learner (consider, for example, a remote-controlled robot being steered by a user with a joystick). This is sufficient notation for discussing the curation of training sets for passive learning. For active learning, we define the state $\sigma_i \in S_U$ as the parameterization of $L$ at the $i$th query, as made visible to the user via means such as model weights. This is distinct from the state of the underlying learner’s environment $s_t$, as discussed previously. The transition $T$ is a property of $L$ (e.g., gradient descent if the model is a neural network), and can be opaque to the user. The reward $R : S_U \mapsto \mathbb{R}$ minimizes the difference between the desired and true output of $L$.

### 5.2 Features of the Taxonomy of Interaction Types

In this section, we will further explain the column headers in Table 5.1. To do so, we will leverage notation from the MDP formulation we have just presented. We will also provide examples from the reshelving robot task.

**Query Size (Actions).** The batch size of a query is determined by the number of actions $a \in A_L$ it contains, and is given by $N \cdot T$. A query $q$ consists of one or more trajectories $\xi$ with finite time horizon $T$ such that $q = \{\xi_0, \ldots, \xi_{N-1}\}$, where $N$ is the number of options presented to the user. In the binary feedback interaction we have been referring to, the query presented to the user is a single ($N = 1$) example of a trajectory: $q = \{\xi_0\}$. If we were to instead use a preference interaction, the user would select one of two trajectories presented to them, such that $N = 2$ and $q = \{\xi_0, \xi_1\}$ We note that for demonstrations, the user is not provided with a trajectory (though they may sometimes be provided with a starting state) and is instead asked to provide a trajectory themselves.
Table 5.1: We divide interactions into four clusters. \( T \) is the finite time horizon of a presented trajectory (1 in one-shot instances), \( N \) is the number of trajectories of length \( T \) in a query or response, \( A_U \) is the set of user actions, \( A_L \) is the set of learner actions, and \( i \) is a subset of \( T \).

**Response Size (Actions).** The number of actions \( a \in A_U \) that a user provides in response to a query \( q \) is variable in size. In the binary feedback case, the user provides one action: the assignment of either a +1, or a -1. If we were to use a ranking interaction instead, the user would provide \( n \) actions by returning a total ordering over the \( n \) options presented to them. For example, again using restocking robot example, a user might either rate a potential trajectory for placing an item as good or bad; between five proposed trajectories, they would identify which is the best, second best, third, and so on.

**Intervention Options.** This quantifies the user’s granularity in providing feedback. In both the binary feedback and preference interactions we have used as examples, the expectation is that the user must respond to the entirety of the query \( q \). Therefore, the space of their intervention choices is 0; it is a coarse response. However, some interactions, such as corrections \([15]\) allow the user to select subsets of \( q = \{\xi_0\} \) to modify; in the restocking robot case, a user could select the entirety of a reshelving trajectory \( \xi_0 \) as good and make no modifications, or adjust some chunk of \( i < T \) actions. The user’s intervention choice is \( 2^T \) because they have the opportunity to intervene at each time step.

**Response Choice Space.** This is the number of possible responses that a user can provide, given a query \( q \), and is related to \( A_U \). In the binary feedback example, the user can give \( |A_U| = |\{-1, +1\}| = 2 \) possible responses. More generally, a user has as many response options as they have potential rewards or labels to assign. On the other hand, if we were to use a preference interaction, then \( |A_U| = 2 \); more generally, in ranking \( N \) options, users have \( N! \) orderings to choose from.
We recognize that factors such as user interface may affect how users engage with interactions as well. However, this is beyond the scope of this thesis and in subsequent work we simply standardize interaction interfaces as much as possible to minimize any possible effects.

This taxonomy, and the features that comprise it, are largely based on how a user (for our purposes, we refer to a ‘user’ and a human teacher interchangeably) might perceive and experience differences between interactions. Furthermore, in order to construct this taxonomy, we rely on simplifying assumptions. We exclude the transfer of implicit information as an axis because we believe that people will mostly pay attention to the information that they are explicitly sharing. Additionally, we overlook cognitive shortcuts that individuals might take. For example, when considering Response Choice Space in a sequential decision-making task, users may not be processing all possible trajectories, nor thinking of every word they know in order to caption images. Thus, our big-O estimates may be too coarse to capture the nuances of a user’s perceived response space. However, for our purposes, these assumptions suffice to broadly taxonomize the space of possible learning interactions.

5.3 Feedback Interpretation

We can now build on this taxonomy to demonstrate a theoretical example of how different interaction types must necessarily influence training data in distinct ways.

Information gain has been used to select queries in active HiLL systems in studies of individual interaction types, such as when querying a teacher to critique a robot’s motion [37] or when querying a teacher to indicate their preference over two proposed actions [18]. Recent work from Jeon et al. [67] proposes a formulation of information gain for finding the best feedback type for reward learning, assuming optimal feedback. We build on these studies and formulate information gain for measuring the effect of interaction types on training data for HiLL systems. Information gain represents the expected change in the model’s information entropy ($H$) resulting from new information. In a HiLL context, this information consists of the training data obtained from one interaction between the teacher and agent.

Each interaction type defines the ways in which the agent may query the teacher for training data and, as a result, defines the number and distribution of possible responses by the human teacher to the agent’s query. We ground the problem of calculating the information gain $\Phi_i$ for the optimal query of interaction type $i$ as follows:

$$\Phi_i(\omega, s) = \max_{q \in Q_i(\omega, s)} IG(\omega, C_i(q))$$

$$= H(\omega) - \min_{q \in Q_i(\omega, s)} \mathbb{E}_{c \in C_i(q)} [H(\omega | c)]$$

where $s$ is the state in which the query $q$ occurs using interaction type $i$, and $\omega$ represents the random variable for model weights/parameters. This formulation also relies on a function $Q$ that produces a set of queries, and a function $C$ that produces a set of feedback choices, both of which we define later. Here, the notion of state $s$ can be generalized to any input data, such as an image for a visual classification task. In an active learning context, the agent may be able to
select the state that maximizes the information gain over \( \omega \) from its interaction, e.g. by selecting the most informative datapoint to be labeled \([70]\) or changing the behavior of other agents in the environment \([114]\). Otherwise, the state remains static, and the agent’s objective is to select an action query that maximizes the information gain over \( \omega \) within that state.

Alternatively, information gain can be expressed as the expected Kullback–Leibler divergence of the prior distribution from the posterior belief distribution over model weights:

\[
\Phi_i(\omega, s) = \max_{q \in Q_i(\omega, s)} \mathbb{E}_{c \in C_i(q)} \left[ D_{KL}(p(\omega|c)||p(\omega)) \right]
\]

Both formulations introduce three key, interaction-specific functions: \( Q_i(\omega, s) \), \( C_i(q) \), and \( H(\omega|c) \) (used in Eqn. 2) or \( D_{KL}(p(\omega|c)||p(\omega)) \) (used in Eqn. 3). We describe these functions and their relationship with interaction types in the remainder of this section.

**Query:** \( Q_i(\omega, s) \) A query \( q \) is a specific set of data that an agent requests feedback on during a single instance of an interaction. \( Q_i(\omega, s) \) is then the set of all possibly queries that can be posed to the teacher, given \( \omega \) and \( s \). In a showing interaction, the agent queries the teacher for an example action, or series of actions (trajectory). Therefore, there is only one possible query in the set \( Q_i(\omega, s) \): the agent requests a demonstration from state \( s \) without providing any additional information to the teacher. In a sorting interaction, the agent’s query consists of some \( n \) trajectories originating from state \( s \) (e.g., the teacher might be asked to order \( n \) trajectories with respect to their effectiveness). If we assume that there are \( k \) feasible trajectories originating from state \( s \), then \( |Q_i(\omega, s)| = \binom{kn}{k} \). In both categorizing and evaluating interactions, which differ on the basis of their choice space and choice implications, an agent queries the teacher for feedback on a proposed trajectory, and so \( |Q_i(\omega, s)| = k \).

**Choice Space:** \( C_i(q) \) Once a query has been selected, the process for expanding a query into a set of possible explicit and implicit choices available to the teacher is also interaction-specific \([67, 77]\). For example, both a categorizing and an evaluating interaction consist of querying the teacher by proposing a series of actions (e.g. a motion trajectory for a robot arm, or proposed labels for a set of object images). However, the set of feedback choices available to the teacher in response to an individual query varies by interaction. In the categorizing interaction, the teacher may be presented with a set of \( \pm 1 \) rating choices over the agent’s entire proposed sequence of actions. In the evaluating interaction, however, the teacher may observe the same sequence of actions but provide feedback at a finer scale, such as \( \pm 1 \) ratings on segments of the agent’s manipulation trajectory rather than a single rating over the full trajectory. An alternative evaluating interaction may involve providing corrections instead of critiques, enabling the teacher to interrupt the agent’s actions in real-time to provide alternative actions. That is, the teacher must choose whether to interrupt the agent’s action at each time step, after which they must also choose what alternative action the agent should take. Thus, teachers make more feedback choices in response to a single evaluation query than a single categorizing query.

Overall, these examples illustrate the effect of interaction type on the choice set available to the teacher. These effects are apparent both across different interaction types (e.g., the density
of the feedback resulting from a categorizing interaction versus an evaluating interaction), as well as within the same interaction type (e.g., critiques and corrections are both evaluating-type interactions, but result in different feedback choices that are available to the teacher).

Furthermore, the likelihood of the choice set containing the optimal choice is dependent on the \textit{quantity} and \textit{quality} of that set. For interaction types that provide an \textit{infinite set} of query responses, such as a \textit{showing} interaction, the teacher may provide feedback from an infinite set of options. In \textit{evaluating} interactions, the teacher is also provided an additional option of whether to provide feedback or not. As a result of the infinite \textit{quantity} of choices, the optimal choice must be contained within this set of options.

For interaction types that provide a \textit{finite set} of query responses, such as \textit{sorting} interactions, the quantity of choices available to the teacher are limited, and so the training data is dependent on the quality of the choices presented to the teacher. The quality of a choice set may be defined by the informativeness of each possible choice, estimated through an information gain formulation \cite{18}.

\textbf{Choice Implications:} $H(\omega|c)$ or $D_{\text{KL}}(p(\omega|c)||p(\omega))$ The implications of the teacher’s choice on the agent’s training data is also dependent on the interaction type. In an information gain context, this implication can be represented as the conditional entropy over the model’s parameters given the feedback that the teacher did and did not provide \cite{67}. When leaning from \textit{showing} interactions, such as demonstrations, existing work in inverse reinforcement learning typically assumes that the teacher’s feedback represents the optimal action that the agent should take and updates the agent’s reward model accordingly \cite{2, 106}. The demonstrations may also be used to learn a nonlinear cost function that represents the dynamics of the demonstrated task \cite{47}.

In \textit{categorizing} interactions, the teacher’s feedback may be used to directly learn a regression model of the reward function that replicates their feedback (as shown by the TAMER framework \cite{75, 133}). By training an action model separately from the reward model, improvements in the action model may be used to guide the agent’s queries to improve its reward model \cite{39}. However, feedback does not always reflect the reward of the agent’s state. Thomaz et al. \cite{131} show how categorizing feedback not only reflects the teacher’s feedback on the agent’s prior actions, but also feedback on their expectations of the agent’s future behavior. As a result, a key challenge is determining which states and/or state features correspond to the teacher’s feedback \cite{75}.

In \textit{sorting} interactions, the training implications of the teacher’s choice is dependent on the other choices available to them.

A pairwise preference between two actions may be interpreted as a loss function representing the margin between the agent’s predicted preference over the two options (according to its reward function) and the human’s actual preferences \cite{34}. As a result, the objective of the model is not necessarily to estimate an action’s reward itself, but rather, to learn a reward function that preserves the relative ranking of one action over another \cite{84}. Learning from relative rankings has an added benefit: by removing the assumption that either of the ranked options is optimal, the model can learn a reward function that exceeds the performance of the teacher \cite{23}. Since the strength of the teacher’s preference is unknown, it may be beneficial to provide an option to indicate equal preference between two options rather than force the teacher to indicate a prefer-
In evaluating interactions, the teacher provides feedback over a series of proposed or executed actions by the agent. This feedback must be considered with respect to the actions before and after the teacher’s feedback. For example, Celemin and Ruiz-del Solar [30] presents a method for approximating the magnitude of the teacher’s binary feedback based on the variability of that feedback over time. In corrective interactions, the teacher’s feedback can be interpreted as an alternate demonstration that results in higher reward or performance than the agent’s originally proposed action. This correction can be used to update the agent’s behavior in real-time [14] or interpreted as a singular sample of the desired change in the agent’s model (reinforced through additional corrections) [50].

We recognize that our lens focuses on the training implications of a human teacher’s explicit responses to an agent’s queries. However, a teacher may provide additional data that may be incorporated into the agent’s training process. For example, they may also reveal additional, implicit information via gestures [20], facial expressions [38], gaze [139], or other social cues. The teacher’s lack of explicit feedback in some states may also provide implicit data, such as when ignoring a web link or skipping a video [17]. Interpreting a teacher’s silence as positive feedback may speed up learning [29]; however, the direction and magnitude of reward implied by a teacher’s silence is likely to be domain-specific. Furthermore, higher-level information about the task may be learned implicitly through multiple interactions [97]. Leveraging both implicit and explicit information may result in increased informativeness of an interaction without asking of any additional effort from the teacher.
Chapter 6

Leveraging Multiple Interaction Types for Better Learning Outcomes

We have shown that different interaction types convey nuanced explicit and implicit information that affects the training data that can be collected. In the remainder of this thesis, we will continue to frame training data as resulting from choices made by a human teacher in response to an agent’s query. This perspective underscores the importance of developing learning approaches that support learner efficacy while being more attuned to human teachers. A first step in this direction is to be able to learn dynamically from multiple interaction types.

This chapter presents work on an active learning algorithm that allows an agent to do exactly this by reasoning over the response choices made by a teacher in conjunction with task understanding. We present a unifying formalism across different interaction types, an extension of our previous information-gain formulation that can be used to learn from multiple interaction types in one session, an algorithm that leverages that information gain formulation, and evaluations of our approach. The work presented in this chapter is in collaboration with Tesca Fitzgerald, Patrick Callaghan, and Russell Wong; the major contributions from this thesis lie in the theoretical construction of the optimization function, the formulation of the query, choice spaces, and implications for the interaction types, as well as contributions to the evaluations.

6.1 INQUIRE: INteractive Querying for User-aware Informative REasoning

This work builds upon the framework presented in Section 5.3 in order to develop an algorithm that can dynamically learn from multiple interaction types in one setting. Such an algorithm could improve both the quality and quantity of data collected by acquiring a more diverse set of examples, as well as querying a human teacher more efficiently. Apart from a few exceptions [19, 26, 103], most prior work in active learning assumes that a single interaction type is used throughout a learning session. However, it is likely that the optimal interaction type varies with: the learning agent’s changing knowledge of the task, the states from which the learning agent can query the human teacher, and costs specific to the domain and interaction (e.g. the effort needed to provide a response [77]).
We developed INQUIRE (Alg. 1), an active learning system that optimizes over both the interaction type and content of its queries based on its current task knowledge and needs. At a high level, INQUIRE repeatedly: computes an optimal query and interaction type based on the expected information gain of that query given its current task knowledge, poses that query to a teacher and stores their feedback, and finally updates its task knowledge to maximize the likelihood of all of the feedback it has received thus far.

The remainder of this section further details the underlying information-gain formulations and optimization functions on which INQUIRE is built, provides an overview of the algorithm, and demonstrates in evaluations across domains and baselines that INQUIRE improves task performance (particularly when an agent may need to handle repeated states that may become low-information if using a single interaction type). In addition, INQUIRE includes a cost metric that can be used to represent constraints such as the cognitive load on a teacher or the difficulty of providing a response for a given task. In Chapter 7 we will further evaluate the costs of different interaction types on teaching performance.

6.1.1 Problem Setup

We consider sequential decision-making problems that are both deterministic and fully observable. Real-world examples of such problems might be assistive feeding tasks, and longitudinal models of recommender systems. We are interested in leveraging feedback from a human teacher in order to recover a reward function that leads to desirable agent behavior in a particular task domain. To do so, we make the standard assumption that a reward is given by a linear combination of feature weights, \( r(t) = \phi(t) \cdot \omega \). This reduces the reward-learning problem to learning a distribution \( \mathcal{W} \) over the set of possible feature weights. At the outset, we can assume a uniform prior. Our learning algorithm will be able to utilize one specific interaction type from each of the four interaction archetypes (Showing, Categorizing, Sorting, and Evaluating) we have been discussing thus far:

Demonstration. This is a Showing type interaction, wherein the agent presents a starting state \( s \) and requests a trajectory \( t \in \mathcal{T}(s) \) from a human teacher. Here, \( \mathcal{T}(s) \) represents all possible trajectories originating from \( s \). Thus the agent’s query space can be represented as \( Q_{\text{demo}} = \{ \mathcal{T}(s), \forall s \} \). Correspondingly, the human teacher’s choice space is given by \( C_{\text{demo}}(q) = \mathcal{T}(s) \) because they can provide any trajectory \( t \) within the given trajectory space.

Preference. This is a Sorting type interaction, where there are only two candidates presented to a human teacher. Here, the agent’s query space is defined as \( Q_{\text{pref}} = \mathcal{T}(s) \times \mathcal{T}(s) \). This is because any individual query consists of two possible trajectories, i.e. \( q_{\text{pref}} = \{ t_a, t_b \} | t_a, t_b \in \mathcal{T}(s) \). The corresponding choice space for the human teacher is therefore \( C_{\text{pref}}(q) = q = \{ t_a, t_b \} \).

Correction. This is an Evaluating type interaction wherein the agent demonstrates a possible trajectory, and the human teacher suggests corrections to that trajectory. The agent’s query space is given by \( Q_{\text{corr}} = \mathcal{T}(s) \) from which it demonstrates one \( q \in \mathcal{T}(s) \). The teacher’s corresponding choice space is \( C_{\text{corr}}(q) = \mathcal{T}(s) \).
Table 6.1: Each interaction involves separate query spaces, choice spaces, and choice implications.

<table>
<thead>
<tr>
<th>Query Space</th>
<th>Query</th>
<th>Choice Space</th>
<th>Choice Implication</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q_i(s))</td>
<td>(q \in Q_i(s))</td>
<td>(C_i(q))</td>
<td>(c \in C_i(q) \Rightarrow (c^+, c^-))</td>
</tr>
<tr>
<td>Demo.</td>
<td>({T})</td>
<td>(T)</td>
<td>(c^+ : t \in T)</td>
</tr>
<tr>
<td>Pref.</td>
<td>(T \times T)</td>
<td>({t_0, t_1} : t_0, t_1 \in T)</td>
<td>(c^+ : t \in q)</td>
</tr>
<tr>
<td>Corr.</td>
<td>(T)</td>
<td>(t \in T)</td>
<td>(c^+ : t' \in T)</td>
</tr>
<tr>
<td>Binary</td>
<td>(T)</td>
<td>(t \in T)</td>
<td>({0, 1})</td>
</tr>
</tbody>
</table>

**Algorithm 1 INQUIRE - Overview**

**Input:** Set of query states \(S\)

**Parameters:** \(K\) (number of queries), \(\mathcal{I}\) (interaction types)

**Output:** Weight vector \(\omega^*\)

1. \(\mathbf{F} \leftarrow \{\}\)
2. \(\Omega \leftarrow M\) random initial weight vectors
3. for \(K \) iterations do
4. \(s \leftarrow \text{next query state in } S\)
5. \(q_i^* \leftarrow \text{generate_query}(s, \mathcal{I}, \Omega)\) (Alg. 2)
6. \(\mathbf{F} \leftarrow \mathbf{F} \cup \{\text{query_teacher}(q_i^+)\}\)
7. \(\Omega \leftarrow \text{update_weights}(\mathbf{F})\)
8. \(\omega^* \leftarrow \text{mean}(\Omega)\)
9. return \(\omega^*\)

**Algorithm 2 INQUIRE - Generate Query**

**Input:** \(s\) (state), \(\mathcal{I}\) (interaction types), \(\Omega\) (weight samples)

**Output:** Query \(q^*\)

1. \(T \leftarrow \text{uniformly_sample_trajectories}(s)\)
2. Compute \(E : \{E_{t,t',\omega} : \forall t, t' \in T, \omega \in \Omega\}\) (Eq. 6.6)
3. for each interaction type \(i \in \mathcal{I}\) do
4. \(Q \leftarrow Q_i(s)\) (See Table 1)
5. \(C \leftarrow \{C_i(q), \forall q \in Q\}\) (See Table 1)
6. Compute info gain matrix \(G^{(i)}\) from \(E\) (Eq. 6.11)
7. \(q \leftarrow \arg \max_q \frac{1}{\log(1+K)} \sum_{c \in C, \omega \in \Omega} G^{(i)}_{q,c,\omega}\)
8. if information gain \(g > g^*\) then
9. \(g^* \leftarrow g\)
10. \(q^* \leftarrow q\) \{Store query with highest info. gain\}
11. return \(q^*\)

**Binary Feedback.** This is a **Categorizing** type interaction wherein an agent proposes a trajectory and the human teacher can only provide a reward signal of \(\pm 1\). Here, the agent’s query space is \(Q_{\text{bny}} = T(s)\) and the teacher’s corresponding choice space is \(C_{\text{bny}}(q) = \{-1, +1\}\).

Let us also further define the notion of **choice implications**, which we discussed at length in Section 5.3. We decompose a teacher’s choice \(c \in C(q)\) into a set of accepted and rejected trajectories, \(c^+\) and \(c^-\). This decomposition allows us to calculate information gain, which we will discuss and use in a later section. Furthermore, we note that the set of all possible trajectories starting at state \(s\), i.e. \(T(s)\) is potentially infinite. In order to perform tractable computations, we instead use the approximated set \(T\), which contains \(N\) trajectories sampled from the starting state \(s\). Table 6.1 summarizes the previous interaction type definitions and their associated implications.
6.1.2 Updating Weights Given Feedback

We will first briefly discuss how INQUIRE updates feature weights based on feedback received from a human teacher, before proceeding to talk about how to generate an optimal query. In order to learn from multiple interaction types, we keep a set of all feedback that has been received thus far. We denote this set \( F \). We then want to update \( \omega \) such that the likelihood of \( F \) is maximized:

\[
\omega^* = \arg \max_{\omega} \prod_{c \in F} P(c|\omega) \quad (6.1)
\]

\[
= \arg \max_{\omega} \prod_{c \in F} \frac{\sum_{t \in c^+} e^{\beta \phi(t) \omega}}{\sum_{t \in c^+ \cup c^-} e^{\beta \phi(t) \omega}} \quad (6.2)
\]

Note that this expansion is a result of using the common Boltzmann-rational choice model:

\[
P(c|\omega) = \frac{\sum_{t \in c^+} e^{\beta \phi(t) \omega}}{\sum_{t \in c^+ \cup c^-} e^{\beta \phi(t) \omega}} \quad (6.3)
\]

In this equation, \( \phi(t) \) gives the sum over the features weights of all states that comprise a given trajectory \( t \). \( \beta \) is a parameter representing the expected optimality of the teacher’s feedback with respect to \( \omega \). The particular gradient update we use to adjust \( \omega \) after every piece of feedback can be found, with its associated derivation, in [51].

6.1.3 Optimal Query Generation.

We build off of the framing presented in Section 5.3 and solve the following optimization problem for a given interaction type \( i \):

\[
q_i^* = \arg \max_{q \in Q_i(s)} \mathbb{E}_{c | C_i(q)} [\text{IG}(W | c)] \quad (6.4)
\]

\[
= \arg \max_{q \in Q_i(s)} \sum_{c \in C_i(q)} \sum_{w \in \Omega} \left[ P(c|w) \cdot \log \left( \frac{M \cdot P(c|w)}{\sum_{w' \in \Omega} P(c|w')} \right) \right] \quad (6.5)
\]

In other words, we frame an optimal query as one that greedily maximizes the agent’s expected information gain over \( W \) after receiving feedback from the user. In this equation, \( Q_i(s) \) is a function that returns the query space for interaction type \( i \) at state \( s \), and \( C_i(q) \) returns the choice space corresponding to a particular query \( q \in Q_i(s) \).

It requires a significant amount of effort to make computing Eq. 6.4 tractable, and this effort is the work of our collaborators, especially Tesca FitzGerald, on [51]. We do not delve into the derivations or justifications of the following equations here; suffice it to say that they are necessary for understanding Alg. 1 and Alg. 2 and for INQUIRE to function. In the remainder of this subsection, we provide a brief overview of the approaches used to make INQUIRE computationally feasible, and the equations needed to understand Alg. 2. We strongly encourage reading [51] for additional context and details.
Because there are potentially infinite trajectories that originate at any starting state \( s \) (i.e. \( T(s) \)), we must instead use the approximated set \( T \) that consists of \( M \) sampled trajectories (and let \( \Omega \) be that set of sampled trajectories). To further increase tractability, we reformulate Eq. 6.5 as a computation over a series of tensors including a tensor of exponentiated rewards (Eq. 6.6), a series of probability tensors (Eq. 6.7 - Eq. 6.10), and an information gain tensor (Eq. 6.11).

\[
E_{t,t',\omega} = e^{\beta \cdot \phi(t') \cdot \omega} \quad \Rightarrow \quad [E + E^T]_{t,t',\omega} = e^{\beta \cdot \phi(t') \cdot \omega} + e^{\beta \cdot \phi(t) \cdot \omega}
\]  

(6.6)

\[
P^{(\text{demo})}_{q,c,\omega} = \left[ E_0 \otimes \sum_{t \in T} E^T_t \right]_{c,\omega} \quad \text{(since } |Q| = 1 \text{ for demonstrations)}
\]  

(6.7)

\[
P^{(\text{pref})}_{q,c,\omega} = \left[ (E \otimes (E + E^T))^T, E \otimes (E + E^T) \right]_{c,q_0,q_1,\omega} \quad (c \in \{0, 1\} \text{ for prefs.)}
\]  

(6.8)

\[
P^{(\text{corr})}_{q,c,\omega} = \left[ E \otimes (E + E^T) \right]_{q,c,\omega}
\]  

(6.9)

\[
P^{(\text{bary})}_{q,c,\omega} = 1 - \left( E_0 \otimes \alpha \sum_{t \in T} E^T_t \right), E_0 \otimes \alpha \sum_{t \in T} E^T_t \right]_{c,q,\omega} \quad (c \in \{0, 1\} \text{ for binary rewards)}
\]  

(6.10)

Here, \( P^{(i)}_{q,c,\omega} \) represents the probability that a teacher selects \( c \in C(q) \) as their response to \( q \), given the sampled weights from \( \Omega \). Further note that \( \otimes \) represents an element-wise division of two matrices (i.e., \((A \otimes B)_{ij} = A_{ij}/B_{ij}\)) and \( \alpha \) is a normalization factor such that \( \sum_c P^{(\text{bary})}_{q,c,\omega} = 1 \).

Given \( E \) and \( P \), as well as our set of trajectory samples, we can directly compute for the optimal query \( q^*_i \) for an interaction type \( i \).

\[
G^{(i)}_{q,c,\omega} = P^{(i)}_{q,c,\omega} \cdot \log \left( \frac{M \cdot P^{(i)}_{q,c,\omega}}{\sum_{\omega' \in \Omega} P^{(i)}_{q,c,\omega'}} \right) \quad q^*_i = \arg \max_q \sum_{c,\omega} G^{(i)}_{q,c,\omega}
\]  

(6.11)

Finally, we can use this to directly solve for the optimal interaction type as well. We can perform both unweighted and cost-weighted optimizations using the parameter \( \lambda_i \). Costs can be user-defined to account for factors such as the expected time to answer a query; eventually, more difficult to quantify factors such as cognitive load may be usable as well. To perform an unweighted optimization, let \( \lambda_i \) be constant across all interaction types.

\[
i^* = \arg \max_i \frac{1}{\log(\lambda_i)} \sum_{c,\omega} G^{(i)}_{q^*_i,c,\omega}
\]  

(6.12)

These definitions are sufficient for understanding the summary provided in Alg. 2. Again, we thank our collaborators for their efforts in deriving these equations, and refer readers to [51] for more details.
To evaluate INQUIRE in a controlled fashion, we leverage an oracle teacher. The oracle teacher, similar to INQUIRE, requires its own set of trajectory samples. It then selects a response to a query via one of three mechanisms: returning the highest-reward trajectory from its choice space (demonstrations/preferences), rejection sampling of trajectories followed by selection of the trajectory with the highest reward-to-distance ratio from the queried trajectory (corrections), and returning whether a query meets or exceeds a reward threshold (binary reward). The use of an oracle agent, as opposed to a person, allows us to have more control over our evaluations, and to understand the limitations of our approach. Furthermore, it allows us to disregard confounds from inconsistent or suboptimal teaching behavior and purely evaluate our approach as a proof-of-concept. Implementation details are presented below, and we thank our collaborator Russell Wong for both implementing this oracle agent and writing the text used in this section (also found in the Appendix of [51]).

When responding to a query, the oracle requires its own set of trajectory samples. Similar to INQUIRE, we derive this set by uniformly sampling $N$ trajectories; however, the two sample sets are kept separate, and so we distinguish the oracle’s trajectory set as $T'$ (resampled for each query state).

**Demonstration/Preferences** The oracle returns the highest-reward trajectory (according to $\omega^*$) from a uniformly-sampled trajectory set $T'$ (for demonstrations) or from the pair of queried trajectories $C(q)$ (for preferences):

$$\text{Oracle}_{\text{demo}}(q) = \arg \max_{t \in T'} (\phi(t) \cdot \omega^*) \quad \text{Oracle}_{\text{pref}}(q) = \arg \max_{t \in C(q)} (\phi(t) \cdot \omega^*)$$ (6.13)

**Corrections** The oracle produces $T'$ by performing rejection sampling; it uniformly samples trajectories and accepts only those with a reward greater than or equal to the queried trajectory $q$ until $T'$ contains $N$ trajectories:

$$\forall t \in T', \phi(t) \cdot \omega^* \geq \phi(q) \cdot \omega^*$$ (6.14)

After producing this trajectory set, the oracle selects the trajectory with the highest ratio of reward-to-distance from the queried trajectory:

$$\text{Oracle}_{\text{corr}}(q) = \arg \max_{t \in T'} \frac{\Delta_r(q, t)}{\Delta_d(q, t)}$$ (6.15)

$$\Delta_r(q, t) = \min_{t' \in T'} \frac{\phi(t) \cdot \omega^* - \phi(q) \cdot \omega^*}{\phi(t') \cdot \omega^* - \phi(q) \cdot \omega^*} \quad \Delta_d(q, t) = \min_{t' \in T'} \frac{e^\delta(t, q)}{e^\delta(t', q)}$$ (6.16)

The distance metric $\delta$ between two trajectories is domain-specific. We will provide additional details on these distance metrics in Section 6.3.

**Binary Reward** The oracle produces $T'$ by uniformly sampling $N$ trajectories and produces a cumulative distribution $R$ over ground-truth rewards for $T'$. It then selects a positive or negative reward indicating whether the agent’s query $q$ meets or exceeds a threshold percentile.
\( \alpha \) with respect to the sampled trajectories:

\[
R = \{ \omega^* \cdot \phi(t), \forall t \in T' \} \quad \text{Oracle}_{\text{binary}}(q) = \begin{cases} + & R(\omega^* \cdot \phi(q)) \geq \alpha \\ - & \text{otherwise} \end{cases} \tag{6.17}
\]

We set \( \alpha = 0.75 \) in our experiments.

### 6.3 Results

We simulate four types of learning problems in robotics using the oracle teacher described in Section 6.2. The **Parameter Estimation** domain involves directly estimating a randomly-initialized, ground truth weight vector \( \omega^* \) containing 8 parameters. The **Linear Dynamical System** domain, inspired by [18], simulates a controls problem and involves learning 8 parameters. The **Lunar Lander** domain [21] simulates a controls problem involving 4 parameters. The **Pizza Arrangement** domain simulates a preference-learning problem involving 4 parameters. Each domain (except for Parameter Estimation) has a static-state and changing-state condition indicating whether the robot must formulate all queries from the same query state or not, respectively.

In the Parameter Estimation domain, we define the distance metric \( \delta \) between two trajectories as the angular distance between the two parameter vectors. In the Linear Dynamical System and Lunar Lander domains, we define \( \delta \) as the normalized distance between the two trajectories’ aligned \( x \) and \( y \) poses over time. We use the DTW-Python package [53] to align trajectories via Dynamic Time Warping and return their normalized distances. In the Pizza Arrangement domain, we define \( \delta \) as the Euclidean distance between two toppings. For the full evaluation procedure and oracle implementation details for each domain please see [51]. We thank our collaborators on this paper for contributing implementations and write ups of these domains and evaluations, which are presented in the remainder of this section.

Note that we set \( \beta = 20 \) across all interaction types (determined by empirical evaluation).

#### 6.3.1 Query Selection

We first analyze how INQUIRE selects queries. Figure 6.1 reflects the changes in interaction types selected by INQUIRE over time. Figure 6.1b first reports these interaction selections in an unweighted query optimization setting, where all interaction types are assumed to be equally costly. In the parameter optimization domain, INQUIRE requests corrections in the first 14-18 queries and then requests preferences as the remaining queries. Demonstrations were not enabled in this domain. In all other domains, INQUIRE requests a demonstration as its first query, then immediately switches to requesting preferences for the remaining queries (occasionally alternating between preferences and demonstrations in the Lunar Lander domain).

After assigning different cost values to each interaction type, INQUIRE chooses more diverse interaction types in order to maximize its information-to-cost ratio. We assign a cost of 20 to each demonstration, 15 to each correction, 10 to each preference, and 5 to each binary query; these numbers are somewhat arbitrary, but the ordering is based on the number of actions a human teacher would need to provide in each format. As shown in Figure 6.1b, this typically results in
Figure 6.1: Heatmaps illustrating how INQUIRE selects different interaction types as it learns more over time. These selections differ when deriving unweighted (top) or cost-weighted (bottom) information gain estimations. In the cost-weighted setting (bottom), INQUIRE selects more low-cost binary queries than it does in the unweighted setting (top).

INQUIRE posing more binary queries due to their relatively low cost. This pivot toward binary queries may occur at the start (as seen in the linear dynamical system), middle (as seen in the parameter estimation domain), or interspersed throughout the learning process (as seen in the Lunar Lander domain).

6.3.2 Learning Performance

We now analyze the effect of INQUIRE’s interaction type selections on its learning performance and compare to two types of baselines. The first, DemPref [103], learns from 3 demonstrations and then learns from preference queries by using a volume removal objective function. As our second baseline, we compare INQUIRE against agents that use only one form of interaction: demonstrations, preferences, corrections, or binary reward. Note that the preference-only agent is formulated according to [18] and thus represents this baseline method.

We first consider the changing-state formulation of each domain, where the robot is presented with a new state for each query. Since the Parameter Estimation domain does not contain states, we exclude it from this first set of results. Figure 6.2 illustrates this learning performance in the Linear Dynamical System and Lunar Lander domains according to three key metrics.

**Distance** measures the angular distance between the ground truth feature weights ($\omega^*$) and the algorithm’s estimated feature weight $\tilde{\omega}$ after each query.

**Performance** measures the task reward achieved using a trajectory optimized according to $\tilde{\omega}$ (the algorithm’s estimated feature weight after each query). Performance is scaled between 0-1, with 0 and 1 representing the worst and best possible task rewards according to $\omega^*$, respectively. Note that INQUIRE’s distance and performance metrics are achieved in the unweighted condition.
Figure 6.2: Metrics for the *changing state* condition in which the robot’s initial state changes with each query. Error bars/regions represent variance across multiple evaluation runs with randomized query states and initial weights. Cost metrics are cut off after 20 queries for the *binary-only* method in (c) due to extensive computation times.

**Cost-vs-Distance** measures the relationship between the cumulative cost of each query and the resulting distance between $\hat{w}$ and $w^*$ after each query. INQUIRE’s metrics in this graph are achieved in the cost-weighted condition.
Figure 6.3: Metrics for the *static state* condition in which the robot is presented with the same state for all 20 queries. Error bars/regions represent variance across multiple evaluation runs with randomized query states and initial weights. Cost metrics are cut off after 20 queries for the *binary-only* method in (a) and (d) due to extensive computation times.

Figure 6.3 presents the same three metrics for the *static-state* condition in which all 20 queries must be selected from the same initial state. Finally, we quantify these graphs by reporting the area-under-the-curve (AUC) metrics for the distance, performance, and cost curves across all tasks. These metrics are shown in Figure 6.4 - 6.9. The AUC metrics indicate that, compared
to the baseline methods, INQUIRE results in the best average learning performance (measured both by the distance and performance plots in Figures 6.2-6.3) across all domains and dominates learning performance in the static-state domains. INQUIRE also results in the best average distance-to-cost ratio across all domains.

Figure 6.4: AUC values for the distance plots in Figs 6.2-6.3. Darker cells indicate lower (better) values.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Parameter Estimation (Static State)</th>
<th>Dynamical System (Static State)</th>
<th>Dynamical System (Changing State)</th>
<th>Lunar Lander (Static State)</th>
<th>Lunar Lander (Changing State)</th>
<th>Pizza Arrangement (Static State)</th>
<th>Pizza Arrangement (Changing State)</th>
<th>Across Tasks: Mean w* Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DemPref</td>
<td>5.96</td>
<td>6.42</td>
<td>6.26</td>
<td>5.13</td>
<td>5.08</td>
<td>7.53</td>
<td>6.50</td>
<td>6.13</td>
</tr>
<tr>
<td>Binary-only</td>
<td>7.44</td>
<td>4.87</td>
<td>5.24</td>
<td>6.73</td>
<td>6.18</td>
<td>8.13</td>
<td>8.00</td>
<td>6.66</td>
</tr>
<tr>
<td>Corrections-only</td>
<td>3.01</td>
<td>4.43</td>
<td>4.01</td>
<td>4.02</td>
<td>3.80</td>
<td>4.29</td>
<td>4.17</td>
<td>3.96</td>
</tr>
<tr>
<td>Demo-only</td>
<td>n/a</td>
<td>4.26</td>
<td>2.10</td>
<td>3.35</td>
<td>1.91</td>
<td>5.09</td>
<td>3.99</td>
<td>3.45</td>
</tr>
<tr>
<td>Preferences-only</td>
<td>4.30</td>
<td>4.34</td>
<td>4.45</td>
<td>2.31</td>
<td>2.34</td>
<td>3.20</td>
<td>3.11</td>
<td>3.44</td>
</tr>
<tr>
<td>INQUIRE</td>
<td>2.98</td>
<td>2.46</td>
<td>2.59</td>
<td>1.62</td>
<td>1.67</td>
<td>3.10</td>
<td>2.85</td>
<td>2.47</td>
</tr>
</tbody>
</table>

Figure 6.5: Visualizing Fig. 6.4 with statistical significance noted. (*: p < 0.05, **: p < 0.01, ***: p < 0.001)
Figure 6.6: AUC values for the performance plots in Figs 6.2-6.3. Darker cells indicate higher (better) values.

Figure 6.7: Visualizing Fig. 6.6, with statistical significance noted. (*: $p < 0.05$, **: $p < 0.01$, ***: $p < 0.001$)

Figure 6.8: AUC values for the cost plots in Figs 6.2-6.3. Darker cells indicate lower (better) values.
6.4 Discussion

INQUIRE’s performance in our evaluations underscores the value of learning agents that dynamically reason over not just the optimal query, but also the optimal interaction type to use given their current state. In every domain, whether in the static or changing state formulation, INQUIRE leveraged multiple types of feedback. This often took the form of demonstrations being followed by preferences – although binary feedback was fairly common when costs were involved. However the nature of how and when query types change differs between domains, as we would expect. We can see this easily in the unweighted evaluations. For example, in the Parameter Estimation domain, INQUIRE made between 14 and 18 correction queries before finding preference queries to be more informative. On the other hand, in the Linear Dynamical System domain, it asked only one demonstration query before switching to preferences. We see that across domains, INQUIRE outperforms fixed-strategy approaches such as DemPref [103] due to its dual optimization of both query and interaction type given the learning agent’s current model of the task reward.

The largest benefits of using an algorithm like INQUIRE appear to be in the static state setting where it consistently outperforms other single-interaction and fixed-ratio approaches (Figure 6.3). This further highlights the benefit of optimizing over both query and interaction type. Repeatedly requesting a demonstration from a single state may be unlikely to yield significantly different information between iterations, for example. Using a variety of interactions allows for the learner to avoid these likely redundancies and likely contributes to INQUIRE’s improved performance over other baselines. In changing-state settings, INQUIRE is sometimes outperformed by single-interaction approaches which benefit from the stochasticity inherent in the changing starting state.

Figure 6.9: Visualizing Fig 6.8 with statistical significance noted. (*: p < 0.05, **: p < 0.01, ***: p < 0.001)
Finally, we introduce in INQUIRE a cost metric that we have shown to minimize the cost-to-distance ratio across domains. Ultimately, queries that are informative can only be so if a human teacher is able to answer them without much difficulty. This cost metric can be set to better achieve an informativeness-to-cost ratio. For example, cost could be the average time taken to respond to particular queries or their associated cognitive load [77].

There are a few limitations in this work. First, we did not conduct any human studies and instead opted to use an oracle agent for our evaluations. Feedback from people is often suboptimal, and that suboptimality may differ across interaction types. Future work should further investigate this relationship between suboptimality and interaction types. The $\beta$ parameter in our current formulation can be used to quantify this. Furthermore, INQUIRE operates only within the framework of sequential decision making tasks. We can envision expanding this approach to non-sequential tasks such as labeling, where crowdwork and human feedback are commonly used for training models.

INQUIRE is an active learning approach that enables a learning agent to dynamically reason over both what query to ask and which interaction type to use, given its current model of the task reward. This allows it to adjust its learning based on task proficiency. In order to achieve this, we use a unifying information gain formulation across interaction types. Our evaluations demonstrate the efficacy of this approach, and show that it outperforms baselines across a variety of tasks domains and state configurations.
Chapter 7

Interaction Considerations in Learning from Humans

Given the interaction archetypes outlined in Chapter 5, we revisit the HIL relationship graph (Figure 4.1) presented in Chapter 4. In particular, we consider the relationship between interaction types and teaching performance (“User Experience”) and training data (“Teaching Quality”). Approaches to collecting data from people include asking for annotations on video and images [109], ratings of behavior [40], task demonstrations [2], critiques or corrections of proposed trajectories [15, 37], and preferences between options [115]. Distinctions between these techniques have led to a growing body of work on understanding them relative to each other. Different interaction types can be used in combination to accelerate learning [103], better leverage people as teachers [25], and differ in the amount of implicit information they encode [66]. Learning interactions are often selected based on how informative they are for a learner, without examining how human teachers may differently perceive and respond to those interactions. However, people’s experiences with different interactions can affect the data they provide.

Teaching performance is important to consider because, despite the assumption that people are expert teachers, they are also flawed teachers. In order to collect high-quality data, whether via active learning or curated training sets, i.e. passive learning, it is necessary to leverage data collection processes that accommodate people’s limitations. People provide noisy data, are biased towards providing positive rewards, and get fatigued [8]. Several of the shortcomings in people’s teaching capabilities may relate to the fact that as the cognitive load (i.e. the portion of working memory being utilized) on an individual increases, they grow more easily distracted and have worse task performance [128]. Interaction design can be used to modulate cognitive load in human learners [31]; that is, the way a task is presented can affect how burdensome it is and may ultimately affect the quality of the data it produces.

In this chapter, we revisit the interaction archetypes presented in Chapter 5 (Showing, Categorizing, Sorting, and Evaluating). We present the design and results of a user study constructed to identify differences between interaction types in terms of human factors related to data quality, such as cognitive load, confidence, and subjective usability. We find that Evaluating interaction types, where people identify good behavior, are the most cognitively loading and least usable in both of the study’s task domains. Categorizing (i.e., assigning a positive or negative reward) and Showing (i.e., giving demonstrations) are less cognitively loading and more usable. While
quantifying human cognitive-effort such that it can be used in an objective function is a complex problem that remains outside the scope of this thesis, our findings provide initial insights that we were able to use when evaluating INQUIRE with cost-awareness (Chapter 6) and underscore the reality that interaction types do affect teaching performance and thereby affect the training data that is ultimately collected (Chapter 4).

7.1 Effects of Interactions on Teaching Performance

We designed a mixed-design user study to find empirical differences in cognitive load, performance and usability between interaction types. Our within-subjects independent variable, interaction type, had four levels: Showing, Categorizing, Sorting, and Evaluating. Our between-subjects independent variable, task domain, had two levels: Sequential Decision Making (henceforth SDM), and Classification.

To enable comparisons between interaction types, we selected similarly complex examples from each cluster and minimized presentation differences. We made the assumption that salient differences in user attitudes manifest even between low-complexity interactions (e.g. differences would be present between reward-punishment and 2-way preference comparisons, not just rating scales and N-way rankings). We chose the lowest-complexity, non-trivial examples of each interaction type: demonstrations with a manageable $|A_L| = 4$ for Showing, reward & punishment for Categorizing, preference comparisons for Sorting, and credit assignment (a subcategory of critiques) for Evaluating (Figure 7.1). We also standardized the interaction interface (e.g. the number of buttons, duration of tasks, available controls) as much as possible to minimize their impact on user attitudes.

The SDM task involved piloting a lunar lander to land upright between flag posts. Participants supplied or responded to a trajectory. We manually created trajectories to show to participants, and ensured an equal distribution of successful and failed trajectories. For Showing, participants used keyboard inputs ($|A_L| = 4$) to provide example trajectories. For Categorizing, participants labeled a video of a potential lunar lander trajectory with a thumbs-up or thumbs-down. For Sorting, participants were shown two videos of potential trajectories for a lunar lander, and chose the better one. Finally for Evaluating, participants were given one video of a potential lunar
lander trajectory, and used a double-ended slider to select the best portion of the trajectory.

The Classification task consisted of a series of images to be annotated. Users provided or responded to one-word captions. We used 20 images from Pascal VOC 2012 [45] by randomly selecting one image from each of its classes. Captions to be evaluated were generated by a Keras InceptionV3 [129] model trained on ImageNet [42]. For Showing, participants were given an image and typed a caption of their own choosing into a textbox. For Categorizing, participants labeled an image-caption pair as thumbs-up or thumbs-down. For Sorting participants were shown two potential captions for a given image, and chose the one they felt was better. Finally, for Evaluating, participants were given one image-caption pair, and used a grid to select the parts of the image that best justified the proposed caption.

7.1.1 Hypotheses

We hypothesize that interaction types are not interchangeable with respect to their human factors:

- **H1** Cognitive load differs between interaction types
- **H2** Task completion times differ between interaction types
- **H3** User confidence varies between interaction types
- **H4** Subjective usability differs between interaction types
- **H5** Preferred interaction types differ between tasks

Our study is designed to identify significant differences, not to find causal relationships, but we expect that as Response Choice Space and Response Size increase, cognitive load will increase, while usability and performance suffer.

7.1.2 Measures

We collected metrics on cognitive load (M1, M2), performance (M3, M4), and usability (M5-M9), as well as participants’ responses, and any button toggles or video replays. Participants had the opportunity to provide additional feedback, and were asked to report their age and gender.

**M1 - Secondary task performance.** During each interaction, participants pressed a key every time a color-changing circle turned pink (Figure 7.2). The longer the participants’ reaction time, the greater the cognitive load [41].

**M2 - Paas subjective rating scale.** After each interaction section, participants responded to the prompt “How much mental effort did this interaction type demand?” using a 9-point Likert scale [102].

**M3 - Primary question response time.** We recorded the time between when the participant was given the stimulus (e.g. began the lunar lander game, started to view presented trajectories, or was first presented with an image to label) and when they submitted their response.
M4 - Self-reported confidence per query. For each query, participants responded to the prompt “How confident are you in your answer to the primary question (not the color-changing circle) above?” with a 4-point Likert scale. We did not include a neutral option.

M5 - Frustration. After each interaction section, participants responded to the NASA TLX [60] prompt “How insecure, discouraged, irritated, stressed, and annoyed were you?” on a 9-point Likert scale.

M6 - Complexity. After each interaction section, participants responded to the System Usability Scale (SUS) [22] prompt: “I found this interaction type unnecessarily complex” with a 5-point Likert scale.

M7 - Ease of Use. After each interaction section, participants responded to the SUS prompt: “I thought this interaction type was easy to use” with a 5-point Likert scale.

M8 - Overall Confidence. After each interaction section, participants responded to the SUS prompt: “I felt very confident using this interaction type” with a 5-point Likert scale.

Figure 7.2: Participants responded to primary tasks described in Section 7.1.2, a secondary task (M1), and a confidence assessment (M4).
M9 - Forced Ranking. At the study’s conclusion, users answered “My nth choice interaction type would be . . .” for their first, second, third, and fourth choice interactions.

7.1.3 Procedure

Participants were fully counterbalanced between all orderings of interaction types within a task domain. Participants were given instructions describing the study. They then practiced responding to the secondary task. At the beginning of each interaction type’s section, participants were presented with instructions describing the interaction, and an example of a good response. Participants then practiced the interaction, including the secondary task and confidence assessment. Each interaction type’s section comprised five questions presented in a sequential, but randomized, order.

7.2 Results

We collected data from 150 Prolific workers over the age of 18 and with approval ratings ≥ 98%. Partial or duplicate task completions were discarded, leaving us with 144 participants, 72 per task domain. 61.1% of the participants self-identified as male, 37.5% as female, and 1.39% as non-binary. Their ages ranged from 18 to 70 (M = 26.71, SD = 9.45). This study and recruitment procedure was approved by our Institutional Review Board. We analyzed the effects of interaction types in each domain separately, and opted not to evaluate interaction effects between domains for two reasons. First, we use Likert-type scale data which is subject to interpersonal variance and cannot be reliably compared between separate populations. Second, our goal is not to identify differences between these specific domains, but to show that task domain can affect participants’ preferences.

We analyzed all ordinal data using a Friedman Test followed by a post-hoc Wilcoxon signed-rank test (Bonferroni correction α = 0.0083). Numerical data was analyzed with a one-way repeated measures ANOVA and post-hoc pairwise Tukey analyses. We used α = 0.05 for our analyses. Because we used only portions of NASA-TLX and SUS to avoid participant fatigue, we treat each question as an individual item.

H1: Cognitive load differs between interaction types. A one-way repeated measures ANOVA revealed a statistically significant difference in secondary task reaction times (F(3, 213) = 6.57, p < 0.001 in SDM, and F(3, 213) = 20.04, p < 0.001 in Classification). In SDM, secondary reaction time was significantly longer in Showing as compared to Categorizing (p < 0.05). In Classification, secondary task reaction time during Evaluating was significantly less than in Showing, Sorting or Categorizing (p < 0.01). For completeness, we repeated this analysis after performing outlier rejection for samples more than three standard deviations from the mean: no differences were found in our results.

Differences were also found in participants’ subjective assessments of the mental effort each interaction type required (M2, Figure 7.3b) in both domains (χ²(3) = 1.3 × 10⁻¹³, p < 0.001 in SDM, and χ²(3) = 4.44 × 10⁻¹⁵, p < 0.001 in Classification). In SDM, participants felt that
Figure 7.3: Cognitive load (H1) was measured both objectively (secondary task reaction time) and subjectively.

Sorting was significantly harder than Categorizing ($p < 0.006$), and that Evaluating was significantly harder than Showing, Sorting, and Categorizing ($p < 0.001$ in all cases). In Classification, participants rated Evaluating as significantly harder than Showing, Sorting, and Categorizing ($p < 0.001$ in all cases). The data supports H1.

**H2: Task completion times differ between interaction types.** Statistically significant differences were found in response times (M3, Figure 7.4) between interaction types in both domains ($F(3, 213) = 28.79, p < 0.001$ in SDM, $F(3, 213) = 166.29, p < 0.001$ in Classification). In SDM, response times were significantly greater in Sorting as compared to Showing and Categorizing, and in Evaluating as compared to any other interaction type ($p < 0.01$ for both). In Classification, participants’ response times to Evaluating were significantly greater than to any other interaction type ($p < 0.01$ in all cases). Figure 7.4 demonstrates these findings visually. When we repeated this analysis after performing outlier rejection for samples more than three
standard deviations from the mean, our results largely stayed the same: we additionally found that *Showing* interactions in the Classification domain took significantly longer than *Categorizing* ($\alpha < 0.05$). The data supports H2.

![Primary Task Reaction Time](image)

**Figure 7.4:** Time taken to complete the primary interaction task (H2).

![Per-trial Confidence](image)

**Figure 7.5:** Per-trial confidence in response quality (H3).
H3: User confidence varies between interaction types. Median per-trial confidence scores (M4, Figure 7.5) were significantly different between interaction types in both domains ($\chi^2(3) = 49.24, p < 0.001$ in SDM, and $\chi^2(3) = 102.91, p < 0.001$ in Classification). In SDM, participants were significantly more confident in their responses to Showing and Categorizing than Sorting or Evaluating ($p < 0.01$ in all cases). In Classification, participants were more confident in their responses to Showing than to any other interaction ($p < 0.01$ in all cases). They were also more confident in their responses to Categorizing than to Sorting and Evaluating ($p < 0.01$ in both cases). The data supports H3.

H4: Subjective usability differs between interaction types. Significant differences were found in participants’ ratings of frustration ($\chi^2(3) = 27.07, p < 0.001$ in SDM, $\chi^2(3) = 50.94, p < 0.001$ in Classification), perceptions of complexity ($\chi^2(3) = 41.68, p < 0.001$ in SDM, and $\chi^2(3) = 69.30, p < 0.001$ in Classification), ease of use ($\chi^2(3) = 33.14, p < 0.001$ in SDM, and $\chi^2(3) = 54.19, p < 0.001$ in Classification), and confidence with the interaction type ($\chi^2(3) = 28.66, p < 0.001$ in SDM, and $\chi^2(3) = 55.63, p < 0.001$ in Classification). These results, corresponding to M5 through M8, are shown in Figures 7.6 through 7.9.

Participants felt more frustrated by Evaluating than any other interaction in both task domains ($p < 0.00145$ in all cases). They perceived Evaluating as more unnecessarily complex than any other interaction in both task domains as well ($p < 0.001$ in all cases); in Classification, they also perceived Sorting as unnecessarily more complex than Categorizing ($p < 0.00785$). Correspondingly, participants found Evaluating to be less easy to use than any other interaction type in both task domains ($p < 0.001$ in all cases). In SDM, participants were more confident with Showing, Sorting, and Categorizing over Evaluating ($p < 0.001$ in all cases). In Classification, participants felt more confident using Showing than Sorting ($p < 0.00230$) or Evaluating ($p < 0.001$). They also felt more confident using either Sorting or Categorizing over Evaluating ($p < 0.001$ in both cases). The data supports H4.

H5: Preferred interaction types differ between tasks. We tallied participants’ preferred interaction types (M9) using a Condorcet method. We found that in SDM, participants preferred Showing, Sorting, Categorizing, and then Evaluating. In Classification, they preferred Categorizing, Sorting, Showing, and then Evaluating. The data supports H5.
Figure 7.6: Responses to subjective measures of frustration (H4). Darker colors denote greater frustration.
Figure 7.7: Responses to subjective measures of complexity (H4). Darker colors denote higher perceived complexity.
Figure 7.8: Responses to subjective measures of ease of use (H4). Darker colors denote greater ease of use.
Figure 7.9: Responses to subjective measures of confidence (H4). Darker colors denote greater perceived confidence.
7.3 Discussion

Overall, our results show that interaction types are differently cognitively loading and usable, and may variably impact performance as estimated via task completion times and self-assessed confidence. Participants rated Evaluating interactions as requiring the most cognitive effort, being the most frustrating, the most unnecessarily complex, least easy to use, and inspiring the least confidence. Objectively, they also took the longest time to complete Evaluating tasks. In SDM, Sorting took longer than Showing and Categorizing. In Classification, participants felt Sorting was more unnecessarily complex than Categorizing and were less confident using it than Showing. This suggests that Categorizing is preferable to Sorting, which is preferable to Evaluating. This corresponds to our expectation that as an interaction’s Response Choice Space and Response Size increases, its usability decreases.

Unexpectedly, Showing, has the largest Response Choice Space and was among the easiest to use. This may be due to cognitive shortcuts: when guiding the lunar lander, users may not be processing all possible trajectories, nor are they thinking of every word they know in order to caption images. Thus, our big-\(O\) estimates may have been too coarse to capture the nuances of a user’s perceived response space.

We also found a disagreement between participants’ subjective assessment of mental effort and their objective secondary task performance, as in prior work [41]. This could indicate that there are additional, unknown factors that affect perceived mental effort. We did also observe a relationship between participants’ primary task reaction times and subjective assessments of cognitive load, indicating that they took longer on cognitively loading tasks. This may have given them more opportunities to respond to the secondary task, influencing their reaction times.

Pre-existing notions that interaction types such as Evaluating and Sorting might be more user-friendly than others (particularly Showing), because they require fewer inputs from a user, were not supported in the two domains we evaluated. Furthermore, differences existed in participants’ preferred interactions between the task domains, despite our standardization of interaction types within and between them. Future work is required to understand how properties of a task domain influence interactions.

This work is one step towards developing a principled understanding of the algorithmic and human-factors components of learning interactions. In particular, it is a necessary step towards understanding the trade-off between the expected informativeness of a learning interaction, and a user’s ability to provide high quality feedback. As data-gathering needs increase in scale and across domains, understanding this relationship will expand our ability to design learning interactions that not only accommodate the needs of learning agents, but also leverage the capabilities of human teachers.

\(^1\)The Classification image in Figure 7.1 is “Inside Whitehaven library” by librariesteam and is licensed with CC BY 2.0 [36].
Chapter 8

Model Transparency to Guide Human Teaching

Thus far, we have investigated how an algorithmic learner can reason over interactions and the implications that the choice of interaction may have on ultimate learning outcomes via both the direct learning route and the indirect effect on the human teacher. However, the feedback that a human teacher gives is additionally influenced by the teacher’s understanding of the learner’s model.

This effect has been previously studied in the context of interactive learning; transparency into the learner’s process led to human teachers providing less redundant, and more relevant, feedback [130]. This may feel familiar due to similarities to human-to-human teaching: if a teacher is trying to impart knowledge to a student and that student doesn’t properly convey their mastery of the material, the teacher might either spend more time covering foundations under the mistaken belief that the student is lost or may move ahead to advanced topics without realizing the student needs more time to learn the basics.

Ultimately, teaching is a joint task wherein two entities must collaborate to ensure a successful and efficient transfer of knowledge. While collaboration can take many forms, we focus on mutual information sharing with the belief that doing so will help teachers select an optimal information sharing strategy and thereby improve the learning process and its outcomes. In interactive learning contexts, we propose that the common interaction types via which human teachers are asked to share information with learning agents are merely avenues for information transfer and can therefore be equivalently used to share information from learning agent back to the human teacher as well. The contributions of this chapter include: an algorithmic approach to generating feedback inspired by common approaches to learning from human feedback, a task setting in which to explore these algorithms, and the results of both an online user study and an in-person talk-aloud protocol to assess these algorithms.

8.1 Algorithms for Feedback

While there are many approaches to model transparency and XAI, they are not all equally well-suited to the type of collaborative, interactive learning we are interested in. Techniques such as
LIME [111] or saliency maps [3] may be useful in interpreting complex deep learning models, but too dense for repeated interactions between an algorithmic learner and human teacher, as would be necessary in the collaborative, interactive scenarios in which we are interested. Other approaches towards transparency in active learning have attempted to provide insight into how feedback will be interpreted [16], but finding lightweight paradigms by which an algorithmic learner can convey information back to the human teacher remains a relatively open question. Furthermore, there exists a wealth of research into implicit information transfer, particularly in human-robot interaction [20, 66]. In our research, we are interested in exploring novel, disembodied interaction paradigms for explicitly communicating a learner’s model in an interactive learning setting.

We begin by defining such an interactive learning setting between a human teacher \( H \) and an algorithmic learner \( L \). The learner \( L \) is attempting to discern a rule \( r \in R \). Here, \( R \) is a finite set of possible rules and each \( r \in R \) can be described as a vector consisting of \( d \) discrete features. We can envision this mapping to scenarios such as a recommender system mapping a new user to a particular set of known preferences that best describe that user’s tastes. Let us further formalize this interactive learning environment such that at each time step \( t \), the teacher \( H \) takes an action \( a_t \) and the learner \( L \) responds to \( a_t \) with some feedback \( f_t \). We will further detail an instantiation of this interactive learning setting in Section 8.2 when we describe our evaluation setup.

### 8.1.1 Enforcing Relevance to Teaching

In order for a teacher to perceive feedback as useful – or, at the very least, not confusing – it must feel germane to the context in which it is given. In order to ensure this, we make a few assumptions. First, we assume that when taking any action \( a_t \), a teacher is likely trying to focus on teaching the learner \( L \) the value of a single feature \( j \) of the true rule \( r^* \). We define this as \( r^*_j \). For example, in the task we will describe shortly, \( j \) might be associated with the discrete feature “primary class” and can take on values, denoted by \( \mathcal{V}(j) \), such as “number”, “shape”, “color”, or “fill” (see Section 8.2 and Figure 8.2 for more information). Then, we further assume that the learner’s feedback \( f_t \) will feel most relevant if it can correctly identify the particular feature of interest \( j \) and share information about its belief over \( R \) given that feature. Note that both \( j \) and \( r^* \) are unknown to the learner \( L \).

In order to estimate \( j \), we maintain a separate relative frequency histogram of each possible value for each \( j \) (note that we do not use a probability density function because we are operating with a discrete feature space). We construct this by considering the set of valid rules remaining in the hypothesis set, and how many of those rules have \( j = v \) for all possible values \( v \). Henceforth, let us define these distributions to be \( \omega_j \). At each iteration \( t \), we compute the KL-divergence between \( \omega_j \) at times \( t \) and \( t-1 \) for all \( j \). We then assume that the \( w_j \) with the largest KL-divergence between time steps is the most relevant feature to the action \( a_t \) that was just taken. These assumptions are encoded in Equation 8.1 below.
\[ j^*_t = \arg \max_j D_{KL}(\omega_{j,t-1} || \omega_{j,t}) \] (8.1)

\[ = \arg \max_j \sum_{v \in \mathcal{V}(j)} \omega_{j,t-1}(v) \log \frac{\omega_{j,t-1}(v)}{\omega_{j,t}(v)} \]

### 8.1.2 Feedback Implementations

We implement four different types of feedback based on the interaction types discussed in Chapter 5. Each of these implementations is informed by both (1) the explicit presentation of the information as discussed in that chapter, and (2) the implicit information encoded (e.g. the implications of the choice made by the teacher given all possible response choices, as also discussed in the same chapter as well as Chapter 6).

We opt to implement an agent that provides feedback regarding the values of a particular feature of interest as discussed and computed in the previous section. This decision was made because giving feedback on each rule individually seems neither realistic to how people share and receive information nor scalable to larger or continuous problem spaces. Furthermore, to do so, we would need to compute the probability of some \( r \in R \) being the true rule \( r^* \), given all the actions taken by the teacher so far and the most likely current feature of interest \( j \) as defined in the previous section, i.e. \( p(r = r^* | j; a_0, a_1, ... a_t) \). Instead, we can evaluate the likelihood of observing \( a_0, a_1, ... a_t \) under each possible \( r \) for that given \( j \) using the relative frequency histogram that we discussed in Section 8.1.1. In other words, because we have a discrete rule space, this relative frequency histogram gives us the number of rules remaining (i.e. rules that could explain the actions taken so far) separated by what value they take on for the feature \( j \).

To ground the feedback types we will be discussing in the remainder of this section, we briefly allude to our task formulation (discussed in detail in Section 8.2). We will use the running example of a task where the action \( a_t \) a teacher takes is to play a card with certain properties (e.g. “Number”, “Fill”, “Color”, and “Shape”) into one of three bins and the learning agent must identify the underlying sorting rule. Thus, \( j \in \{ \text{Number, Fill, Color, and Shape} \} \) and \( \mathcal{V}(j) \) takes on respective values as shown in Figure 8.1.

**Preferences.** Traditionally, in a preference query in the active learning context, a teacher selects one option from a set (often a pair) of candidates proposed by the learner. We invert this paradigm by having the learner present two candidate hypotheses over some feature \( j \) and indicate which of those two it believes is more plausible. In order to standardize interaction formats with prior work and between one another, we do not allow the learner to say both candidates are equally plausible. Thus, given a feature \( j \), the format of a preference type feedback is given by:

\[ f_{\text{pref}}(t) = \{ \phi^a_{j,t}, \phi^b_{j,t} \} \] (8.2)

Here, \( j \) is given by Equation 8.2, and \( t \) denotes the current time step of the interactive learning process. We convert this to a human-legible sentence of the form “Between \( \phi^a_{j,t} \) and \( \phi^b_{j,t} \), I think
$\phi^a_{j,t}$ is the feature more likely associated with $j$”. For example, the agent might share, “Between “Number” cards and “Fill” cards, I think “Number” is more likely the feature associated with how cards are sorted.”

However, we observe that when people share preferences in this format, there is an implicit understanding that the secondary option is a viable contender. In accordance with Gricean maxims [54] it would be unusual to share a preference between something you strongly prefer, and something that is irrelevant. Therefore, we let:

$$
\phi^a_{j,t} = \arg \max_{v \in \mathcal{V}(j)} (w_j(v)|a_0, ...a_t) \quad (8.3)
$$

$$
\phi^b_{j,t} = \arg \max_{v \in \mathcal{V}(j) \setminus a} (w_j|a_0, ...a_t) \quad (8.4)
$$

In other words, our preference tuple is comprised of the most and second most probable values $v$ of the feature of interest $j$.

**Binary Feedback.** This is possibly the most commonly encountered form of teaching interaction in the traditional setting: users may give thumbs up or thumbs down on videos, images, or trajectories as in our INQUIRE setting (Section 6.1). In the inverted setting where the learner is providing feedback, the learner instead provides a positive or negative assessment of the likelihood of a feature taking on a particular value. In other words, this feedback is comprised of:

$$
f_{\text{bny}}(t) = \{\phi^{\pm}_{j,t}, r \in \{+, -\}\} \quad (8.5)
$$

Implicit in the presentation of any positive or negative label is a certain degree of confidence in the label. Our learning agent has $\alpha^+ = 0.95$ and $\alpha^- = 0.05$ such that it will only assign a value a positive label if the likelihood of that value for feature $j$ exceeds $\alpha^+$ and, similarly, will only assign a negative label if the likelihood is below $\alpha^-$. In pilot tests, people preferred positively oriented feedback. As a result, if at time $t$ there exists a value that exceeds $\alpha^+$ and a value that is below $\alpha^-$, we make the decision to share the positive label. In the event that no values have crossed either $\alpha^+$ or $\alpha^-$, we default to sharing the most-likely value. This can be written as follows:

$$
v^- = \arg \max_{v \in \mathcal{V}(j)} (w_j(v)|a_0, ...a_t) \quad (8.6)
$$

$$
v^+ = \arg \min_{v \in \mathcal{V}(j)} (w_j(v)|a_0, ...a_t) \quad (8.7)
$$

$$
f_{\text{bny}}(t) = \begin{cases} 
\{\phi^{\pm}_{j,t}, -\}, & \text{if } p(v^-) < \alpha^- \text{ and } p(v^+) \leq \alpha^+ \\
\{\phi^{\pm}_{j,t}, +\}, & \text{otherwise} 
\end{cases} \quad (8.8)
$$

This can then be translated simply into a human-legible in the following way: “I think that $v^-$ is not $j$,” or “I think that $v^+$ is $j$.” For example, the agent in our task might share: “I think that “Color” is not how cards are sorted.”
Credit Assignment. A credit assignment query traditionally asks a human teacher to identify which feature(s) of an input best justify the associated output (often a label). Correspondingly, we define credit assignment feedback as identifying which feature of an action the learning agent believes to be most associated with the observed outcome state of that action. The format of this feedback type is therefore defined by:

\[ f_{\text{credit}}(t) = \{ \phi^a_{j,t} \} \]  

(8.9)

Given the nature of the feedback, we let \( \phi^a_{j,t} \) take on the most likely value associated with \( j \) as follows:

\[ \phi^a_{j,t} = \arg\max_{v \in V(j)} (w_j(v)|a_0, \ldots a_t) \]  

(8.10)

Where \( j \) and \( t \) are defined as above. The sentence we construct from this is of the form: “I think \( a_t \) because it is \( \phi^a_{j,t} \).” Our running example might be phrased as, “I think the “Red, Squiggle, One, Ellipse” card was placed into Bin 1 because it is a “One” card.” Unlike other feedback types, the nature of the credit assignment feedback (a member of the Evaluation archetype of interactions) necessitates that it directly relates to the most recent action taken rather than expressing itself as a general claim.

Showing. This feedback type when used as a querying mechanism in active learning settings traditionally involves the learning agent giving the human teacher a starting state from which it wants an example of a trajectory due to some degree of uncertainty, and nothing more. Indeed, this is how we implemented it in INQUIRE (see Section 6.1). In order to invert this paradigm, we construct a showing feedback type that simply provides a human teacher with a likely, but not certain, feature of interest and a less-confident, more probing framing. Like credit assignment, the format of this feedback is given by:

\[ f_{\text{show}}(t) = \{ \phi^a_{j,t} \} \]  

(8.11)

because the feedback type is comprised only of one particular value of our feature of interest. However, we define \( \phi^a_{j,t} \) to be the second-most likely value associated with \( j \), if such a value exists, as follows:

\[ v_1 = \arg\max_{v \in V(j)} (w_j(v)|a_0, \ldots a_t) \]  

(8.12)

\[ \phi^a_{j,t} = \arg\max_{v \in V(j) \setminus v_1} (w_j(v)|a_0, \ldots a_t) \]  

(8.13)

Note that this is functionally identical to finding the second-most likely value for use in the preference feedback type. We translate into a sentence of the general form: “I am wondering what action would be associated with \( \phi^a_{j,t} \).” For example, “I am wondering where a “One” card would go.” We initially piloted a more confident sounding statement (e.g. “I am thinking about...”) but
that was received poorly; we also trialed using the most and least likely values of $j$, but using the second-most likely value was generally considered the most effective version. We note that it is possible that this feedback type may have benefited from using a maximum information-gain approach to identify features of interest given its somewhat information-seeking nature, but for consistency and for the interest of relevance, we used the maximum KL-divergence approach instead.

8.2 Set-HiLL Task Formulation

We seek to jointly evaluate a teacher’s ability to convey information to a learning agent, as well as the agent’s ability to convey their understanding back to the teacher. To achieve these goals, we build on the setup presented in [71] to construct a task inspired by the card game Set which involves a specialized deck as depicted in Figure 8.1. In our Set-HiLL variant, ask human teachers to sort cards into one of three bins based on properties such as color, shape, number and fill. The particular sorting rule they are asked to use takes the place of a preference that a person might be attempting to teach in a recommendation or assistive technology setting and enables us to evaluate teaching and learning efficacy against a known, static ground truth. We encode complexity into the sorting rule by having it be based primary on one feature (e.g. number), and also including an exception value (e.g. cards where the Shape is Diamond) which overrules the primary sorting feature.

Figure 8.1: Set cards can be grouped based on four different classes of properties: color (red, green, or purple), shape (diamond, oval, or squiggle), pattern (open, striped, or solid), and number (one, two, or three).
This rule $r^*$ is provided to the teacher at the outset of the task, and is sampled from a finite set of possible rules $\mathcal{R}$. We will further expand on rule construction shortly. For now, suffice it to say that a rule $r \in \mathcal{R}$ dictates which cards can be placed into which bins. For example, a rule might be: “‘Two’ cards go in Bin 1, ‘One’ cards go in Bin 2, ‘Three’ cards go in Bin 3. ‘Diamond’ cards also go in Bin 3 regardless of number because they are an exception.”

Teaching and learning of this rule commences in a turn-based fashion. First, the teacher selects a card to play (i.e. place into the appropriate bin, based on $r^*$). The algorithmic learner observes the card selection and placement, and then shares some feedback with the teacher. The teacher can then select another card to play, and so on. The game continues in this fashion until the teacher believes that the agent has learned $r^*$ and the teaching process should end.

### 8.2.1 Rule Construction

We design our rules to be easily understandable while also being complex enough that teaching them would be a non-trivial task. We note that in real-world settings people often have deeply-held personal beliefs that they cannot easily articulate or share with the learning system, but that are easily recognizable to them (e.g. they know how to act in accordance with their underlying beliefs and preferences).

However, to make the problem tractable and minimize noise, we had to make some assumptions and place some constraints on the construction of these rules. The most salient of these is that while we recognize that in reality people’s preferences and beliefs are non-stationary and evolving, we need to use a static rule as a known, ground truth in order to evaluate learning and teaching efficacy. We liken this to a hyper-local version of the real-world problem wherein we assume a person already has a refined understanding of their own taste and we are looking at their interactions with a learner in a short enough time-frame that we would not expect to see major deviations in that taste.

Finally, we also assume that people will try to make sense of the rule by decomposing it into its constituent components. These correspond to the features of rules that we discuss throughout Section 8.1. We corroborate this assumption via our talk-aloud study, discussed in more detail in Section 8.4. Using the rule, “‘Two’ cards go in Bin 1, ‘One’ cards go in Bin 2, ‘Three’ cards go in Bin 3. ‘Diamond’ cards also go in Bin 3 regardless of number because they are an exception.” as a guiding example, let us consider the features that describe a rule:

1. **Primary Class.** This can take on any value in \{number, color, shape, fill\}. In our example, cards are primarily sorted into bins based on their number.

2. **Bin 1 - Primary Value.** Similar features exist for Bin 2 and Bin 3 as well. Each of these features takes on a value in relation to the Primary Class feature. For example, in our example, Bin 1 - Primary Value would be assigned the value ‘Two’. However, we can imagine that in another rule, where cards are primarily sorted by color, it might take on a value such as ‘Red’. The full list of class and value pairings can be found in Figure 8.2.

3. **Exception Class.** Similar to the Primary Class feature, Exception Class can take on any value in \{number, color, shape, fill\}. In our example, it takes on the value of shape.

4. **Exception Value.** This is similar to the three Bin $n$ - Primary Value features, in that it is parameterized by the Exception Class. In our example, it takes on the value of ‘Diamond’.
5. **Exception Bin.** This feature specifies the bin in which the exception is housed, and therefore can be assigned a value in \{Bin 1, Bin 2, Bin 3\}. In our example, it is Bin 3.

### 8.2.2 Evaluation Criteria: Accuracy, Efficiency, and Influence

Our fundamental goal is to develop HiLL systems that both improve the quality of learning outcomes and minimize teaching burden. Therefore, we need to simultaneously evaluate the experiences of both the algorithmic learner and the human teacher. While there are many ways to evaluate the outcomes of different feedback approaches, we will focus on the following three dimensions: **accuracy, efficiency, and influence**.

We describe the motivations behind the selection of these categories as follows:

1. **Accuracy.** The accuracy of a learned model is central to its ability to fulfill its intended function. In our setting, we can calculate model accuracy as how often the algorithmic learner is able to identify the correct rule from a larger set of rules. However, we additionally define teaching accuracy as a representation of *how well a teacher understands the state of the learning agent*. Teaching accuracy can lead to: training efficiency (e.g. by more easily finding the most relevant examples), more value-aligned outcomes, and greater confidence in learner performance.

2. **Efficiency.** Training any sort of intelligent system can be costly with respect to both time and human effort. Minimizing such costs will lead to faster development cycles, as well as make personalized training more accessible to more people. Therefore, in developing HiLL systems that are designed with people in mind, it is critical to understand how quickly an algorithmic learner is able to converge on an intended goal, and how much teaching effort was required in the process.
3. Influence. We hypothesize that the nature of collaborative learning makes it more efficient than interactive, non-collaborative learning. First, we will analyze how techniques that are commonly used in learning from humans might be able to be used to convey information from an algorithmic learner back to the human teacher. While it is important to understand the effects of these techniques on accuracy and efficiency, we are also interested in how they might differently influence teaching techniques and decisions, if at all. Understanding how different techniques impact human teaching approaches can give us further insight into how people attempt to share knowledge with algorithmic learners.

An overview of the metrics we use in our evaluations can be found in Table 8.1. In order to evaluate both the quantitative and qualitative metrics listed, we concurrently designed and ran both an online user study and an in-person talk-aloud study. These will be described in further detail in the subsequent sections.

### 8.3 Evaluation: Online Between-Subjects User Study

We designed a between-subjects user study to find empirical differences in quantitative metrics relevant to accuracy, efficiency, and influence. The between-subjects independent variable, the interaction type used by the learner when presenting feedback, had four levels: showing, preference, binary feedback, and credit assignment. In the control condition, the learning agent did not provide any feedback.

We have already discussed in Section 8.1.2 the ways in which we standardized the generation of feedback across interaction types. In order to further control for any confounding variables, we kept the study interface (see Figure 8.3) the same across all conditions. Participants were presented with a grid of all possible Set cards, grouped by color, shape, fill, and number. They were given a rule, as described in Section 8.2.1, and tasked with selecting cards from the grid to be placed into the appropriate bins. We minimized participant error by having them select a
Figure 8.3: The layout for both the online and in-person user studies featured all possible cards, three bins into which those cards could be placed, a box containing the rule to be taught, a box containing feedback from the agent, and a box with a Likert Scale to use in evaluating the feedback. We also included a GIF of a Quori robot in a neutral pose.

card to play, but then auto-sorting those cards according to the rule. In order to further minimize the number of accidental clicks, as participants hovered over the various cards in the grid, the corresponding bin for that card would be highlighted as a visual reminder of the rule. Participants were reminded that cards being auto-placed into bins was merely an assistive short-cut and should not be interpreted as the learner playing the card. In conditions with feedback, participants received feedback after every card played. They were then asked to evaluate the helpfulness of this feedback prior to either playing another card.

In all conditions, participants were instructed to terminate the learning process if they felt confident in the learner’s understanding of the rule. In order to incentivize teachers to terminate precisely when the agent had converged, we introduced a bonus scheme. Participants received an extra $1.00 if they terminated at the correct time, $0.75 if they were too early or too late by one card, and $0.25 if they were too early or too late by two cards. If a participant incorrectly terminated when the learning agent had not yet converged upon the true rule, they were asked to continue playing cards until they reached a successful termination state. The bonus was only given based on their first attempt to terminate.

### 8.3.1 Hypotheses and Measures

As this is an exploratory study into the symmetry – or lack thereof – in sharing information with and receiving information from a learning agent, our hypotheses are few and simple. We have two sets of hypotheses: first, we believe that the feedback we have generated will be effective,
given that we know it is effective as a teaching instrument for algorithmic learners in active learning settings featuring human teachers.

H1 Teaching with feedback will be more accurate than teaching without feedback.
H2 Teaching with feedback will be more efficient than teaching without feedback.

Second, we assume symmetry from the active learning setting: we hypothesize that there will be a difference between receiving feedback from different interaction types, just as there is an experienced difference in sharing information.

H3 Different interaction types will differently affect teaching accuracy.
H4 Different interaction types will differently affect teaching efficiency.
H5 Human teachers will be differently influenced by each interaction type for feedback (e.g. with respect to their confidence in their own teaching, and the subjective experience of teaching).

In order to evaluate these hypotheses, we collected data on accuracy (M1 - M2), efficiency (M3 - M4), and influence (M5 - M7). Participants had the opportunity to provide additional free-response feedback after every trial, as well as demographic information at the end of the study. We did collect some additional metrics, such as the helpfulness of each individual piece of feedback, that we chose not to analyze for the online study due to high levels of variability between individuals; further discussion on that can be found in Section 8.4 where we discuss our concurrently designed talk-aloud study.

M1 Accuracy of Perceived Convergence. The number of cards that the teacher gave the agent before believing the agent to have converged and terminating, relative to when the agent actually converged. Participants were encouraged to terminate when they first felt the agent had learned the rule via a bonus reward scheme described in the section 8.3.

M2 Failure Rate. The number of instances where termination occurred prior to the learning agent converging upon the true rule.

M3 Number of Cards to Converge. The number of cards the learning agent needed to see before converging upon the true rule.

M4 Time to Select Each Card The average amount of time (ms) that a teacher took to select a card to play next. Longer amounts of time can indicate higher cognitive load [128].

M5 Confidence at Termination. Upon terminating learning, participants were asked “How confident are you that the robot has correctly learned the rule?” with a 5-pt Likert Scale.

M6 Frustration. After the successful completion of each trial, participants were asked to respond to the prompt, “I found teaching this robot to be...” on a 5-pt Likert Scale with ends at “Extremely Frustrating” and “Extremely Pleasant.”

M7 Ease of Use. After the successful completion of each trial, participants were asked to respond to the prompt, “I found it easy to teach this rule.” on a 5-pt Likert Scale.
**M8 Utility of Feedback.** After the completing the trial with feedback, participants were asked to respond to the prompt, “*I used the robot’s feedback when deciding what card to place next.*” on a 5-pt Likert Scale.

### 8.3.2 Procedure

Each participant encountered two conditions: one without any feedback, and one where the learner presented feedback via one of the four aforementioned interaction types. In the conditions with feedback, feedback was given after every card played. Participants were fully counterbalanced between each of the interaction types, and between whether they received the no-feedback condition first or second. We additionally had a control condition wherein participants received the no-feedback condition in the first and second rounds.

All participants were first given a set of instructions describing the task. We then presented them with a tutorial game with no feedback because we wanted the participants to: (1) familiarize themselves with the task and the interface, and (2) establish a prior on the otherwise black-box learner. To enable this second point, the tutorial game ended automatically when the learner had learned the rule. In all other rounds, the participant was responsible for determining that learning had concluded. If they were correct, they continued to a brief survey about their experience; if they were incorrect, the game continued until they were correct. In the condition with feedback, participants were additionally required to evaluate every instance of feedback received. At the conclusion of the study, participants were asked to indicate which of the two conditions they preferred, and to provide demographic information.

### 8.3.3 Results

We collected data from 191 Prolific workers over the age of 18 and with an approval rating of 100%. Participants were required to be fluent in English. We also excluded anyone with colorblindness, due to the nature of the Set cards used in our task. We discarded partial data as well as data from anyone who failed the attention check, and balanced the number of participants in each condition. This left us with data from 170 participants, 34 for each interaction type and also the control condition where participants saw no feedback in either round. This study and recruitment procedure was approved by our Institutional Review Board.

We analyzed all ordinal (e.g. Likert scale) data using a Wilcoxon signed-rank test (Bonferroni correction $\alpha = 0.0125$). Numerical data was tested for normality using a Shapiro-Wilk test and, when normal, was analyzed with a paired t-test; otherwise, it was also analyzed with a two-sided Wilcoxon signed-rank test. We treat each Likert question as an individual item. Furthermore, we note that one limitation of our between-subjects design is that Likert item comparisons are highly subjective and therefore prone to interpersonal variance. For completeness, we performed our analysis with and without outlier rejection for samples more than three standard deviations from the mean; no differences were found.

Overall, the findings of our online study suggest that while feedback is often – though not always – helpful, there doesn’t seem to be a statistically significant effect in the efficacy of different interaction types. This contrasts with our expected findings and can be explained, in part, by the findings of the talk-aloud study we describe in the following section.
H1: Teaching with feedback will be more accurate than teaching without feedback. This hypothesis was partially supported; teachers seemed to see an improvement in the accuracy of their mental model of the learning agent. Statistically significant differences were found with respect to the difference in the number of cards at which the user perceived the agent to have learned versus when the agent actually converged (M1) for binary ($p < 0.005, Z = 94.5$) and credit assignment ($p < 0.01, Z = 97.5$). Because we use a Bonferonni correction, we do not consider the difference between no-feedback and showing or preference to be statistically significant ($p < 0.05$ for both).

We did not find any statistically significant differences in failure rate between no-feedback and any of the interaction type conditions. Given our corrected analysis, we do not consider the difference between no-feedback credit assignment ($p < 0.05$) to be statistically significant. However, we notice a trend for people to terminate slightly too early in the credit assignment condition, perhaps indicating some degree of overconfidence.

H2: Teaching with feedback will be more efficient than teaching without feedback. This hypothesis was somewhat supported. Statistically significant differences from the no-feedback condition were found with respect to the the number of cards needed for the agent to learn the rule (M3) in the case of preference ($p < 0.01, Z = 91.5$), combined binary ($p < 0.005, Z = 81.5$), and credit assignment ($p < 0.005, Z = 91.5$). However, there was no statistically significant difference in the number of cards needed for the agent to converge between the no-feedback and showing feedback conditions.

Furthermore, statistically significant differences were found with respect to the average duration (ms) needed to select a card to play (M4) in the case of binary ($p < 0.001, T = 47.0$), credit assignment ($p < 0.001, T = 82.0$) and showing ($p < 0.001, T = 84.0$). We note that showing becomes statistically significant when outlier rejection is performed. There was no statistically
Figure 8.5: This figure plots the difference between the number of cards needed for the learner to converge on the true rule in the conditions with and without feedback. The presence of feedback generally appears to have reduced the number of cards needed for the learner to converge, implying that teaching efficacy was increased. Statistically significant results were found for every interaction type other than showing, which indicates that it’s not just the presence of feedback, but also the type of feedback, that accounts for this difference. However, across interaction types, there were no significant differences.
Figure 8.6: This figure again plots the *difference* between the average amount of time taken by each user to select a card to play in the conditions with and without feedback. Feedback generally seems to increase the amount of time teachers spend in selecting their next action, as compared to when they receive no feedback from the learner. This may in part be due to the increased cognitive overhead of updating their model of the learner, and deciding what information to share in light of that model.
significant difference between no-feedback and preferences given our use of a Bonferroni correction \((p < 0.05)\).

**H3: Different interaction types will differently affect teaching accuracy.** This hypothesis was not supported given the results of our online study. We did not find a statistically significant difference from the no-feedback condition in the difference in the number of cards at which the user perceived the agent to have learned versus when the agent actually learned (M1) across interaction types, nor in the failure rate (M2).

**H4: Different interaction types will differently affect teaching efficiency.** This hypothesis was not supported given the results of our online study. We did not find a statistically significant difference across interaction types in the delta between no-feedback and feedback for number of cards needed for the agent to converge (M3), or the average duration (ms) needed to select a card to play (M4).

![Figure 8.7](image)

Figure 8.7: We did not find statistically significant differences from the no-feedback condition across interaction types in the difference in whether participants perceived teaching the robot to be frustrating or pleasant, or their self-reported confidence at first termination. As expected, most of the responses lie between the two extremes of the Likert scale, with a positive bias.

**H5: Human teachers will be differently influenced by each interaction type for feedback (e.g. with respect to their confidence in their own teaching, and the subjective experience of teaching).** This hypothesis was not supported given the results of our online study. We did not find statistically significant differences from the no-feedback condition across interaction types in the difference in: self-reported confidence at the first termination (M5), whether participants perceived teaching the robot to be frustrating or pleasant (M6), or how easy participants found it to teach the robot (M7). Neither did we find a statistically significant difference in whether participants felt they used the feedback in deciding what card to place next (M8).
Figure 8.8: We did not find statistically significant differences from the no-feedback condition across interaction types in the difference in whether participants perceived feedback to be useful in determining their next steps, or in how easy they found it to teach the robot. However, the data show interesting trends, such as that preferences were thought to be extremely useful in determining next steps as compared to other interaction types.

8.4 Evaluation: In-Person Talk-Aloud Protocol

While the online study, presented in section 8.3, allowed us to easily collect and compute aggregate statistics on quantitative learning and teaching efficacy, it is only one part of the picture. To more fully understand how human teachers respond to these different forms of feedback, we wanted to obtain free-form, unprompted opinions and reactions from people. However, to perform in-person interviews with nearly two-hundred participants would be an extremely time-consuming task. Therefore, we decided to augment our online study with a smaller in-person cohort who would participate in an unstructured talk-aloud study.

Our talk-aloud study is largely the same as the online study, with a few important adjustments. First, we redesigned it as a within-subjects user study, such that every participant sees every interaction type that the learner can use when presenting feedback. Furthermore, we removed the no-feedback control condition because we did not run statistical tests given the small sample size and aimed to minimize participant fatigue.

This talk-aloud study also featured a new condition wherein participants had the opportunity to choose, at each turn, what format the learning agent should use when presenting feedback. Thus, the within-subjects independent variable had five levels: demonstration, preference, binary feedback, credit assignment, and choose-your-own. We counter-balanced the first four levels using a Balanced Latin Squares approach. However, the choose-your-own condition always appeared last, after participants were exposed to each of the interaction type conditions.
8.4.1 Procedure

The procedure for this study was similar to the online-study procedure, as described in Section 8.3.2. However, participants encountered five different feedback conditions and did not encounter any no-feedback condition (apart from the tutorial game). The entire study, including the tutorial, took between 45 and 90 minutes. Participants were instructed to narrate their thoughts (e.g., feelings, strategies, questions) throughout the process. If participants were silent or did not explain a decision, the interviewer prompted them with a neutral phrase such as, “Can you describe what you’re thinking at the moment?” Finally, at the conclusion of the study, participants were asked to provide a forced ranking between the demonstration, preference, binary feedback, and credit assignment feedback types. We captured both screen and audio recordings of participants going through the experiment.

8.4.2 Data Overview and Coding

We collected data from 8 participants, sourced through a combination of word-of-mouth recruiting and via Carnegie Mellon University’s Center for Behavioral and Decision Research recruitment portal. There were a range of ages represented: of these participants, three were in the 18-24 age range, two were in the 25-34 age range, one was between 25-44 and two were between 45-54. Half of the participants self-identified as men, three self-identified as women, and one preferred not to share. Furthermore, familiarity with artificial intelligence and robotics varied from not at all familiar to extremely.

In order to do a thematic analysis [92], two coders each transcribed half of the recordings collected. Afterwards, they coded one of those recordings together in two-passes. The first pass was used to generate low-level notes and observations; the second pass was then used to synthesize these into higher-level codes. Both coders then independently coded another transcript using these high-level codes. However, this yielded a Cohen’s Kappa of 0.658 which, while considered substantial agreement, was lower than desired. Therefore, the coders convened to review their coding approaches as well as the code-bank they had previously created. Afterwards, they independently coded a third transcript, and this time achieved a Cohen’s Kappa score of 0.786. Given this sufficiently high inter-coder reliability (ICR) score [90], the coders then split the remaining transcripts between themselves and completed the coding process separately. The final code-bank contained 15 high-level codes.

After all of the transcripts were coded, they were analyzed using affinity diagramming. We found a natural separation between observations related to how participants opted to teach the learning agent and observations that served as a meta-analysis of the different interaction types for feedback, moments of personification, and mistakes or misinterpretations of the system. We discuss each of these in more detail in the remainder of this chapter.

8.4.3 Findings

Our study revealed a relationship between using different interaction types for feedback, how participants’ build their mental models of learning agents, and participants’ own teaching personas. This relationship graph is detailed in Figure 8.9 and will be discussed in more detail in
the remainder of this section. We discover that participants largely use feedback for two distinct, but related, purposes: first, to identify what the learning agent knows, and second, to determine what teaching action they should take next. Furthermore, we found that teaching personas seem to have large effects on how participants engage with feedback from the learning agent. We define a teaching persona to encompass an individual’s preconceived notions, strategies and beliefs about themselves as a teacher, the agent as a learner, and how the teaching process should and will unfold.

This may in-part explain the findings from the online study; across a population of users with different teaching personas, we would expect to find any differences between interaction types to be washed out. Our in-person participants, however, demonstrated strong preferences between interaction types. In this section, we will first describe the aforementioned components of training a learning agent and teaching personas. Then, we will describe the complex teaching/training process that unfolds around these. Finally, we will discuss how these are informed by, and inform, participants’ commentary on the task and the different interaction types for feedback.

Participants constructed a model of the learning agent involving both what the learning agent knows, and what it needs to know. Together, these two components comprise the human teacher’s model of the learning agent. They also respectively correspond to the Gulf of Evaluation and Gulf of Execution often discussed in the Human-Computer Interaction literature [99]. We underscore that because the agent is a black-box to the participants, these are not mutually exclusive categories: knowing what the agent does not know does not necessarily tell you what it does, and vice versa. We further describe our observations below:

1. Feedback that reveals what the learning agent knows can be used to assess progress and teaching efficacy. Participants often relied on feedback in order to determine what the learning agent had deduced so far, and what it was paying attention to in their teaching. Our experimental setup was designed such that they had no other cues to rely on, to simulate commonly used machine learning and artificial intelligence training schemes in crowdsourced data collection processes.

   1a. Participants at times opted to use feedback purely as a tool for evaluation, e.g. via testing and confirmation-seeking behaviors. This would often manifest as playing cards to “reinforce” something they had already taught and checking the feedback against their expectations. Some participants demonstrated this behavior in response to the learning agent appearing to understand the rule earlier than they expected; for example, one participant said they “...can’t tell if [this was a] fluke” prior to engaging in testing behavior. Some participants were more biased towards this view of feedback than others, and would rate feedback as more helpful when they perceived it as correct. Others switched to testing behaviors as learning progressed; either when they experienced confusion about what the learning agent had understood, or when teaching had progressed sufficiently and they wanted to validate learning before terminating the session.

2. Feedback that directly asks about a region of uncertainty, reveals more of the agent’s state, or is perceived as inaccurate can be used to identify next teaching steps. Participants alternatively used feedback as a guide to inform their teaching strategy. For ex-
Figure 8.9: We found a relationship between how participants’ teaching personas influenced their strategies and approaches to forming mental models of a learning agent. Furthermore, we found that when feedback was unhelpful in building those mental models, participants were increasingly likely to rely solely on their teaching personas and initial strategies and less likely to engage with the learning agent’s feedback. For example, a learner-led teacher might have a low weight on $S$ and a high weight on $L$; in contrast, a curriculum-driven teacher might have a high weight on $S$ and a low weight on $L$.

For example, the showing type feedback was commonly perceived as a request for information; this aligns with its intended formulation, as described in Section 8.1. Similarly, three of the participants noted that the preference type feedback was informative in helping them understand what information they might need to reinforce, or what teaching action to take next. Finally, feedback perceived as incorrect was sometimes effective in helping participants identify their own confirmation biases; upon receiving such feedback, participants would express surprise at the unexpected feedback, review their teaching to understand how the learning agent reached its conclusion, and finally be able to identify the gap between what they had been intending to teach versus what they had actually been teaching.
Participants opted to teach rules hierarchically, and used feedback cues to adjust their strategy. This finding corroborates the decomposition of rules we used to generate feedback, as discussed in Section 8.1.1. Rules were perceived by participants as being composed of: a primary rule (or “general” rule as many referred to it), exception, and Bins. In order of occurrence, participants leveraged the following strategies: (1) teaching the primary rule first, (2) teaching the exception rule first, and (3) teaching by Bins, one by one. When using the first hierarchy, which was the most common approach, participants still tended to teach the rules Bin by Bin. However, they would ignore the exception rule, and return to teaching it after they felt the learning agent understood the primary rule for each Bin (e.g. “Diamond” cards belong in Bin 1, “Squiggle” cards belong in Bin 2, and “Ellipse” cards belong in Bin 3).

However, at a more granular level, participants would state they were “choosing cards randomly.” In other words, participants could generally identify what semantic component of the rule they wanted to teach (e.g. “Diamond” cards go in Bin 1), but would then choose a random card from the set of cards that focus on that component (e.g. choosing any color “Diamond” card). As teaching progressed, participants would try to provide good coverage of cards played and also optimize for cards that the learner had not seen before.

Participants also demonstrated some interesting teaching behavior in response to feedback from the learning agent. When confronted with feedback demonstrating an incorrect understanding of the true rule, participants often selected their next card using two different types of counterfactual reasoning. For example, consider feedback that suggests “Red” cards go in Bin 1, when actually “Diamond” cards go in Bin 1. In a same-bin counterfactual, participants might choose to play a “Purple” card in Bin 1 to teach the learning agent that color does not matter. Alternatively, in an across-bin counterfactual, participants might choose to play a “Red” card in a different bin, to disprove the hypothesis that all “Red” cards belong in Bin 1. Participants often demonstrated both types of counterfactual behavior, instead of strongly biasing towards one or the other. Reasons for selecting one type of counterfactual over another are, at this time, unclear; further study might reveal the nuances between them. However, if participants received feedback that they interpreted as an accurate understanding of the component of the rule they were currently trying to teach, they would then choose to progress to the next phase of their teaching strategy (e.g. move from teaching the primary rule to teaching the exception rule).

Failures to assimilate feedback into the working model of the learning agent resulted in poor learning outcomes. We consider bad outcomes to include ones where the human teacher either cannot identify what the learner knows, or cannot identify which teaching action they should take next. We identified three primary types of bad outcomes: (1) early terminations, (2) decreasing confidence, and (3) unchecked confirmation bias. We consider an early termination one where a participant incorrectly believes that the learning agent has learned the rule and chooses to terminate learning, when in actuality the learning agent has yet to converge. Decreasing confidence appears in the latter half of teaching, as participants may feel confident in the initial part of teaching and start to lose confidence if they don’t receive the feedback they expect. Finally, confirmation bias is a common cognitive shortcoming in people. In our games, participants would sometimes be unable to recognize that the sequence of cards they chose to sort could be explained by multiple rules. Often, feedback was helpful in recognizing this bias. However, at times participants were unable to understand the feedback; this would lead to an inability to
understand what teaching actions to take. These poor learning outcomes usually led participants to disengage from the interactive learning process by ignoring or dismissing the agent’s feedback and relying more heavily on their own teaching persona (e.g. preconceived notions, strategies and beliefs). This is in contrast to the paradigm discussed previously, wherein participants were able to progress through, and adjust, their strategy by interpreting and responding to the agent’s feedback.

We note that all of these outcomes are inextricably correlated with negative emotions such as confusion and frustration. Confusion may have multiple sources, but we primarily observed it as a response to either an inability to interpret the content or relevance of a piece of feedback (e.g. not understanding why the learning agent gave a particular piece of feedback in response to their most recent teaching action), or an inability to know how to respond to the feedback (e.g. recognizing they had led the learning agent astray, but not knowing how to take repairing actions). This generally progressed to frustration, at which point participants would express that feedback consistently has no relevance to their teaching, start to play cards randomly, and ascribe traits such as “resistance” and “obstinacy” to the learning agent. We further observe that some instances of participants not finding feedback relevant is correlated with confirmation bias: it may not be relevant to the rule they are trying to teach, but relevant to the majority of rules remaining as viable hypotheses.

**When possible, participants used multiple feedback types to compensate for any confusion, as well as their shifting desires for detailed feedback.** The majority of participants used more than one type of feedback in the choose-your-own condition. The most common approach was to use a combination of the binary feedback and credit assignment feedback types. Common reasons cited for this behavior included using binary feedback to highlight one feature of importance, and using credit assignment for more granular feedback. However, two participants started with preference feedback and switched to either credit assignment or binary feedback as learning progressed. Interestingly, their motivations were different: the participant who switched from preference to credit assignment seemed to do so because they were transitioning from a teaching stance to an evaluating stance as described by their statement “...I think, if I choose credit assignment it will be more explicit about why I put that card there and... see if I can determine that it’s learning the rule then.” On the other hand, the participant who switched to binary feedback did so when they were feeling confused about the preference feedback they were receiving. We also note that one participant opted to receive the showing feedback in the beginning, and then switched to credit assignment towards the end; this participant justified their selections by observing that they felt showing was valuable for helping them to identify next steps, whereas credit assignment was then useful to test progress. Several participants also noted that while they enjoyed being able to choose their own feedback, it did add some complexity to the task. This is likely due to the increased cognitive load of having to additionally infer which feedback is likely to contain helpful content.

**In general, participants felt most positively about credit assignment feedback, and most poorly about showing feedback.** When asked to rank each of the interaction types for feedback in order of their most, to least preferred, half of the participants gave the following order: credit assignment, preference, combined binary, and showing. This was also the ordering given by
tallying participants’ votes using a Condorcet method. The other four participants were very varied. All had showing as their least favorite; two of them had preference as their first choice, while the other two had combined binary as their first choice. In each of those subsets, half had credit assignment as their second choice, while the other half had it as their third. This reveals both a strong trend, as well as a sizeable degree of individual variation. In this subsection, we will first give an overview of subjective perspectives on each of the interaction types for feedback, and then provide an emergent hypothesis for what may drive this individual variation.

1. Showing feedback felt vague and difficult to interpret. Half of the participants explicitly shared that feedback of the showing format felt unclear, vague, or unhelpful. Every participant ranked it as their least preferred interaction type. However, two participants expressed that the feedback could be helpful, because it shows what elements of a card the learning agent is thinking about. Furthermore, as we will discuss shortly, this interaction type seemed to lend itself the most to personification of the learning agent.

2. Preference feedback was perceived as providing a lot of information, but became less helpful towards the end of teaching. Participants praised the preference type feedback for providing specific information and insight into the top two options the agent is considering (we note that this corroborates the implicit information we chose to encode into the feedback, as described in Section 8.1). However, one-fourth of the participants expressed that this feedback type seemed to become less helpful as time went on. We believe that this may be because as teaching progresses, participants desire extremely specific feedback; because the preference type feedback always compares two options, there may be uncertainty as to whether the agent has fully determined the rule.

3. Combined Binary feedback was controversial: some people found it easy to understand, others found it difficult. Participants who liked this feedback type did so because they found it straightforward and easy to understand. Three of the participants independently observed that the combined binary feedback was helpful early on in the teaching task. However, this feedback was sometimes perceived as “non-intuitive” because it would “jump-around.” This is likely because the algorithm is designed to provide both positive and negative feedback after a certain confidence threshold is reached; so, a teacher may play a “Red” card in Bin 1 expecting that the agent will associate “Red” with Bin 1, but the feedback might be “‘Purple’ cards do not go in Bin 3.” At least one participant actually liked this property, and shared that it was helpful when the agent extrapolated information that the participant had not explicitly shared.

4. Credit Assignment feedback was liked by every participant, and often described as being “explicit”. As mentioned previously, this feedback type was generally the most popular kind. Participants described it was explicit, clear, straightforward, and detail-oriented. This feedback type was particularly preferred by participants who often exhibited testing behaviors and strong teaching personas (e.g. strongly identified themselves as a teacher).

Participants’ strategies, responses to feedback, and attitudes towards different interaction types were heavily influenced by their teaching personas. Half of the participants strongly
Participants’ teaching personas influenced how they perceived and leveraged different interaction types, which in turn affects how they choose to engage with feedback in the choose-your-own session.

We were unable to identify any predictor of which category a person would belong to; it may simply be a feature of the variability of individual personalities. However, this division had strong influences on how a participant would interpret and respond to the learning agent’s feedback (Figure 8.10, Figure 8.9). Participants who strongly identified as the teacher often had a myopic view of feedback and used it mostly as an evaluation tool; they would often stick to their strategies regardless of the feedback received, and express frustration if the learning agent seemed not to understand their intentions. The other set of participants were more open to adjusting their teaching strategy in response to feedback from the learner, and were more likely to interpret inaccurate feedback as a reflection of their prior teaching than a reflection on the learning agent. This is perhaps best exemplified by the sole participant who did not like the credit assignment feedback. This participant felt that it was confusing, and that the agent could have been giving feedback about “any of the features.” That participant preferred the combined binary and preference feedback types, citing that they were more helpful in sharing what the agent was “thinking.”

**Participants perceive some interaction types as more conducive towards assisting with identifying learner progress, whereas others as more conducive towards identifying next teaching steps to be taken.** While all interaction types are designed to provide information about both components of constructing a model of the learning agent, participants may evaluate them on how well they enable each component. This may be a result of different teaching personas, and the explicit and implicit information conveyed by each type of feedback. By their construction, we would expect that showing and preferences would be most valuable for identifying next steps because they discuss alternative hypotheses, while combined binary and credit assignment would be best for assessing progress because they only share information about what they are most confident about.

In practice, this hypothesis was somewhat upheld for showing, preference, and credit assignment type feedback. Participants often used credit assignment to identify progress, and to receive detailed feedback; as mentioned previously, many participants used the credit assignment feed-
back as part of the choose-your-own condition. One participant explicitly mentioned that they liked this feedback type because it “lets me, as teacher, determine the pace of the subjects.” Participants also seemed to find the preference feedback valuable for identifying next steps to take, citing reasons such as that it “…shows what [the participant] needs to reinforce.” While most participants did not enjoy the showing feedback, there was one participant who began the choose-your-own condition with it, because they felt it was the most helpful in identifying next steps by providing context as to what the learning agent was observing and trying to understand. Furthermore, at least one other participant also responded to the showing feedback as if it were a request for information; two others were able to identify and rectify confirmation bias as a result. Others, who didn’t enjoy it, would make statements such as “[showing] doesn’t align with my teaching strategy.” The combined binary feedback, however, had mixed perceptions. Most participants seemed to view it as more useful for identifying next steps, sharing things like “it has its own pace” and “helpful when it extrapolates.” A few others found it more suited for identifying progress, citing that it was “straightforward,” and “easy to understand.”

In general, we found that participants who felt very strongly about themselves as teachers tended to prefer credit assignment, and combined binary feedback. Another set of participants, who were more willing to be led by the learning agent, preferred preference and combined binary feedback. While no one strongly preferred showing, it was used only once in the case of a participant who wanted to let the learning agent initially help lead the teaching process. It is possible that these lie on some sort of spectrum, with credit assignment and showing at either end, and preference and combined binary feedback in the middle. The salient difference between preference and combined binary feedback, then, would be the amount of information shared. Because preference encodes more information, it may feel less straightforward and therefore explain the bias most participants have towards combined binary feedback instead. It is also possible that the simple nature of this task minimizes differences between interactions; however, as strong subjective opinions have been found to emerge, matching feedback to individual personalities and desires is likely a promising area for future research.

Personification of the learning agent. Some participants were more likely to personify the learning agent than others, regardless of the interaction type being used to provide feedback. However, there were some trends. The Showing type feedback was, on multiple occasions, referred to as a “philosophizer”, likely due to its use of the phrase “I’m wondering if...”. Some participants felt that the preference type feedback felt as if the robot was “thinking too much.” We also observed that participants tended to ascribe a male gender to the robot. Sentiments about agent feedback may affect perceptions of physical manifestations of the agent as well. One participant stated “Don’t you think how it’s interesting how we see this robot profile’s backside and not its face, it doesn’t even look like it’s watching” after expressing increased frustration about the agent’s “inaccurate and gibberish” feedback as compared to previous rounds. This suggests a perception of the agent as turning away from, or not participating reasonably in the shared teaching-learning task. It should be noted that in actuality, the robot was facing the participant at all times.

“One card in Bin 1?” and other mistakes and misconceptions. Most participants did not experience major difficulties when participating in the study. However, two participants struggled
with the auto-placement of cards. These participants made comments that indicated they believed the learning agent to be playing those cards (e.g. “So "Squiggle"... so the "One" card "Squiggle" went into... Box 2, which is good.”). One participant expressed confusion over the convention of calling Set cards with two shapes on them “Two” cards and briefly erroneously believed the statement “‘Two” cards go in Bin 1” to mean only two cards could belong in Bin 1. Another participant voiced that the appearance of the button allowing them to terminate learning (this button appears after the first card has been played) appeared as a request for them to terminate. Finally, several participants indicated that the final choose-your-own condition was a bit difficult because they had trouble remembering which feedback type was which. Many of these participants either asked for, or were proactively given, a refresher on each of the feedback types. Despite this refresher, there was at least one participant who shared that they had erroneously selected one type of feedback when they had intended to select another.

8.5 Discussion

Our evaluations in two separate studies underscore the need for thoughtfully pairing interaction types for sharing feedback with the needs of human teachers. Most, though not all, inversions of interaction types for learning from human feedback as transparency mechanisms yield significant improvements in teaching and learning outcomes. Our takeaway is perhaps most saliently demonstrated by the fact that the results of our between-subjects online study (each participant saw a no-feedback and a single feedback condition using one of the four implemented interaction types) did not show statistically significant differences between different interaction types; this may initially seem to indicate that, for a human teacher receiving feedback, they are all interchangeable. However, in our in-person within-subjects study (each participant saw all four interaction types, as well as a choose-your-own condition), participants expressed strong preferences between the different interaction types. This suggests that, at a population level, individual differences balance out attitudes towards different interaction types. However, for an individual, there may very well be some interaction types that are better or worse suited to their particular teaching persona.

This is further illustrated by the fact that, in the online study, the Showing interaction type did not show statistically significant improvements over the baseline condition of no-feedback. However, in our smaller talk-aloud study, at least one participant still chose to use the Showing feedback; this implicitly reveals that for some people there is some utility to this type of interaction that may not have been captured in the online study. This participant later shared that they felt the Showing mechanism was helpful initially for identifying what the learning agent was trying to learn. However, other participants viewed this interaction type as difficult to understand.

Indeed, in the diversity of ways in which participants navigated the choose-your-own condition in our talk-aloud study, we see that different human teachers have different needs, as well as expectations of a learning agent. Misalignment between those needs and expectations can lead to negative learning outcomes, such as confirmation bias, or miscalibrated confidence in the learning agent’s model of the task. Even interaction types that were generally popular, such as the credit assignment, were not universally beloved; at least one participant expressed a distaste and confusion around this interaction type. We note that this may also be influenced by the
particular format we chose for these interactions, and further research should explore alternative formats. It is also interesting to note that, in general, people most preferred the credit assignment style of receiving feedback; however, as we discuss in Chapter 7, people uniformly dislike credit assignment when it comes to providing feedback. This asymmetry warrants further exploration. Ultimately, we must move away from a one-size fits all approach, and begin to understand how to dynamically adapt learning processes to suit not just algorithmic learners, but human teachers as well.
Chapter 9

Discussion

In this dissertation, we have focused on the role of interactions in learning from human feedback and other HiLL paradigms. We first constructed a principled, MDP-based approach for describing and comparing interactions against each other. Using this, we contributed a taxonomy of interactions used in learning from human feedback comprised of four primary archetypes: Showing (e.g. demonstrations), Sorting (e.g. preferences and rankings), Categorizing (e.g. binary feedback and label assignment), and Evaluating (e.g. credit assignment and corrections). We then showed that the expected information gain of queries of each of these interaction types differs, and developed an active learning algorithm, INQUIRE, that can dynamically pose queries across multiple interaction types in order to ask the most informative query given a learning agent’s current task knowledge. However, we cannot solely optimize for informativeness of a query because there are also differing costs associated with each interaction type; there exists a trade-off between the informativeness and the costliness of any interaction, and algorithms we design must take this into consideration. In Chapter 7 we measure some of the different costs with respect to cognitive load, performance, and usability and show that there are exist significant differences in cost across interaction types.

We also observed that the information shared by a human teacher to a learning agent, which we have shown to be strongly affected by the interaction type used, is only one part of the knowledge-sharing picture. It strictly controls how information can be shared, both explicitly and implicitly; however, ultimately the human teacher makes a determination of what should be shared. And, this determination is influenced by their perceptions and expected outcomes of the learning agent that they are training. With this in mind, we evaluated the symmetry of information sharing by implementing one of each of the interaction archetypes for learning from human feedback as a vehicle for sharing information about a learning agent’s model of a task back to a human teacher. Interestingly, our results were mixed. On balance, most of the interaction types were effective in providing feedback about the learner’s model of the task but the type of feedback that was helpful varied strongly from person to person and, across a wide population of participants, there were no significant differences between the efficacy or accuracy enabled by different interaction types.

The work presented in this thesis is one step towards machine learning systems that are teachable – not just by machine learning and artificial intelligence experts, but by laypersons with a variety of needs, desires, and expertise. In the remainder of this chapter, we will discuss
some of the limitations of the work we have presented, possible real-world applications of this work and its extensions, and promising directions for additional research.

9.1 Limitations

In order to answer the research questions we posed in this dissertation, we made several simplifying assumptions. These are certainly limitations of our work, and any extensions which loosen these assumptions would be an important next step. One of the large assumptions of this body of work is the simplifying assumption that salient differences between interaction archetypes would manifest even in the most simple examples (e.g. preferences for a Sorting interaction, rather than providing a fully ranked list of \( n \) candidates).

While this seems to be true for how people perceive being asked to provide feedback in these formats, we must consider two alternative options. First, it may be the case that there exists a non-linear relationship such that differences between interaction types may lessen rather than increase, or stay the same, based on complexity of the interaction and/or the task. Second, we have seen that the presence of these differences varies based on how the interaction is being used (e.g. as a means to provide, versus receive, information) and should take this into further consideration in constructing more dynamic interactive learning systems.

Additionally, we only briefly looked at classification tasks; however, a vast majority of the tasks that people want to use machine learning and artificial intelligent systems for reduce to classification problems. As such, it would be prudent to further investigate our approaches and findings in that context as well. Our work, particularly that described in Chapter 8, relies heavily on toy problems; extending this to larger and more complex domains (possibly continuous, as in our work with INQUIRE) would be a necessary next step towards making our findings ready for real-world adoption.

In the remainder of this chapter, we present in more detail possible extensions to the work we have presented thus far – both with respect to domains in the real world (Section 9.2), as well as research questions (Section 9.3) that should be pursued further.

9.2 Extension to Real-World Scenarios

The examples we have provided throughout this thesis have relied on smaller toy problems to make solving the presented research questions more tractable. In this section, we give a brief overview of a few real-world domains where such work is immediately or near-term applicable. The research presented herein has to do with making the interactions between humans and intelligent systems more seamless, personalized, and easy to use; the domain presented subsequently therefore are all similar in that they focus on use-cases where individuals are repeatedly interacting with – from their perspective – a single, static learning agent.
9.2.1 Reinforcement Learning from Human Feedback

As of 2022, with the commercial release of large language models (LLMs) such as OpenAI’s ChatGPT and Google Bard, there has been a surge of interest in reinforcement learning from human feedback (RLHF) [12, 34, 74, 124, 141]. One way in which RLHF is used is to have human coders evaluate two pieces of text generated by a LLM and select which one they believe to be better, or contain more accurate information, or sound more friendly, or any other metric of choice. This form of preference-based learning is currently the most popular approach used for RLHF. Our research suggests that other interaction types, or more dynamic approaches, may ultimately prove more fruitful and sustainable.

Passages of text are extremely information dense and evaluating between two (or more) options may be non-trivial. For example, if one seems more friendly and helpful but provides incorrect information, is that better or worse than a passage that has correct information but is constructed in a garbled or unfriendly way? Researchers are finding that crowdworkers paid to evaluate these passages err on the side of the former [12]. However, this clearly has shortcomings, and LLMs have gained notoriety for their hallucinations and inaccuracies [89]. One could argue that by collecting sufficient data, we can discern these nuances. However, human labor is costly and their energy finite. Therefore, more granular forms of interaction, such as those belonging to the Evaluating class may prove more effective and valuable. A credit assignment approach could have evaluators assess which portions of a passage are good, and which are not. Or, using corrections, they might be able to modify an incorrect statement into something correct, or an unfriendly excerpt into something more genial.

However, even if using varied forms of interactions for collecting data, the fact remains that LLMs must be trained on massive quantities of data, and collecting data from people is expensive. As a result, we must prioritize being extremely resource efficient by knowing the right times to ask for human feedback and by knowing what to ask for at those times. The structure of this problem is similar to that posed in Chapter 6. Of course, the scale of the models and the type of data involved are quite different. Still, a similar approach to approximating the expected information gain from receiving a piece of human feedback given the current state of the model may be an appropriate avenue of investigation to address this problem.

Somewhat relatedly, there have been recent reports of crowdworkers using these LLMs to solve online studies on sites such as Amazon Mechanical Turk. This is a concerning problem for the field, as the quality of model development depends in large part on the quality of data collected. In essence, this reduces to a model training on itself, which eventually leads to a phenomenon known as model collapse [120]. Therefore, it is critical to retain high-value data generated authentically by human teachers. However, the appeal of LLMs for crowdwork is clear: with significantly less effort, crowdworkers can respond to significantly more postings and thereby increase their earned wages. We observe that there are some interaction types that are more prone to abuse of this nature than others. For example, generation of text can now be automated in large part. However, asking crowdworkers to provide rankings over a set of items, assign labels from a label bank, or provide granular edits to a piece of text may be slightly more robust to the emergence of LLMs.

Our suggestions above mostly have to do with the training process for these LLMs. We note that when individual laypersons interact with these LLM systems, they exhibit teaching behav-
iors congruous with those that we have seen during the course of our research. For example, an individual might ask a question and, upon receiving a response from the agent, provide clarification or ask for an amendment of the feedback; this is, again, an Evaluating type interaction. Or, they might say something along the lines of ‘That’s great!’ or ‘That’s not what I wanted.’ which we can interpret as binary feedback signals. We can also see this when it comes to more sophisticated prompt engineering: techniques such as Chain-of-thought prompting (134) may be considered providing a rigorous step-by-step (action-by-action) demonstration of a single trajectory, or an example of a Showing type interaction.

9.2.2 Recommender Systems

Many people interact with some sort of recommendation agent on a near-daily basis whether that’s through social media consumption, looking for a movie or show to watch on a streaming service, or having ads suggested to them based on their search and purchasing history. This is an everyday example of a HiLL paradigm involving laypersons: an algorithm makes a suggestion, the layperson (e.g. human teacher in this scenario), presents feedback on that suggestion, and the algorithm uses that feedback to update its model of the teacher’s underlying rewards, beliefs, or preferences. However, this scenario is distinct from those that we studied in this dissertation in that these laypersons are generally not acting pedagogically. As a result, cognitive biases such as hyperbolic discounting (5) – for example, the tendency of an individual to choose things that are good for them in the short term rather than what they want for their long term selves – become much more necessary to account for and manage.

Recommender systems traditionally fall into two categories, content-based [86, 104] or collaborative filtering-based approaches [44, 117], but both of these approaches are ultimately reliant upon the data captured by repeated interactions between customers (human teachers, teaching about their own preferences) and the recommender system. Our research is applicable for both paradigms: in the first, content is generated based on users who are similar to each other and, in the second, content is generated based on the content that a user has engaged with itself. For our purposes, this is merely a difference in data format. Furthermore, while most recommender systems right now are treated as bandit problems, there has been some interest in modeling these problems in a more longitudinal fashion [4, 142], which suits the approaches we have been exploring in this dissertation.

The work we presented in this dissertation is highly relevant to recommender systems even now, particularly the sections pertaining to sharing knowledge from teacher to agent. We note that recommender systems are fairly regularly sharing what they think about a human teacher (e.g. the suggestions they make implicitly indicate the content they believe the user may enjoy, and row titles such as ‘Because you liked Spiderman’ are more explicit credit-assignment-like statements). We can superficially observe the ways in which interactions have been experimented with in these platforms: services such as YouTube and Netflix used to have a 5-star rating (a Categorizing type interaction) and has since moved to a Like/Dislike paradigm (still a Categorizing type interaction, but of minimal complexity). We can imagine augmenting existing approaches with more tooling to allow laypersons to share their feedback: curating rows of movies, for example, by having the ability to remove movies from the row that they feel do not fit either the row or their taste (an Evaluating type interaction). Or, they could participate in a game where they
rank content they have seen against previous content they have seen (a *Ranking* type interaction). And, some systems already let people self-identify movies they have enjoyed (a *Showing* type interaction) when setting up an account in order to mitigate the cold-start problem [81]. This cold-start problem relates to something we discussed in Chapter 6: the possible reward space at the outset of teaching is often massive, and we need to find an effective way of narrowing down to the region of the reward space that contains the true reward.

It is likely that only some power-users would want to be able to use any and all interaction types of their choosing. For many, the degrees of freedom may be more frustrating than empowering, or go unused altogether. After all, many people engage with recommender systems in order to relax in a more passive fashion, and may not want to assume the role of a teacher and the burden which is implicitly imposes. However, we can imagine, based on our findings in Chapters 7 and 8, that there may be different interaction formats that work better for different people. We can imagine a potential interface wherein different people can engage with the same recommender in different ways to better suit their individual desires. Or, there could be a ‘pedagogical mode’ that people can enter, if they choose, wherein they can more interactively teach the recommender system about their preferences in a game-like fashion (e.g. answering pairs of preference questions) and thereby help mitigate the implicit influence of hyperbolic discounting.

9.2.3 Assistive Technologies

Artificial intelligence and machine learning solutions can be effective tools in assisting caregivers for the growing 65+ population in the United States, particularly for caregivers of those with cognitive impairments, as well as for the recipients of care themselves. Today, it is estimated that 70% of Americans who are 65 will require some form of long-term care in their life [1]. However, many families cannot afford the costs of long-term care such as assisted living and nursing home facilities, and may opt to provide at-home care [55]. At-home assistive technology solutions can and should both help to relieve caregiver burden and facilitate agency for elder Americans with MCI. The research presented in this dissertation may be particularly suitable for the development of assistive technologies that support the agency of their users.

In general, we can envision at-home social robots that can learn to adapt to the preferences of an individual in need of care (henceforth, user) in ways that feel more interactive and, therefore, provide more agency. Participants in the talk-aloud study we described in Chapter 8 observed that some forms of interactions made them feel more in control of the teaching and learning process than others. Many noted different levels of frustration with different interaction types for feedback. And, those differences were not consistent across a population of people; everyone had their own unique preferences. By understanding how an individual likes to share information, and to receive information from an agent, we can diminish frustration and increase communication efficacy. This is particularly crucial in the case of services such as at-home robots, where the agent is entering into someone’s living space.

There are two primary types of learning that laypersons may be interested in: the ability to teach an intelligent agent a novel task from scratch, or to adjust its pre-existing behavior to suit their preferences, needs, or desires. However, most people interested in the assistive technologies are likely to be interested in the latter. Many household tasks are shared: eating, cooking, cleaning, etc. For example, an at-home robot may have a default approach to cleaning...
a room, putting away dishes, or sorting objects that a user may want to modify in accordance with their own home, lifestyle, and opinions. To be able to convey these opinions is critical for a sense of agency, as well as for these robots to provide the support that they are designed to offer. This may be particularly important for individuals from underrepresented backgrounds, who may operate with cultural norms and contexts that are somewhat out of distribution of the larger population. Learning systems that can adapt to the teaching preferences and capabilities of a variety of users will be more able to easily surface such information.

9.3 Future Work

We now discuss research questions that should be further investigated in order to build on the work we have presented in this thesis. As it stands, our results are foundational: addressing the questions below will be vital to extending this world to the real-world scenarios outlined in the previous section. Aside from the practicality of making this research widely implementable and valuable, there are interesting questions about the nature of the relationship between humans and the machine learning and artificial intelligence systems they use underpinning these research questions. Perhaps most saliently, they all seek to advance a single question: how can learning agents better understand people, in the service of addressing human needs? In the pursuit of an answer to this question, we propose a variety of research topics including: better simulations of human behavior, creating learning interactions that feel appropriately timed, understanding pedagogy in the context of learning agents, and exploring what it would ultimately take to create a dynamic and user-friendly way for laypersons to train machine learning and artificial intelligence systems to suit their individual needs.

9.3.1 Noisy Oracle Agents

While many of the evaluations presented in this thesis have involved human subjects, it is often desirable to test algorithmic approaches on simulated oracles. We leveraged such an oracle in order to evaluate the INQUIRE algorithm (Chapter 6). However, the oracle we constructed is an optimal agent – as are many oracles used for testing purposes, hence the moniker 'oracle.' This is a limiting assumption because, in reality, human feedback is noisy; people often do not act as expected, and there are often salient differences between the actions of any two individuals.

This point is underscored by our nuanced findings in Chapter 8 where a between-subjects aggregate study washes out individual preferences between interaction types whereas a talk-aloud within-subjects approach reveals strongly held individual beliefs about interaction types. In addition, Chapter 7 further reinforces that people have statistically significantly different reactions (e.g. with respect to cognitive load, time taken to perform the task, frustration) to providing information via different interaction types.

Therefore, we propose an extension of our work on oracle construction for INQUIRE wherein we develop a noisy-oracle. This noisy-oracle would have some degree of noise built in, and supported across interaction types. This alone is a non-trivial problem, because different interaction type are likely to encode noise in different ways as a result of the different choices and implications present for a human – and now noisy-oracle – teacher. Taking this one step further, we
would want to be able to empirically evaluate how to vary this noisiness parameter across interaction types. We could then use this to re-evaluate INQUIRE against a noisy-oracle, and not just an optimal one. Furthermore, we could run a small human subjects study in order to determine how to best model this noise.

We envision this noisy-oracle to be an open-source implementation that can be used by others working in the active learning space for standardization purposes in evaluation. As of now, the field of interactions for active and interactive learning lack standardized benchmarks and evaluation frameworks; some of the work presented in this thesis has been working towards establishing such norms, and a benchmark noisy-oracle agent be a logical next step in advancing this research.

9.3.2 Cadence of Feedback

Chapter 8 presented an approach for generating local feedback about a learning agent’s model of a task for use in an interactive learning setting; in our setting, feedback was generated and presented after every action taken by a human teacher. However, a more nuanced understanding of when to generate and provide this feedback would be valuable. For example, depending on the nature of the task, it may be more frustrating than informative to receive feedback after every piece of information that a human teacher shares. On the other hand, if the interval between feedback is too large, the gap between the algorithmic learner’s model and the human teacher’s understanding of that model may grow wider. Furthermore, the nature of when to provide feedback is likely dynamic, and dependent on the progression of learning. Our talk-aloud study showed that participants often used feedback to determine when to move on to the next phase in their teaching strategy; this indicates that feedback may be particularly valuable at critical teaching junctures.

We can envision three potential cadences of paraphrased feedback: learner-model based, fixed interval, and on-demand.

Learner-model based. We use model confidence in the prediction of the human teacher’s rule as a way to gauge when to provide feedback. Some ways to leverage confidence in this way might be to: provide feedback whenever a new rule becomes the likely hypothesis, or to provide feedback more regularly whenever there is a sufficiently sizeable change in entropy over model predictions.

Fixed-interval. We provide feedback at a regular, predetermined frequency. Based on our studies in Chapter 8, we have a sense of approximately how long learning sessions tend to last. We can use this to determine how often feedback should be presented. For example, it can be provided when we think we are approximately 20%, 40%, 60%, 80% and nearing 100% through a learning session. Of course, expanding to new domains will necessitate additional empirical evaluation.

On-demand. We allow human teachers to request and receive feedback whenever they desire. That is, prior to sharing information, a human teacher can choose for themselves whether they want additional insight into the algorithmic learner’s model. We note that collecting this
data can also pave the way for a future user-model based approach, wherein the algorithmic learner anticipates when a human teacher might request feedback.

We can then evaluate which approach users prefer, and how learning performance fares as a result via a combination of qualitative and quantitative metrics. Metrics related to accuracy, efficiency, and influence are likely to be valuable in assessing each of these approaches. This project will predominantly be the technical contribution of a learner-model based approach to timing feedback with a smaller user study assessment.

9.3.3 Understanding Teaching Personas

Chapters 7 and 8 involved in-depth examinations of how people give and respond to feedback across the four primary interaction archetypes: Showing, Sorting, Categorizing, and Evaluating. Together, these chapters have highlighted the ways in which human teachers are similar and display group-level trends in providing information; they have also highlighted the ways in which different teachers may have different perceptions of the learner with whom they are interacting. One of the salient ways that this manifested, as discussed in Chapter 8, is the notion of teaching personas. These personas encode individual preferences (e.g. having a strong a priori teaching strategy, versus having their teaching influenced strongly by the learning agent they are teaching) as well as the context of a particular learning interaction: is the learning agent perceived as “performing well” by the human teacher? How long has learning been progressing? Is the agent consistently underperforming in a specific area? As we saw in Chapters 5 and 6, the expected informativeness of a query of a particular information type for a learning agent varies with that agent’s task knowledge; it stands to reason that, similarly, receiving feedback of a particular information type for a human teacher varies with that teacher’s perception of the teaching task. Further analysis on a larger population of human subject may allow us to draw more concrete conclusions regarding how these teaching personas form, manifest, and change over the course of a teaching task.

In addition, it is possible that this dynamic approach to attitudes about interaction types carries over to how human teachers give feedback as well. There are much statistical stronger trends, and therefore likely less individual variance, in that data (likely because, particularly in tasks with an objective ground truth answer, and where the interaction format is tightly constrained, there is less room for individual expression of personality); however, this does not mean that there is no effect. Understanding how teaching personas may, or may not, emerge in presenting information would additionally be an important stepping stone towards the ultimate goal of this line of research: user-friendly interactive learning from lay persons.

9.4 Conclusion

Altogether, the work presented in this thesis demonstrates that interaction types themselves play a critical role in the transfer of information between learning agents and human teachers in active learning settings. We have shown that asymmetries exist between different types of interactions and their effects on both teaching and learning performance. In addition, we found that when
human teachers receive feedback from a learning agent – thereby shifting from an active learning to an interactive learning setting – they exhibit preferences at the individual levels and these preferences shift during the teaching process.

Given our findings, we provide four recommendations to designers of machine learning systems that learn from human feedback. These findings have to do with how to (1) enable human teachers to communicate knowledge effectively, (2) provide information that helps human teachers determine what knowledge to share, (3) adapt algorithmic learner feedback to different human teachers, and (4) keep human teachers invested in actively engaging with algorithmic learners.

First, different interaction types enable human teachers to share different types of knowledge. Machine learning designers should, to the best of their ability, understand which interaction types will be most valuable given their particular task, model, and learning objectives. Alternatively, they can use an approach that dynamically adjusts for this during a learning session.

Second, model transparency enables human teachers to teach more effectively by helping them build a model of both what the learning agent knows and needs to know. This should therefore be highly prioritized when building systems designed to iteratively learn from people.

Third, in order to achieve this model transparency in an interactive setting, binary feedback works for both learner-led and curriculum-led individuals, and can therefore serve as a first-pass approach. However, being able to accurately identify a human teacher’s current teaching persona and adapt feedback to it (e.g. providing credit assignment feedback to a curriculum-led teacher) may yield better performance outcomes. We therefore encourage designers of these systems to better understand the likely teaching dynamics present in their particular HiLL task.

Finally, we note that the willingness of a human teacher to be learner-led can vary over the course of repeated interactions with a learning agent and care should be taken to encourage this. Teachers who are somewhat learner-led are less likely to experience effects such as confirmation bias in their teaching, leading to greater teaching efficacy and a better teaching experience. Furthermore, navigating the balance between curriculum-led and learner-led teaching can help to frame learning as a joint task in which human teachers are equally capable of directing and driving the learning process. As we move towards a world where people are increasingly sharing knowledge with learning systems to accomplish goals (these tasks can range from the common task of receiving better movie recommendations to no-code application development!), it is important that people are equipped with the ability to best share this knowledge. It is our hope that these recommendations will help make this possible.

Ultimately, our findings suggest that the optimal interactive teaching process involves dynamically adjusting the interaction between teacher and learner to account for both the teacher’s preferences and the learner’s task knowledge. Such an undertaking is far-reaching and would have to build on work proposed in Sections 9.3.2 and 9.3.3, combine those findings with those from Chapter 7 and then modify an algorithm such as INQUIRE. Still, we can imagine that doing so would be worth the effort. An interactive learning system that can dynamically adapt to the teaching and learning of the people and algorithms involved would make it easier for lay persons to train, or fine-tune, their own models; as we discussed in Section 9.2, this has several real-world benefits. This thesis is one contribution towards the realization of such a system.
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