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Abstract

This dissertation establishes the contexture theory to mathematically char-
acterize the mechanism of representation learning, also known as pretrain-
ing. Despite the remarkable empirical success of foundation models, it is not
very clear what representations they learn, and why these representations are
useful for various disparate downstream tasks. A scientific understanding of
representation learning is critical, especially at this point when scaling up the
model size is producing diminishing returns, and designing new pretraining
methods is imperative for further progress.

Prior work treated different representation learning methods quite differ-
ently, whereas the contexture theory provides a unified framework for delin-
eating the representations these methods learn. The central argument is that
a representation is learned from the association between the input X and a
context variable A. We prove that if an encoder captures the maximum in-
formation of this association, in which case we say that the encoder learns the
contexture, then it will be optimal on the class of tasks that are compatible
with the context. We also show that a context is the most useful when the as-
sociation between X and A is neither too strong nor too weak. The important
implication of the contexture theory is that increasing the model size alone
will achieve diminishing returns, and further advancements require better
contexts.

We demonstrate that lots of existing pretraining objectives can learn the
contexture, including supervised learning, self-supervised learning, genera-
tive models, etc. Based on that, we introduce two general objectives—SVME
and KISE, for learning the contexture. We also show how to mix multiple
contexts together, which is an effortless way to create better contexts from
existing ones. Then, we prove statistical learning bounds for representation
learning, and extend the framework to spectrally transformed kernel regres-
sion for semi-supervised learning. Finally, we discuss the effect of the data
distribution shift from pretraining to the downstream task.
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Chapter 1

Introduction to the Contexture Theory

Since around 2018, the field of machine learning (ML) has been shifting from mainly
end-to-end deep learning to a new paradigm driven by foundation models [15], which are
very large models trained on huge datasets. Foundation models achieve great success
on a variety of domains, including computer vision (CV) [23}60,109], natural language
processing (NLP) [34, 102, [117], and more recently tabular data [[66, 144]]. It has al-
ready become common practice to apply foundation models to any new learning task
by supervised fine-tuning (SFT) or alignment via reinforcement learning (RL) [[110].
Another popular area in ML right now is generative modeling, thanks to the remarkable
success of diffusion models [64, 74}, 132]] and large language models (LLMs) [11, 137, 45]].

Foundation models are trained by representation learning, which aims to train an en-
coder for the inputs that “makes it easier to extract useful information when building
classifiers or other predictors” [9]]. In the context of foundation models, representa-
tion learning is also known as “pretraining”, after which a predictor is fitted on top of
the representation for a specific downstream task. Figure|[1.1|illustrates the modern ML
paradigm using LLMs as an example. An LLM is pretrained on a huge dataset such as
Wikipedia, with a self-supervised learning (SSL) task such as masked token prediction
or next token prediction. Then, it is applied to a variety of downstream tasks such as
sentiment analysis, summarizing, translation, question answering, etc.

Despite the large body of work on representation learning, we do not have a system-
atic characterization of the mechanism of representation learning. A critical question
that has remained unanswered to a satisfactory extent is the following:

What representations do foundation models learn, and why are these representations useful for a
variety of downstream tasks?

In classical statistical learning theory, there is no mystery regarding what is being
learned—a mapping from input X to target Y is being learned. However, in represen-
tation learning, the very target itself is unclear. For example, what representations does
masked token prediction learn, and why are they useful in understanding the sentiment
of user reviews on Netflix? For a long time, this has been attributed to the transferabil-
ity of deep learning, but (a) the essence of such transferability is vague, and (b) the
assumption that transferability is a property of “deep learning” is questionable.

The lack of understanding in the mechanism of representation learning also leads
to other mysteries. For example, supervised learning has been widely used for learn-
ing representations—neural networks trained on ImageNet [120]] were the most popular
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Downstream tasks
(Sentiment analysis,
summarizing, etc.)

Pretraining Pretraining

Foundation model

dataset (Masked token (Language model)

(Wikipedia) prediction)

Figure 1.1: Illustration of the modern ML paradigm driven by foundation models and
representation learning, using language models as an example in the parentheses.

representations in the early days of the deep learning boom [[72]]. One uses the output
of an intermediate layer, typically the layer before the last linear layer, as the representa-
tion of the input. However, [112] found that these representations tend to collapse to a
few clusters, a phenomenon known as neural collapse. In this case, why are these repre-
sentations still useful? Another mystery is representational convergence—I[73]] empirically
showed that large neural networks of different architectures trained by optimizing dif-
ferent objectives all align with a common representation independent of the architecture
and the objective, under the measurement of representational alignment [89]. Is this uni-
versally true? And how to characterize this common representation?

The above questions are naturally interesting to learning theorists, but why should
the broader ML community care about understanding the mechanism of representation
learning, if empirical success seems to be always achievable with existing approaches by
scaling up the model size, an observation known as scaling laws [|84]]? This is because
sustainable success or progress is not always guaranteed. Although some argue that
scaling up the size of the model can allow some abilities to “emerge” [[154], substantial
evidence suggests that many abilities cannot be obtained solely from scaling, which is
why additional training signals such as alignment [110] are necessary. Meanwhile, it
is widely observed that the current pretraining paradigm is producing diminishing re-
turns, which is why Ilya Sutskever, the scientist behind AlexNet [92]] and GPT [117],
remarked that “pretraining as we know it will end” recently at NeurIPS 2024 [[134]. To
make further progress, we need a better understanding of the mechanism of pretrain-
ing, which is crucial for designing future generations of pretraining methods, and this
is how this field can make scientific progress.

Another important reason why understanding the mechanism of representation learn-
ing and foundation models is imperative is the safety concerns of Al. There haslong been
a debate on whether Al poses an existential threat to human beings, and neither camp
can convince the opposing camp. Such a debate has become more and more heated
since the advent of ChatGPT, and reached its peak at the recent Paris AI summit held on
February 12, 2025. We saw world leaders arguing about how to regulate Al, but reaching
an agreement is extremely difficult, though most leaders agreed that some extent of reg-
ulation on Al is necessary, and one reason is that these leaders received quite different
opinions from their scientists. Advancing learning theory and the science of foundation
models is necessary for us to understand the potential risk of Al, so that we can develop
a universal and scientific protocol for Al regulation.

1.1 Central Theme: Representations from Association

The purpose of this dissertation is to establish a new theoretical framework dubbed the
contexture theory in order to characterize the mechanism of representation learning.
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The central argument of this theory is that representations are learned from the asso-
ciation between the input X and a context variable A. We refer to such an association
as a contexture. This thesis will prove this argument mathematically and rigorously. In
addition, this idea is related to a key concept in psychology—the two systems of think-
ing.

Psychologist Daniel Kahneman categorizes human thinking into two systems [83]].
System 1 thinking refers to fast, automatic, and associative thinking, such as associating
a photo of a cat with the animal cat that can meow, associating 2 + 2 with 4, associating
an English word with its Chinese equivalent, etc. System 2 thinking refers to slow, effort-
ful, and logical thinking, such as looking for a golden retriever in an image of 30 dogs,
calculating 177 x 284, and following the proof in a math paper. Decades of research in
psychology has shown that the human brain works differently for these two systems of
thinking. For example, one piece of evidence is that the pupils dilate when a person is
doing system 2 thinking, but not system 1 thinking.

The contexture theory implies that representation learning is capable of doing any
type of system 1 thinking, such as image recognition, sentence completion, simple trans-
lation, etc. As long as one can specify X and A, their association can be learned by a
large model with a sufficient amount of data. This result substantiates the famous deep
learning hypothesis by Ilya Sutskever [134]], stating that “a large neural network can
do anything a human can do in a fraction of a second”. Hence, system 1 thinking is
generally easy, but system 2 thinking is still very hard. For example, teaching an LLM
how to reason usually requires complicated methods such as chain of thought [[155]] and
test-time scaling [53, 78], which are beyond the scope of this thesis.

The contexture theory resolves lots of mysteries about deep learning and foundation
models, and can lead to better pretraining algorithms. Specifically, in this thesis we will
address the following questions:

e What representations do foundation models learn, and why are they useful for a
wide range of downstream tasks?

What variational objectives can be used to learn such representations?

What does the mechanism of representation learning imply about scaling laws?

e How can we further improve foundation models beyond scaling?

Are there statistical guarantees for representation learning in the finite data regime?

Takeaways. The key takeaways from this thesis are summarized as follows:

e Representation learning can be understood as recovering the space spanned by the
top singular functions of the expectation operator jointly induced by the input X
and a context variable A. We call this process learning the contexture.

e These top singular functions can be learned by training a very expressive model to
optimize certain variational objectives.

e Scaling up the model size alone inevitably leads to a diminishing return. Further
improvement requires better contexts.

e A context is the most useful when the association between X and A is neither too
strong nor too weak, in which case the singular values of the expectation operator
decay neither too fast nor too slowly.

e If we have multiple contexts whose associations are either too strong or too weak,
then we can obtain a better context by mixing them together.

e The representation dimension controls the trade-off between approximation error
and estimation error, both of which are influenced by the context complexity.
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e Achieving good generalization under data distribution shift is extremely hard, and
heuristic methods such as reweighting samples usually do not work as expected.
This introductory chapter is primarily devoted to establishing the foundations of the
contexture theory. After this chapter, the rest of this thesis is organized as follows.

Chapter2. Thischapter demonstrates that the contexture can be learned using a variety
of variational objectives, because these objectives are optimized if and only if the encoder
learns the contexture. These objectives include supervised learning, self-supervised
learning, generative models, knowledge distillation, etc. Moreover, two general objec-
tives for learning the contexture are introduced: SVME and KISE. The key implication
is that scaling brings the representation more aligned to the top singular functions, and
when the alignment is high enough, further scaling will achieve a diminishing return.

Chapter 3. This chapter studies how to evaluate an encoder or a context. For encoders,
we focus on intrinsic evaluation, which does not depend on any task. Intrinsic evaluation
is carried out on a class of tasks that are compatible with the context, and we prove that if
the task is known to be compatible with the context a priori, then learning the contexture
is the optimal thing to do. For contexts, we evaluate them only with their spectra. The
key result is that a good context should have a moderate association between X and
A, so that the decay rate of its singular values is neither too fast nor too slow. Then,
we propose a quantitative evaluation metric, and show that it correlates with the actual
downstream performance on real datasets.

Chapter4. This chapter studies how to learn representations from a mixture of multiple
contexts. The general approach consists of three base operations: convolution, convex
combination and concatenation. Mixing multiple contexts allows us to obtain contexts
with moderate associations from strong or weak ones. Detailed algorithms for learning
the contexture of these mixtures are provided. We test these algorithms on real tabular
datasets, and find that they can achieve higher performance than state-of-the-art meth-
ods such as XGBoost [22]].

Chapter 5. This theory-intense chapter establishes statistical guarantees for contexture
learning. A key object is the context complexity, which characterizes the smoothness of
the top singular functions. Then, we extend these results to the more general spectrally
transformed kernel regression (STKR) for semi-supervised learning.

Chapter 6. The theory developed so far has assumed that the data distribution is fixed,
but in practice there is always a distribution shift from the pretrain to the downstream
data. This chapter discusses some challenges in studying such distribution shifts, includ-
ing the sensitivity to outliers, and the hardness of distributionally robust generalization.

1.2 Contexts: Definition and Examples

This thesis studies the following learning setting: the number of unlabeled samples is
much larger than the number of labeled samples. Learning methods in this situation
can be categorized as either semi-supervised learning or representation learning. Semi-
supervised learning directly learns a predictor on both labeled and unlabeled samples.
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Method Input X Context Variable A

Supervised learning on ImageNet Image  Label of the object in the image
Rotation prediction [146]] Image  Rotated image

BERT [34]: masked token prediction Text Masked text

Vision-language model CLIP [116]] = Image  Text caption describing the image
K-nearest neighbors (KNN) Sample A nearest neighbor of X
Diffusion models for images Image  Image plus additive noise

GPT [117]: next token prediction Text First k tokens of the text

Table 1.1: Examples of inputs and context variables.

Representation learning first learns an encoder with the unlabeled samples, and then
fits a predictor on the encoder with the labeled samples, as illustrated in Figure This
thesis mainly studies representation learning, but the theory can also be generalized to
semi-supervised learning, which will be discussed in Section[5.3lwhen introducing spec-
trally transformed kernel regression. For now, let us focus on representation learning.
Let X be the input space, and let Py be the data distribution. Py is always assumed
to be fixed until Chapter 6. The L? functional space w.r.t. Py is a Hilbert space denoted
by L?(Px), whose inner product is given by (f1, f2) p. = Ex~p, [f1(X) f2(X)], and norm

is given by [| /|| p, = \/{f, f) p,-

Representation learning aims to learn an encoder ® : X — R ®&(x) is called the
embedding of z, and d is the embedding dimension. We denote ® = [¢,- - , ¢4], and
assume that ¢; € L?(Py) for all i. The encoder ® can be either deterministic or random-
ized. A randomized ¢ is a random variable that takes value in &;, which is the space
of all deterministic d-dimensional encoders. Recall that a random variable is formally a
measurable function @ : 2 — &, for a sample space ().

There are various ways to use a pretrained encoder ¢ in a downstream task. This
thesis exclusively uses the simplest yet a very common way called a linear probe, which
fits a linear predictor on top of ® such that the final predictor is W®(x) + b. If ® is
randomized, then we first draw a deterministic encoder from the distribution of ¢ (that
is, fix a sample in 2), and then fit a linear probe on top of this encoder.

A context is provided by a context variable A € A, and A is called the context space.
The contexture is the relationship between X and A, given by their joint distribution
P*(z,a). Let Py and P4 be the marginal distributions of P*. Let L?(P,) be the L? func-
tional space w.rt. P4, with inner product (-, ), and norm ||-||,,. For simplicity, we
assume that the probability spaces of both Py and P, are compact Hausdorff spaces.

The definition of contexts covers a wide range of machine learning methods. Table[I.]]
lists some examples of X and A. Here are some concrete examples.

Labels. A is the label of X. Labels can take different forms, such as discrete categories
in classification, continuous values in regression, or structured outputs like text captions
of images in vision-language models. Labels may be obtained from human annotators,
or in pseudo-forms such as clusters. Typically, labels are provided as compatible pairs
of (z,a) sampled from the joint distribution PT.

Random transformations. These are perturbations (augmentations) on the inputs that
presumably do not change the semantics of the inputs by too much. In this case, A is the

5



corrupted version of X. For example, transformations for images include translation, ro-
tation, flipping, masking, Gaussian noise, Cutout [35] and Mixup [169]. P* is provided
by the transformation such that one can sample A ~ P*(-|z) for arbitrarily many times.

Graphs. Graph data is very common in industry, such as social networks, drug discov-
ery, cybersecurity, etc. Graphs also appear in domains that do not involve with graphs
explicitly. For example, K-nearest neighbors (KNN) gives a graph where every sample
is connected to its nearest neighbors. Graphs can also be continuous: for example, man-
ifold learning [18, 29]] approximates a differential operator such as the Laplace-Beltrami
operator on a manifold with the continuous limit of a family of graphs. For graphs, we
have A = X, and P*(a|x) is proportional to the weight of the edge between z and a.

Feature maps and teacher models. Both are functions that map z € & to a feature
encoding z € Z, where Z is typically a Hilbert space. Feature maps are usually defined
by humans, while teacher models are learned from data. For example, feature maps for
images include PNG, JPEG, etc. Feature maps can also be implicitly defined by kernels
[124]. A popular example of teacher models is pretrained language models released
by tech companies. It is important to note that Z is not 4, and it is possible that A is
unknown. For example, for these LLMs, if they are close-sourced, then we do not know
how they are exactly pretrained.

1.3 Spectral Properties of a Context

The joint distribution P* of X and A induces an operator from L?(Py) to L*(Px), which
we call the expectation operator. Basically, it computes the conditional expectation of a
function g € L*(P4) given « € X. This operator is very intuitive: Suppose we want to
predict for an input x, but we only have a predictor g on space A; the most reasonable
prediction in this scenario is E[g(A)|z]. The adjoint operator of the expectation operator
is also an expectation operator, but in the reverse direction.

Definition 1.1. The expectation operator Tp+ : L*(P,) — L*(Px) is defined as

(Tpig)(a) = / 9(a)P*(alz)da = Elg(A)la]  forall g € L2(Py).

Its adjoint operator T}, : L*(Px) — L*(Pyx), which satisﬁes (f,Tp+g)py = (Tp+ f,9)p, for
all f € L*(Px) and g € L*(Py), is given by (T f)(a) = [ f(z) %dx = E[f(X)]a).

Remark 1.2. In general, the operator Tp+ is independent of the data distribution Py, because the
stochastic mapping x — A does not depend on the distribution of X. For example, the mapping
from an image to its label is independent of the data distribution on the image space. On the
other hand, the adjoint operator T}, depends on Px due to Bayes’ rule. For example, given the
same label “dog”, a class- condztzonal generative model trained on CIFAR-10 [91]] and another
one trained on ImageNet [[120]] will generate very different images.

An easier way to understand these operators is to use the following shorthand nota-
tions. Since computing Tp+ requires drawing A from P*(-|X) given X, we write Tp+ :
X — A. Similarly, we can write T}, : A — X. We can also compose the two operators
as T5.Tp+ : X - A — X', meaning that we first sample A ~ P*(:|X), and then sample
X' ~ P*(:|A). Similarly, we have Tp+T%, : A = X — A'. Both T5, Tp+ : L*(Pa) —



L*(P4) and Tp+T}, : L*(Px) — L*(Py) are self-adjoint operators, and they are the inte-
gral operators of the following p.s.d. kernels.

Definition 1.3. The positive-pair kernel [81]] k' and its dual kernel k3, are defined as

P*(a,d) _ fP*(a|x)P+(a’|x)dPX(x)‘

kil ) = 5 e Pata) Pa(@)Pa(@)
oo Pr@a) [ PHalo)P*(@|a)dPaa) _ [ P*ala)P*(al)
kx(z, 2') Py () Py (') Py (x)Px(z') / Pu(a) e

Their integral operators are given by

Ty = Tp Tpe : L(Pa) » IA(P)  (Tpag)(a) = / 9(d) (0, )dPA(d):
T =TpTp 2P0 > L2 (1) @) = [ F k)P0,

Weuse T}, : f— [ f(a')k(-,2")dPx(2') to denote the integral operator of any kernel .
Throughout this work, we assume that 7}, and T}, are both Hilbert-Schmidt operators.
We say that A € R is an eigenvalue of 7} ; with eigenfunction v € L3(Py), if Tywv = v
Under the above assumption, by Hilbert-Schmidt theorem, we can order the eigenvalues
byl =X > X > --- > 0, and the corresponding eigenfunctions vy, 4, --- form an
orthonormal basis (ONB) of L?(P,4). Here \; < 1 because of Jensen’s inequality, and it
is easy to see that 1y = 1 is always an eigenfunction of 7).+ with Ao = 1.

Similarly, denote the eigenfunctions and eigenvalues of 7).+ by y; and r;. Then, we
can order the eigenvalues by 1 = ko > k1 > --- > 0, where pyp = 1, and po, p11, - - - form
an ONB of L?(Px). The two sets of eigenfunctions have the following connection.

Lemma 1.4 (Duality property). For all i, we have \; = «; € [0,1]. And if \; > 0, then we
_1 _1

have p1; = X\; *Tp+v;, and v; = N\, * T, ;.

Proof For any i such that \; > 0, we have T}, Tp+v; = A\v;. Thus, Tp+ T}, Tprv; =

AiTp+v;, which shows that Tp+; is an eigenfunction of Tp+ T}, with eigenvalue );. For
any ¢, j such that \; > 0 and \; > 0, we have

= )\;5)\;§<Tp+l/i, TP+Vj>PX = )\;5)\;§<T;+Tp+l/i, Vj>PA

1 1

= )\;5)\;§<)\iyi7yj>PA = ]I[Z = j]’

<)\;§Tp+l/i, AgﬁTp+yj>

Py

_1
which implies that {)\i *Tp+ z/l-} is orthonormal. Similarly, all ; > 0 are eigenvalues
A >0

of T, Tp+, and {/@Z_ %T]L ui} is orthonormal. This implies the result. [ |
itk >0
This result leads to the singular value decomposition (SVD) of Tp+. We say that

8 = )\Z.% is a singular value of T+, associated with the left singular function y; € L*(Py)
and the right singular function v; € L?(P,). Since we choose py = 1 and vy = 1. all other
w; (and v;) must have zero mean because they are orthogonal to 1 (and ). Moreover,
we have the following spectral decomposition of P*.

Lemma 1.5 (Spectral decomposition). We have P*(x,a) = 3. sipti(2)vi(a) Py(x)Pa(a).
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Figure 1.2: The association between X and A determines the shape of the spectrum.

Proof Vi, <M Vi>PA = [ Pt(a|x)vi(a)da = (Tp+v;)(z) = ()é,u,)(m) = s;pi(x).

Px(z)Pa(a)’

Since {v;},5, is an ONB, we have % =Y 2, sipi(x)vi(a). [

This result immediately leads to the following spectral decomposition of the two ker-
nels. The proof is left as an exercise to the reader.

Corollary 1.6. k¥ (z,2') = s?pi(z)pi(2'), and k3 (a,d') = > s?vi(a)vi(a).

The set of eigenvalues {s3, s, - - -} is called the spectrum of the context. The shape
of the spectrum, or more precisely the decay rate of the eigenvalues, is determined by
the strength of association between X and A, which we also call the association of the
context. In general, the stronger the association, the slower the decay. Consider two
extreme cases: (i) When A and X are independent, the association is the weakest; (ii)
When A = X, the association is the strongest. In case (i), only s = 1 is positive, and all
other eigenvalues are 0, so the eigenvalues decay the fastest. In case (ii), all eigenvalues
are 1, so there is no decay at all (in fact, in this case Tk; is not Hilbert-Schmidt if X and
A are infinite sets). Figure[1.2|illustrates the spectrum on different association levels.

There are two key results in the contexture theory. First, a useful context should
have a moderate association, and its eigenvalues should decay neither too fast nor too
slowly. Obviously, the context in either extreme case above is useless, since A provide no
additional information. Second, given a context, among all d-dimensional encoders, the
“optimal” one (“optimal” to be formally defined later) should recover the linear space
spanned by p1, - - -, pg, for which we say that the encoder learns the contexture of P.

Definition 1.7. A deterministic d-dimensional encoder ® = [¢y,- - , 4] learns the contex-
ture of P, if there exists a set of top-d singular functions {yu, -, pua} of Tp+ (excluding
po = 1), such that span{¢y,--- ,¢q} = span{pui,--- ,pq}. If the multiplicity of s4 > 1,
then any set of top-d singular functions suffices. We also say that such a ® extracts the top-d
eigenspace of Tt

Definition 1.8. A randomized d-dimensional encoder ® = [¢y,- - - , ¢pq] learns the contexture
of P* (or extracts the top-d eigenspace of Ty ), if it learns the contexture almost surely.

Remark 1.9. In this definition, j1y = 1 is excluded, because the bias term b in the downstream
linear probe implicitly includes yiy, so there is no reason to waste one dimension to encode .
Note that extracting the top-d eigenspace only requires recovering the linear span, so any invert-
ible linear transformation on ® makes no difference. A harder task is extracting the exact top-d
eigenfunctions, which requires estimating every function y; for i € [d]. Although Tp+ is inde-
pendent of Px, the contexture of P* depends on Px, since jiy, - - - , piq are defined w.r.t. Pxy. Thus,
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the same Tp+ leads to different contextures when there is a distribution shift in Py, in which case
we say that the contexture is skewed.

The intuition why learning the contexture is ideal is that such a representation keeps
the most information (variance) of the context, which is analogous to principal compo-
nent analysis (PCA) in the finite-dimensional case. Consider the case where X and A
are both finite sets. Let N = |X| and M = |A|. Then, a function f € L*(Px) is a vector
in RY, g € L*(P,) is a vector in RM, and Tp- is essentially a matrix T € RV*M. Suppose
we want to learn a d-dimensional embedding E € RY*? for the N samples in X, and
it should preserve the information of T' as much as possible, then what should we do?
PCA states that we should use the top-d left singular vectors of T" as E, which are equiv-
alent to the top-d eigenvectors of TT ", because they maximize the explained variance.
Similarly, functional spaces are essentially infinite-dimensional vector spaces, so the d-
dimensional embedding of X that preserves the most information of 7+ consists of the
top-d left singular functions of T+, or equivalently the top-d eigenfunctions of T+ T}, .

1.4 Three Types of Access and Example Contexts

In reality, contexts can be provided in a variety of ways. Let us analyze the examples in
Section Labels are usually provided one alongside each sample, that is the training
set is {(z;,a;)}.,. Random transformations are provided as subroutines, which can be
called infinitely many times for the same input. A graph is provided as either an adja-
cency list or an adjacency matrix; the former allows one to sample a neighbor of x, and
the latter can be viewed as a kernel. Finally, when given a teacher model, we might not
even know what space A it was trained on.

Generally speaking, there are three types of access we can have to a context. For the
context of labels, we have pair access. For random transformations, we have transfor-
mation access. For a graph, if it is given by an adjacency matrix, then we have kernel
access; if it is given by an adjacency list, then we have transformation access. As for the
teacher model, we will show that we have kernel access to its context in Section

Definition 1.10. (i) We say that a context has pair access, if we have access to a dataset of
{(z;,a;)}}, that is i.i.d. sampled from P~.
(it) We say that a context has kernel access (k-access), if we have access to a kernel k :
X x X — R that approximates the dual kernel of the context. We do not need to know the
space A to have k-access.

(iii) We say that a context has transformation access (T-access), if for any v € X, one can
sample a ~ P (-|x) for arbitrarily many times.

In practice, for a context with T-access, after randomly transforming an input X to
A, we usually want to map it back to the input space X. For example, after we apply
random cropping to an image, we usually map it back to the original dimension by either
stretching the crop or padding it with white pixels; after masking a sentence, we fill in
the masked position with a special token [MASK].Such a mapping is called the heuristic
inverse of P*, which we denote by Q*. Its expectation operator T+ is normally different
from T}, because T}, depends on Py while 75+ in most cases does not depend on P.

Definition 1.11. A user-defined conditional distribution Q" (x|a) that maps a € A back to the
input space X is called the heuristic inverse of P*.

T-access is stronger than pair access. For example, in supervised learning, the context
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Figure 1.3: Illustration of a transformation graph.

has pair access but not T-access, because the label of any x outside the training set is not
given, so we cannot sample A ~ P*(-|z) for such z. As an exercise, the reader can think
about what type of access each context in Table|1.1|has.

Contexts with different types of access require different representation learning meth-
ods. For example, contrastive learning [23]] needs to sample two views A, At ~ P*(-|z)
for each training sample x, and this requires T-access. If we only have pair access, then
we might only have one a for each z. In the next chapter, we will show how to learn the
contexture for each type of access.

In what follows, we analyze the three example contexts above in greater detail, and
calculate their dual kernels.

Example 1.12 (Classification tasks). Let A = {1,2,--- ,C} be a finite set of labels. The label
is deterministic, meaning that each x € X is mapped to one label with probability 1 by PT.
Denote the label of x by a,. The training set is {(x;, a,)};-,, so this context has pair access. For
this context, k¥ (z,2') = I[a, = ay|Ps(A = a,)™", so = -+ = sc_1 = 1, and all other singular
values are 0. The span of i, - - - , pico—1 is the same as span{ f1, - - - , fc'}, where f;(x) = I[a, = 1.

Example 1.13 (Graphs). Let G = (V, ) be an undirected graph, where each edge (u,v) has a
non-negative weight w(u,v) such that w(u,v) = w(v,u). Let w(u,v) = 0 if uw and v are not
connected. Let the degree of node u be D(u) = > ., w(u,v), and let Dgym = ), o\, D(u). Let
Py(u) = %, and P*(v|u) = 2% where A = X = V. Then, it can be shown that P4 = P,

D(u) ’
and ky(v,2') = 538n Puey % This graph is given by an adjacency list, and this

context has T-access.

Example 1.14 (Random transformations on a finite input space). Let X be a finite set, and
let the context be given by a random transformation. For example, if X is the set of all text of
up to 512 tokens on a vocabulary of size 30,000, then X is a finite set. Let N be the size of X.
Without loss of generality, assume that Py(x) > 0 for every x € X. This context has T-access.

The transformation graph G = (V, &) is defined as V = X, and (x1,x,) € & if they can
be transformed to the same a. Figure|l.3|gives an illustration of a transformation graph, which
was originally introduced as the augmentation graph by [57] in the context of self-supervised
learning based on data augmentation.

Define matrix W € RYN*N as Wi, j| = P (x;,2;) = [ PT(xi|a)PT(x;]a)dPa(a), which
is the weight of edge (x;, ;). Then, the degree of node x; is » , P*(x;,x) = Px(x;). Define
matrix D € RV*N as D = diag{Px (1), -+ , Px(zy)}. The singular function u; is now an
N-dimensional vector. It is easy to see that W p; = s?Dy;, that is (s3, y;) is a pair of generalized
eigenvalue and eigenfunction. We can also rewrite it as (D—W ) p; = (1—s7) Dy;, where D—W
is the (unnormalized) Laplacian matrix of the transformation graph [26l]. Thus, py,- - , uq are
the bottom eigenvectors of the graph Laplacian.
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1.5 Prior Work

In this century, machine learning has gone through three paradigms: kernel methods,
end-to-end deep learning, and foundation models. Representation learning is a key part
in all three paradigms. This section provides a short review of their history.

Kernel methods were quite popular when machine learning was dominated by sup-
port vector machines (SVMs) [62]]. An SVM is a linear predictor, but when the relation-
ship between the input X and the target Y is not linear, we need a non-linear feature
map ¢ such that there is a linear relationship between ®(X) and Y. The kernel trick
says that we do not need to explicitly specify ®, but only need to specify a kernel k such
that k(z,2") = (®(x), ®(2')), and then we can train an SVM on top of this kernel. The
reason why a kernel is more ideal in some applications is that £ is easier to define than
®. For example, if we assume that samples close in the Euclidean space are similar, then
k can be defined as a kernel that is larger when the distance is smaller, such as the RBF
kernel or the KNN kernel. However, to compute ®, one needs to learn the eigenmap
that consists of the top eigenfunctions of 7}, [8l], and this is hard in practice. For this
reason, at that time kernel methods were more popular than representation learning in
semi-supervised learning [[10), [124].

However, kernel methods and SVMs began to fall short when people started to apply
machine learning to harder tasks, such as ImageNet classification [92]]. The relationship
between Y and X in these tasks are too complex, and no human-designed kernel can
work well on these tasks. Deep learning became extremely popular when people found
out that a deep neural network trained to approximate the target function can automat-
ically learn the complex relationship between Y and X, so there is no need to design a
kernel. In other words, kernel methods define ® by specifying a kernel, whereas deep
learning obtains ® by optimizing a variational objective using a large function approxi-
mator. End-to-end deep learning has been very successful in supervised learning.

For semi-supervised learning, a variety of deep learning methods have been pro-
posed [[145]. To use the unlabeled samples, many methods require the model to “behave
well” on the unlabeled samples, which is commonly known as consistency regularization:
For each unlabeled sample x, we augment it into 2’ and 2" in two different ways, and ask
the model to give similar outputs to 2’ and z”. Some methods define 2" and 2" as the out-
puts of models at different epochs, such as temporal ensembling [93]] and mean teachers
[136]]. Some methods use a strong augmentation to obtain =’ and a weak one to obtain z”,
such as FixMatch [[131]] and noisy student [[160]. Some methods use adversarial attack,
such as virtual adversarial training [[107]. Some methods use the interpolation between
two input/target pairs, such as MixUp [[169] and MixMatch [11]]. These methods use
context variables 2’ and 2" to learn a predictor for semi-supervised learning.

In the modern ML paradigm, a variety of downstream tasks share the same gigantic
unlabeled dataset. In this scenario, end-to-end semi-supervised learning is not ideal, be-
cause for every different task we need to learn a predictor on all labeled and unlabeled
samples, which is very inefficient. To solve this problem, people proposed to use trans-
ter learning, which is the basis of foundation models. The assumption is that a large
model trained on task 1 can be transferred to tasks 2, 3 and so on, which is a widely
observed phenomenon in deep learning [72], though why such transfer learning works
has not been fully explained. Under this assumption, one can pretrain a large encoder
on the huge unlabeled dataset using a general task, so that when learning a predictor for
another task, one does not need to use the gigantic unlabeled dataset again.

Foundation models are usually trained by self-supervised learning, and there is a
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large body of work on the theoretical analysis of self-supervised learning. One line of
research studies the effectiveness of contrastive learning by showing its features are op-
timal when used to fit a linear predictor on certain downstream tasks [123, 142, 143],
robust to class imbalance [[100], and suitable for unsupervised domain adaptation [558),
126]]. Masked prediction tasks have been shown to be useful for reducing the down-
stream sample complexity [96] and for parameter identifiability [99]. In terms of lan-
guage applications, [[123]] explained why next-word prediction can benefit sentiment
classification, and [[153]] studied the effect of prompt tuning through the lens of implicit
Bayesian inference. Regarding the optimization in representation learning, there have
been prior works on the training dynamics and loss landscapes of contrastive learn-
ing [I80, 139, [156]], non-contrastive learning (114} 140, [157], and masked prediction [70),
161]]. There is also a line of theoretical work that connects self-supervised learning to
information theory [2,/5,129]].

More related to this thesis is a line of work that formulates contrastive learning as a
Laplacian operator over the augmentation graph. The idea of studying data augmen-
tation from a kernel perspective was first explored in 31} 108 118]]. [57] defined the
augmentation graph and then proved a generalization bound for the spectral contrastive
loss. Then, [[122]] pointed out that this model-class-free bound could be vacuous with a
hypercube construction. As a response to this argument, [56] included the effect of the
encoder’s inductive bias into their new generalization bounds. Then, [[81]] defined the
positive-pair kernel for the augmentation graph, [[152]] connected contrastive learning
to message passing on the augmentation graph, and [20/] proved generalization bounds
that do not depend on the function class of ¢ (but they still need to assume that the tar-
get function belongs to the RKHS of a known kernel). My own work [[167,168] extended
these results to any augmentation-based self-supervised learning (not only contrastive
learning), and then the more general spectrally transformed kernel regression, which
builds the link between representation learning and semi-supervised learning.

The common weakness of the papers mentioned above is that they treated different
representation learning methods quite differently. For example, contrastive learning,
non-contrastive learning and masked autoencoders have been regarded as inherently
distinct methods, and for each method there is a line of theoretical work. Consequently,
despite the large body of theoretical work, our understanding of representation learn-
ing is still quite muddled. The contexture theory established in this thesis provides a
universal and lucid characterization of the mechanism of a wide range of representation
learning methods. The key takeaway is that the various methods are all learning the
contexture of a context, so using which method is less important than the context itself.

Also closely related to this thesis is a line of work on representation alignment [43,
73,175,189]]. Representation similarity has also been studied in neuroscience [90]. These
papers aims to compare between two representations, while this thesis mainly focuses
on evaluating a single representation, or the context on which it is trained.
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Chapter 2

Learning the Contexture with
Variational Objectives

Learning the contexture requires extracting the top-d eigenspace of a kernel integral op-
erator 7).+ . Conventionally, this is done by kernel PCA [[124, Chapter 14]. Let kbeap.s.d.

kernel, and let T}, : L*(Px) — L*(Px) be its integral operator. Suppose we can compute
k(x,z') for all z,2’ € X. Then, given a training set {z;},",, kernel PCA estimates the
top-d eigenfunctions of T}, as follows:

1. Build the Gram matrix G € R™*™ of k, such that G[i, j| = k(x;, x;).

2. Compute the eigenvalues and eigenvectors {(\;, v;)},~, of G, where \; > --- > ),
and vy, - - - , vy form an ONB of R™. Assume that Ay > 0.
3. fii(z) = A1 > iy k(x, 7;)vi[j] is an estimation of the i-th eigenfunction.

Kernel PCA has two issues. First, it requires that k(z, z') can be efficiently estimated
for all z, 2" (which is k-access), but this is not always possible; for example, k(z, ') is
hard to estimate when it is the dual kernel of a random transformation context, since
estimating P4(a)~! with high precision requires lots of samples from P*. Second, it is
not scalable for huge datasets. In general, the time complexity of eigen-decomposition
can be regarded as O(m?). As of today, the fastest algorithm for eigen-decomposition in
theory has O(m*) complexity with w ~ 2.38 [[32]], which is still not very scalable.

However, it is possible to have a more efficient algorithm than kernel PCA, because
kernel PCA can extract the exact top-d eigenfunctions, while our goal is to only extract
the top-d eigenspace of 7)1, that is we do not need to estimate the exact function ;.
Moreover, we can also make the algorithm faster if we are willing to sacrifice precision.

This chapter shows how to learn the contexture with a variational objective R(®),
meaning that this objective is optimized if and only if ® extracts the top-d eigenspace of
Tyr = Tp+Tp.. Recall that this excludes o = 1. Provided with such an objective, one
can learn the contexture by optimizing an expressive deep neural network. We will also
show that some existing objectives, such as generative models and RLHF, can learn the
contexture of a mixture of multiple contexts.

Some of the objectives we are going to discuss extract the top-d eigenspace of Tp+ AT},
instead, where A : L?(P4) — L*(P,) is the integral operator of a kernel k, called the loss
kernel. The loss kernel depends on the loss function. In this case, since the constant
function is not necessarily the top-1 eigenfunction of Tp+ AT}, we do not exclude any
eigenfunction.

This chapter does not discuss the numerical aspect of obtaining the optima of these
objectives. Doing so in a generalizable way requires an expressive model architecture
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and a good optimizer, which this thesis will not discuss. In fact, [28] showed that neural
networks trained with popular gradient methods such as Adam [[86]] will not converge
to any point, but will oscillate around what they termed the edge of stability. How to
extend the contexture theory to that situation is an open problem. Moreover, all objec-
tives to be discussed are spectral (that is L?) rather than information theoretic, because
the contexture theory is based on the spectral properties of T»+. For example, the mean
squared error (MSE) is used for classification tasks instead of the cross entropy loss, and
the spectral contrastive loss [57]] is used for contrastive learning instead of the NT-Xent
loss [22]]. How to extend the contexture theory to information theoretic loss is posed as
an open problem.

The important implication of the analysis in this chapter is that one key role of scaling
up the model size is to bring the learned representation space more aligned to the one
spanned by the top-d eigenfunctions of 7. This will be empirically demonstrated in
Section[2.6] Consequently, when the two spaces have already become close enough, ad-
ditional scaling will be less helpful. This is a major reason why scaling has been achiev-
ing a diminishing return recently. Further improvement requires the creation of new
contexts. We envision that the next major breakthrough in pretraining will be a result
of context scaling, where very powerful and complicated contexts are obtained from an
enormous amount of data, rather than human heuristics.

Notation: For any f € L?(Py), denote its mean by f = Ep,[f(X)], and its centered
version by f = f — f. The same notation is used for multi-dimensional functions and
random variables, as long as the distribution is clear from context.

Definition 2.1. The covariance matrix of any ® : X — R¢, denoted by Covp,[®], isad x d
matrix C where C|i, j] = <§g17 <53>

Py

2.1 Three Illustrative Examples

Let us revisit the three examples in Section namely supervised learning, learning
with a graph and learning with a random transformation. Through these examples, the
reader can get a sense of how to learn the contexture via variational objectives.

Classification tasks. Let there be C classes, and let A be a C-dimensional one-hot vec-
tor. Let the predictor be a linear predictor on top of ¢, defined as W ®(xz)+b. For aneural
network, ®(z) is the output of the layer before the last linear layer. If b is an arbitrary
vector, then the linear predictor is biased; if b = 0 is fixed, then it is unbiased. Consider
training an unbiased linear predictor with the mean squared error:

®) = mi E O(X) — Al3]. 2.1
R@) = min  E[[Wo(X)- Al 1)
Theorem 2.2 (Proof in Appendix [A.T]). Suppose A is a one-hot vector. Then, ®* minimizes
Eqn. [2.1) if and only if ®* extracts the top-d eigenspace of Tp+ AT}, where A is the integral
operator of ky(a,a’) = lja = d'], and (Ag)(a) = g(a)Pa(a). If all classes have the same size,
then Tp+ AT}, and Tp+ T}, share the same top-d eigenfunctions.

Remark 2.3. Note that the constant function is not necessarily the top eigenfunction of Tp+ AT},
so in this result no eigenfunction is excluded, which is different from Definition[1.7]where o = 1
is excluded.
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It turns out that A is a consequence of class imbalance. In Section [1.4) we showed
that the top eigenfunctions of Tp+ T}, are indicator functions for the C classes, and these
functions are independent of the class sizes. However, in practice we know that when
there is a class imbalance, the smaller classes are harder to learn. The operator A gives
more weights to larger classes, and as a result the larger classes have more impact on the
top-d eigenfunctions. With this insight, in order to get rid of A, we can use the following
balanced loss, also known as importance weighting [128]:

1
R(®) = min E | ———|Wo(X)+b— Al;]. (2.2)
WERCxd (X, A)~P+ | (/P y(A)

Theorem 2.4 (Proof in Appendix|A.2)). ®* minimizes Eqn. (2.2)) if and only if ®* learns the
contexture of P*.

Remark 2.5. Compared to the original objective in [[128], the denominator in Eqn. (2.2)) is
P4(A) instead of the original P,(A).

The above results can partially explain the phenomenon of neural collapse [[112]:
When the label A is deterministic, and there are d classes of the same size, neural col-
lapse is the phenomenon that a sufficiently trained deep representation collapses to an
equiangular tight frame (ETF) ¢, - - - , ¢4, where ¢;(x) = ¢(I[x belongs to class i] — d™')

for some non-zero constant c. Note that the span of ¢4, - - - , ¢4 is the same as the span of
Lo, , [ta—1, computed in Section However, the above results cannot explain why

the representation exactly converges to these d functions. To explain this, one needs to
analyze the training dynamics, which depends on the specific optimizer such as gradient
methods, whereas all results proved in this chapter are independent of the optimizer.
When the classes have different sizes, it is easy to see that the dual kernel of Tp+ AT}
is k¥ (z,2') = I[z and 2’ have the same label|. This is equivalent to the simplex-encoded
labels interpolation (SELI) defined by [[138]], which generalizes neural collapse. When
X is a finite set, the SEL matrix defined in their Definition 2 is the centered kernel of k.

Regression tasks. Let A € R% be areal-valued random variable, and consider training
® using the mean squared error:

R(P) = i E [IW®(X)+b— Al;]. 2.3
@= min_ B [IWe(X) +b— 4l 23)
Theorem 2.6 (Proof in Appendix[A.3)). ®* minimizes Eqn. (2.3)) if and only if ®* extracts the
top-d eigenspace of Tp+ AT} If the linear predictor is unbiased (b = 0), then kp(a, ') = (a,d’);
if it is biased (b can be arbitrary), then ky(a,d’) = (a,da’).

Remark 2.7. Kernel k(a,d') = (a,d’) is called the linear kernel, and k(a, d') = (a, a') is called
the centered linear kernel w.r.t. distribution Px. Theorem |2.2|is a special case of Theorem 2.6

Graphs. Let G = (V,€) be an undirected graph. Let the weight of each edge w(u, v)

be non-negative. Let D(u) = > ., w(u,v) and Dgm = Y.\, D(u). Define a node dis-
tribution Py(u) = %. Define the context as A = V, and P*(u,v) = %. Then, the

following constrained optimization problem learns the contexture:

o 1 2
minimize §E(u’”)wp+ [|®(u) — @(v)|)5] s.t. Covp, [®] = 1. (2.4)
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Reconstruct |[(2,

Figure 2.1: Two widely used self-supervised learning algorithms with random transfor-
mations. Left: Multi-view learning. Right: Reconstruction.

The constraint Covp, [®] = I is called the orthonormality constraint. This constraint is
necessary because without it, a degenerate solution could be ® being a constant function,
which is called the feature collapse problem. Implementing this constraint in practice
is not easy. The most straightforward approach is to minimize the Lagrangian of this
optimization problem, in which the constraint is implemented as a penalty term, such
as in VICReg [l6]]. More details will be discussed later, and for now let us assume that
this constraint can be enforced.

Theorem 2.8 (Proof in Appendix[A.4)). Let ®* be any solution to Eqn. ([2.4) (so that for any
constant ¢, ®* + c is also a solution). Then, ®* learns the contexture of P+.

Self-supervised learning (SSL) with random transformations. SSL is usually based
on data augmentation, a random transformation that does not alter the semantics of the
input by too much. There are two popular methods: multi-view learning and recon-
struction, as illustrated in Figure In multi-view learning, one draws two views that
are transformed from the same input, and enforces the encoder to give similar embed-
dings to these two views. In reconstruction, one trains a neural network with the goal of
mapping each view A to its original input X. Then, the penultimate layer of this neural
networks is taken as the representation.

Let us start with multi-view learning. If A, A* are two views independently drawn
from PT(-|X) for the same X, then (A, A") is called a positive pair. If A, A~ are in-
dependently drawn from P4, meaning that they can be views of different inputs, then
(A, A7) is called a negative pair. Multi-view learning trains an encoder ¥ : A — R by
enforcing ¥(A) ~ U(A"). Note that ¥ is an encoder on .4, while the required ® should
be an encoder on X'. Although it has been common practice to directly apply ¥ to & at
downstream whenever possible, such a practice is not theoretically correct. For exam-
ple, a BERT [34] is trained on masked sentences and it never sees a complete sentence
at pretrain time; as such, one cannot assume that the embeddings it gives to complete
sentences retain 100% quality, even though it works well on many real tasks. The theo-
retically correct way of using W is converting it to ® by means of the average encoder:

b = Tp+\If; (I)(ZL‘) = EA~P+('|I) [\IJ(A)]

For any input z, ®(z) can be estimated via Monte Carlo: first sample a number of A from
P*(-]z), and then take the mean of ¥(A). This Monte Carlo estimation requires 7-access
to the context, as defined in Definition[1.10

Multi-view learning also has the feature collapse problem. If only W(A) ~ W(A") is
enforced, then one degenerate solution is to give all A the same embedding. There are
two popular solutions to this problem: contrastive learning and non-contrastive learn-
ing. Contrastive learning brings the embeddings of negative pairs far apart, that is in-

16



creasing the distance between ¥(A) and ¥(A™). Non-contrastive learning has two types:
asymmetry-based and constraint-based. The asymmetry-based approach applies two
encoders with slight (training or architectural) differences to the same . For example,
BYOL [50] updates one encoder with exponential moving average (EMA) and the other
in the standard way to create asymmetry, and SimSiam [24] puts stop gradient on one
of the encoders but not the other. The constraint-based approach, such as Barlow Twins
[163] and VICReg [6]], uses the same orthonormality constraint as Eqn. (2.4)).

Let us demonstrate that multi-view learning can learn the contexture with two ex-
ample objectives. The spectral contrastive loss [57] is given by

R(¥)= E E E {—<@(A),@(A+)>+1<\P(A),®(A‘)>2}; (2.5)

X~Px AAt~P*(|X) A=~Py 2

and constraint-based non-contrastive learning solves the following problem:

mq%ﬁr_nw}gidze XLEPX A,A+NIJE$+(.|X) [HQ(A) a \II(AJr)Hﬂ st Cov,[¥] = 1. (2.6)

Theorem 2.9 (Proof in Appendix[A.5)). Let U* be any minimizer of Eqn. (2.5)), or any optimal
solution to Eqn. ) Then, W* extracts the top-d eigenspace of 17, Tp+, and ®* = Tp+ U*
learns the contexture of P™.

For reconstruction, suppose X' C R%x, and let the predictor be WV¥(a) + b, where b
can be 0 if the predictor is unbiased. The pretraining objective is given by

R(V) = min E  [|[W¥(A)+b—X|2]. (2.7)

WeRIx Xd peRix (X,A)~P+

Theorem 2.10. Let V* be any minimizer of Eqn. ). Then, U* extracts the top-d eigenspace
of Tp+ AT, where A is the integral operator of ka(x,2") = (&,2') if the predictor is biased, or
ka(x,x") = (x,2') if the predictor is unbiased.

Proof The proof is the same as Theorem 2.6, which is left as an exercise. [

The three illustrate examples demonstrate that many existing popular variational ob-
jectives can already learn the contexture. The next step is to make them more general so
that they can be adapted to a wider variety of contexts.

2.2 General Objectives: SVME and KISE

Section [1.4]introduced three types of access to a context: pair access, kernel access (k-
access), and transformation access (7-access). This section presents two general objec-
tives: SVME for pair access, and KISE for k-access. SVME can also be used for T-access
since it is stronger than pair access.

To motivate SVME, think about the weaknesses of contrastive and non-contrastive
learning objectives in Eqns. (2.5) and (2.6]). First, they require the stronger T-access,
since for pair access, it is not always possible to draw two views of the same z. Second,
using the average encoder is not ideal since it slows down inference.

Single-view multi-encoder (SVME) learning addresses both weaknesses. It pro-
duces the encoder ¢ directly, and needs only one view for each z; thus, it only requires
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pair access. It does so at the cost of training more than one encoders. SVME with two
encoders is formulated as the following optimization problem.

SVME: @gl@llglji e A) - [[|@(X) — T(A)|5] st Covp,[®] =1 (2.8)
SVME can be viewed as a combination of asymmetry-based and constraint-based non-
contrastive learning. It uses a similar double-encoder architecture as asymmetry-based
non-contrastive learning, and the asymmetry here is that the constraint is only imposed
on ¢ but not ¥. Meanwhile, it uses the same orthonormality constraint as mentioned
earlier. If A = X, then similar to BYOL and SimSiam, one can implement ® and V¥ as
two heads on top of the same neural network backbone. SVME can have more than two
encoders, which we shall see later in this chapter.

SVME is inspired by multi-modal learning. For example, in vision-language models
like CLIP [[116]], ® can be the image encoder, and ¥ can be the text encoder.

For k-access, usually k is an approximation of the dual kernel. For simplicity, let us
assume that we have access to k¥ (z,2’) for all z,2’. Then, for any f € L?*(Px), we can
estimate 7}, f with Monte Carlo given a set of inputs. The objective of kernel-integral
single-encoder (KISE) learning is formulated as

KISE: minimize
d: X R4 XNPX

oo - (aex Tk;é(X)>] st Covp,[8] =1 (29)

Different from SVME, KISE only trains one encoder ®. KISE is similar to the spectral in-
ference network (SpIN) method proposed by [113]]. SpIN maximizes <<f>(X ): Tt d(X) >,

while KISE is more numerically stable when using gradient methods because the objec-
tive is lower bounded by zero, provided that all eigenvalues of T are in 0,1]. Maxi-
mizing SpIN might cause the model weights to explode, but minimizing KISE will not.

The following result shows that both SVME and KISE can learn the contexture of P,
and they are in fact equivalent.

Theorem 2.11 (Proof in Appendix[A.6). In Eqn. (2.8)), if V is substituted with the optimal
W when ® is fixed, then this problem becomes equivalent to Eqn. ([2.9). Let ®* be any optimal
solution to Eqn. (), then ®* learns the contexture of PT.

Converting k-access to T-access. There is an additional way of using k-access, which
requires the kernel % to be always non-negative. The idea is similar to the objective for
graphs that we saw earlier. Define the degree D as D(z) = [ k(z,2')dPx(2'), and define
a new context P* as Pt (a|z) = k(x,a)Px(a)/D(z), Where A = X. One has T-access to
this context if one can access k(x, ) for all z, 2.

If £ is the dual kernel of the original context, then we have D(z) = 1. For any eigen-
function y; of T, with eigenvalue s?, we have Tp+1; = s7p;. Since obviously 7%, = Tp+,
wi is a singular function of T+ with singular value s?. Hence, the context of P™ has the
same singular functions as the original context, with all singular values squared.

Implementing the orthonormality constraint. The orthonormality constraintin SVME
and KISE can be implemented by VICReg [6]]. Let {(x1,a1), -+ , (Zm, an)} be a batch of
training samples. The VICReg objective is the sum of an invariance loss, a variance loss
and the covariance loss, defined as

z(@,xp):%ZH@m) ()2 + dz(1—\/ il ve), +
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where (), = max {0, 2} is the ReLU function, ¢ is a small positive constant for numerical
stability, and C is the empirical covariance matrix: C[i, j] = —= > /" | ¢i(ay);(n). a,
are two positive hyperparameters. The first term is the invariance loss that aligns the

closer to 1. The
Px

third term is the covariance loss that makes the d dimensions orthogonal to each other.

Although VICReg is used a lot in our experiments, we observe that the two regular-
ization terms cannot enforce the orthonormality constraint perfectly. In fact, both the
variance loss and the covariance loss cannot converge to zero. Alternatively, we tried
projecting ¢ to become orthonormal after each epoch, but doing so does not improve
the performance of the encoder. Finding better ways than VICReg to enforce the or-
thonormality constraint is posed as an open problem.

two encoders. The second term is the variance loss that pulls ngz

2.3 Distilling Knowledge from Teacher Models

This part discusses how to learn from the context given by a teacher model. Not only
does this have lots of applications in practice, but also it gives us a way to convert a
context with any access to one with k-access, which will be very useful in later chap-
ters. Teacher models are very common in practice nowadays. Many big tech companies
release their large language models or generative models, all of which can be viewed
as teacher models. However, using these models usually incurs a cost, and these mod-
els are often too large to be deployed locally (especially in academic labs). As a result,
knowledge distillation [|63] becomes very attractive—people would like to distill their
knowledge to smaller and more affordable models of their own.

Let &, : X — R be a teacher model, which is presumably learned from some context
variable A. If the model is close-sourced, then we cannot see A at all, and we may not
even know what space A is. Even if the model is open-sourced and we know the space
A, very few companies release A as a part of their pretraining data. Indeed, it appears
that the quality of ¢, largely depends on the quality of A (the quality of the context), so
most companies keep it as their business secret.

Even though we might not know 4, it is still possible to distill the knowledge of @,
if we can query @, for a sufficient number of times. We can construct its centered linear
kernel k;(z,2") = <(i>t(:p), O, (2 >, and use KISE to extract its top eigenspace. It is easy to
see that yy = 1 is an eigenfunction of k; with eigenvalue 0.

Two remarks on this method. First, we still cannot access Py if the data is not released.
If we use our own data from another distribution during distillation, then the contexture
will be skewed. Second, the linear kernel k; of the teacher model is not equal to k% .
In fact, it contains the information of at most the top-d; eigenfunctions of k%, which
nonetheless is already sufficient for knowledge distillation purpose.

In addition to KISE, we can use the following objective for distillation:

_ . . 2
R(P) = wendil Exopy [[W®(X) + b — &(X)]|5]. (2.10)
This objective extracts the top-d eigenspace of T},, with a (centered) linear kernel as the

loss kernel. This can be proved in the same way as Theorem We leave this proof as
an exercise. Let T}+ be the dual kernel of the original context ®; was trained on. If &,

extracts the top-d, eigenspace of 7).+ and preserves their order as well, and d < d;, then
apparently the ¢ we learn will extract the top-d eigenspace of 7}, .
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However, one issue is that ®; might not preserve the original order of the eigenfunc-
tions. Among all the objectives we have discussed so far, only the spectral contrastive
loss Eqn. (2.5)) can preserve the original eigenvalues; all the other objectives can only
recover the space spanned by the top eigenfunctions. Therefore, given a teacher model,
it is unsafe to assume that it preserves the original order of the eigenfunctions. One
way to completely erase the eigenfunctions of the teacher model is to whiten ®; before
constructing k;, that is multiplying ®; by [Cov(®;)]~/2. The resulting k, will have the
same eigenfunctions as the original k;, but its eigenvalues become all either 0 or 1. This
is called a spectrally transformed kernel (STK), which will be discussed in more detail
in Chapter 5| Note that whitening is not useful for knowledge distillation from a single
teacher model, but will be quite useful later when there are multiple contexts.

Converting any access to k-access. Any pretrained encoder can be a teacher model.
Thus, for any context, we can first pretrain an encoder with it, view the encoder as a
teacher model, and then obtain a context with k-access using the above approach. This
also makes storing contexts very simple. Suppose a context is only available for a limited
amount of time, for example due to copyright limitations. All we need to do is to pretrain
an encoder using the context and store it. Then, we can use the context whenever we
want later on.

Social impact. Whether knowledge distillation constitutes a copyright infringement is
an important problem. Recently, DeepSeek [53]] showed that it is possible to use a fairly
small budget to distill the knowledge of an OpenAl model that cost billions of dollars
to pretrain. Moreover, the analysis above shows that such knowledge distillation cannot
be prevented by making the model close-sourced. As such, big tech companies might
be less and less incentivized to grant public access to their models at a low price, fearing
that it would be too easy for other companies to copy their work. This might slow down
the development of AL

2.4 Learning from a Mixture of Contexts

The objectives discussed so far can only learn from one context. In practice, it is of-
ten the case that there are multiple training signals that we can leverage. For example,
there might be multiple random transformations, such as translation, flipping, cropping
and color distortion for images. There could also be multiple labels for each sample,
or labels and a graph. Here we demonstrate that one can learn representations from
multiple training signals by mixing multiple contexts, and in fact some existing learning
algorithms are implicitly doing this. Specifically, we discuss two base operations: con-
volution and convex combination. Chapter 4 will provide a more general framework for
mixing multiple contexts.

Suppose there are r contexts given by P;,--- | Pt, and Py is the marginal distribu-
tion of every P;". Let k%, - - - , k%, be their dual kernels. Then, the convolution of these
contexts is defined to have the top eigenfunctions of 7.+ T}+ - T+ ---T,+ T;+ asits

X1 X2 Xr X2 X1
contexture; and the convex combination of these contexts is defined to have the top
eigenfunctions of ) 7, w; Tyt jas its contexture, for some fixed non-negative wy, - - - , w;.

The convolution usually appears when one composes multiple random transformations;
for example, when one applies translation, flipping and cropping to the same image. The
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Convolution X Flipping » Cropping — A

Convex combination Flipping Cropping

Figure 2.2: Convolution and convex combination of multiple transformations on images.

convex combination appears when the objective is the weighted sum of multiple indi-
vidual objectives, each of which is designed for one context, as illustrated in Figure

Now let us look at three concrete examples: supervised learning with a feature map,
multi-step generative models, and RLHF.

Supervised learning with a feature map. When &’ is a space of real-world objects, the
inputs need to be mapped to numerical vectors via a feature map 2 : X — R% so that
they can be stored in a computer. For example, if X" is the space of images, then 2 can
be PNG or JPEG. The quality of € affects the quality of the context. Generally speaking,
PNG is better than JPEG because it is lossless, while JPEG loses information.

Assume that Q is a deterministic mapping. Define operator Ty, : L*(P,) — L*(Px)
and its adjoint operator Tg, : L*(Py) — L*(P,) as

(Toh)(2) = H(Q);  (Tof)(w / f(2)dP(z]w).

In this scenario, an encoder ® can be trained as follows. First, train I' : R% — R
via supervised learning. Then, define & = TI'. For classification tasks, similar to Sec-
tion 2.1} I is trained using an unbiased predictor and the mean squared error:

R(I) = min E [||A WT(w) —blf3]. (2.11)

WeRAXd peRéA (X, A)~PT, w=Q(X

Theorem 2.12 (Proof in Appendlx [A8)). ®* minimizes Eqn. (2.11)) if and only if T* extracts
the top-d eigenspace of T Tp+ AT}, To (including py = 1), where A is the integral operator of
ka(a,a’) =1]a = d']. In this case, <I>* = Tol™ extracts the top-d eigenspace of Ty, Tp+ AT, T,
where kg, is the dual kernel associated with ) such that Ty, = TQT§.

Similar to Theorem 2.4 one can get rid of A using the balanced loss. We can see that
this ®* learns the convolution of two contexts, one given by (2 and the other given by P*.
One important application of supervised learning with a feature map is node represen-
tation learning on graphs. Two contexts are available in this application: the graph, and
each node has a node feature. Popular methods such as graph neural networks (GNNs)
[55]] train an encoder I'(w), where w is the node feature.

Multi-step generative models. There are two extremely popular generative models
nowadays—Ilarge language models and denoising diffusion models [64}132]]. Both mod-
els can generate input X from a starting point A in a number of steps. The starting point
A may or may not contain information about X . Inlarge language models, A is a prompt,
which contains partial information about X, and generation is done token by token; in
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diffusion models, A is white noise that has zero information about X, and generation is
done by a number of denoising steps.

Although generative models have achieved remarkable success in many applications,
what representations these models are learning is quite unclear, and whether these rep-
resentations can be applied to tasks other than generation is an active research topic. For
example, recently [25,[159] studied whether the representations of diffusion models can
be used for recognition tasks, and they found that these models “have strong recognition
power for understanding the visual content”. The common perception is that generative
modeling and representation learning are two completely different paradigms in ma-
chine learning, but in fact they can be connected via the contexture theory.

A multi-step generative model, such as a diffusion model or a GPT, generates an input
x by a; = ag = --- — a, — z, where a;,; contains more information about z than a;.
The starting point a; may or may not contain information about z. For diffusion models,
a; is x plus Gaussian noise; for language models, a;, is a; plus one more token at the
end. The following is a general formulation of multi-step generative modeling, which
does not need to assume the specific form of z or a;.

Let A; be the space of ;. Let P;" be the joint distribution of X and A;. We use SVME
to train (r+ 1) encoders. Specifically, we train an encoder ¥, : A; — R? for every j, along
with @ : X — R? Each ¥, is trained with the goal of generating = in one shot: Given
a; € A;, we find the i such that ®(X) is the closest to ¥, (a;), and this # should be close
to the original . The training objective for this goal is given by

Ri(®; ;) = E(X,Aj)NR;r [H‘I’J‘(Aj) - CI>(X)H§]

Letw = [wy,--- ,w.] be a weight vector where w; > 0. The overall objective is

minimize Ropn(®; W1, , ¥,) = Zl w;R;(®;W;) st Covp [®] =1 (212)
=

Although each V; is pretrained with the goal of generating x in one shot, actual genera-
tion is still performed in multiple steps. Specifically, given a; € A;, we find a;,1 € A;;
such that V;,1(a;41) is the closest to ¥;(a;). Such a procedure resembles a denoising
diffusion model, which trains a noise approximator (-, j) for j € [r] by closing the gap
between x and a; — €(a;, j) (this objective aims to denoise a; in one shot), while the
actual generation is done in multiple steps.

One great thing about SVME is that even though there are lots of encoders, the con-
straint is only imposed on ®. The following result shows that this objective learns the
contexture of a convex combination of the r contexts. Itis a corollary of the general result
in Section 4.2} so the proof will be deferred until then.

Corollary 2.13. Let k}j be the dual kernel of P} Let ®* be any optimal solution to Eqn. )
Then, ®* extracts the top-d eigenspace of > jwiky i

It should be clarified that both diffusion models and large language models use a
single-model architecture, commonly known as a decoder-only architecture, but can also
be called an encoder-only architecture if the model is used as a representation. The
above analysis does not apply to encoder-decoder architectures such as VAE [87] and
GAN [48]], because the representations of these encoders are meaningless without the
corresponding decoders. The output of VAE and GAN is a Gaussian random vector,
whose association with X is indecipherable without the decoder. Therefore, VAE and
GAN cannot be analyzed in the same way as above.
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Alignment in RLHF. Reinforcement learning with human feedback (RLHF) is a com-
mon technique in fine-tuning LLMs. Let &, be a reference model, such as a model
trained by supervised fine-tuning (SFT). Let A;, A; be two random variables on A with
possibly different distributions, both of which are associated with X. For instance, X can
be an English sentence, and A;, A, can be two Chinese translations of the same sentence.
There is also a critic function C' : X — {1,2}, such that for any input z, if C(z) = 1,
then A, is preferred; otherwise, A, is preferred. The goal of RLHF is to fine-tune the
model to learn such preference (which is also known as alignment), while still keeping
the model close to @, In practice, it is observed that if ® is too far away from @, then
its performance will be very poor, a phenomenon known as over-optimization [44,110]].
Thus, we need to make sure that ¢ does not go too far away from ®,s.

Let Raiign (P, ¥) = >, , le};x [C(X) = z']XEEPX [[|@(X) — T(A4)[f5 | C(X) =] be the

alignment loss based on SVME. To implement this loss, for each sample (z,a;, as,c)
where c is the critic output, one simply updates the model to minimize ||®(z) — ¥(a,)]|;
if c = 1, and ||®(z) — ¥(ay)|)5 if ¢ = 2. Then, define a loss that reflects the gap between
® and @yef as Ryef(P) = min B [[[W®(X) + b — ®er(X)||3]- This loss function is invariant

under invertible linear transformations on ®, because such transformations have no im-
pact on the downstream performance when @ is used with a linear probe. The overall
objective is given by

mir’gr\?ize Ratign (P, V) + BRret(P) 5.t Covp, [®] =1

for some 3 > 0. Similar to generative models, this objective also learns the contexture of
a convex combination of two contexts. The first context is given by a the random variable
Aon A, such that P*(z,a) = Pr[C(x) = 1]P} (z,a) + Pr[C(x) = 2] P} (x,a). The second
context is provided by the teacher model @,, similar to Eqn. (2.10]).

2.5 Extracting Exact Eigenfunctions and Eigenvalues

So far we have seen that a variety of variational objectives can extract the top-d eigenspace
of T},+ , meaning that they can recover the linear space spanned by i1, - - - , j1a. One might
ask if it is possible to extract the exact top-d eigenfunctions using a variational objective
instead of kernel PCA. This is indeed possible. [133] proposed neural eigenfunctions to
extract the exact top-d eigenfunctions of Ty . . It solves the following problem:

z - <<I>(X),Tk}§>(X)>}

=1, Vij: (6 Tds) =0

Py

minimize E U(cﬁ(x )

&: X R

(2.13)

2
Py

Its difference from KISE is that it changes the constraint <g51, q~5j>P = 0, which enforces

X

the different dimensions to be orthogonal, to <<§Z, Tyt ®; >P = 0. Interestingly, this small

X
change allows the extraction of the exact eigenfunctions. It should be emphasized that
the d eigenfunctions are obtained simultaneously, not sequentially.

Theorem 2.14 (Proof in Appendix[A.7)). Let the optimal ®* of Eqn. (2.13)) be [¢7,--- , $}],
then we can choose the eigenfunctions pu, iz, - - - of Ty, that have non-increasing eigenvalues

and form an ONB of L?(Py), such that ¢}, - - - , ¢}, is a permutation of p1, - - - , ja.
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With T-access, we can use multi-view learning to extract the exact eigenfunctions.

2
ot |
2

where A, A are positive samples drawn from P*(-|X) of the same X. We can prove that
U extracts the exact top-d eigenfunctions of T} + in the same way as Theorem[2.14{ And by

2

=1, Vi#j: E[i(A)d;(A7)] =0,

Py

minimize E [H{I/(A) — U(AT) D;

v: AR

Lemma the average encoder ® = Tp+ ¥ also extracts the exact top-d eigenfunctions
of 7).+ multiplied by some constants.

Post-hoc approach. Suppose we have a pretrained ¢ that learns the contexture, can we
obtain the exact eigenvalues and eigenfunctions of 7, ? The answer is yes. Since ¢ does
not necessarily contain the information of the exact eigenvalues and eigenfunctions, we
still need to use the context, via either kernel access or pair access.

First, suppose we have kernel access to the context. Since ® spans the same space
as ji, - , [la, it suffices to learn a matrix Q@ € R% such that ®Q = [aypu,- - - , (vgfid]
for some o, -+ ,aq # 0. Then, these o; can be eliminated by normalizing dQ to have
unit variance in each dimension. The matrix @ and the eigenvalues can be estimated as
follows:

1. Estimate the covariance matrix Cy € R4 = Covp, [®] with Monte Carlo.

2. Estimate By € R%¥*?, where Byli, j| = <gz~5,, Ty gi~>3> , with Monte Carlo.
Px

3. Solve the generalized eigenvalue problem Bsv = ACsv. Let the eigenvalues be
A1 > -+ > Ay > 0, and the orthonormal eigenvectors be vy, - ,v4. Then, Q@ =
[v1,- -+ ,v4), and ), is an estimation of the i-th eigenvalue of Tk; , which is s?. Since

d is not very large, this eigen-decomposition is efficient.
Let us elaborate on why this method works. For simplicity, assume that the top-d
eigenvalues of T}, are distinct; without this assumption, the result can still be proved

with a more verbose proof. Let U = [, - - , itq), and suppose & = UR for some in-
vertible R € R Since Cov|[U] = I and <U, Tk§U>P = diag{s?,---,s2}, we have
X

Cs = R'R and By = R'diag{s?, - ,s2} R. Thus, the generalized eigenvalues are
equal to s%,--- ,s2, and Rv; = «e; for some «o; # 0, where e; = [0,---,0,1,0,---,0].
This implies that RQ = diag{a,--- , aq}. Hence, PQ = [aq a1, -y Qgfhg)-

Second, if we have pair access instead of k-access, then the eigenvalues and  can be
obtained as follows: Let ® and VU be trained via SVME. We can estimate Cy = Covp, [P]
and By = Covp,[¥] via Monte Carlo. Then similarly, we solve the generalized eigen-
value problem Bgv = ACpv to obtain the eigenvalues and Q.

Finally, if our goal is only to estimate the eigenvalues but not the eigenfunctions, then
® need not to be trained with the entire dataset. In fact, [125]] showed that for any fixed d,
the sum s? + - - - + s2 can be estimated with low error using ©(d) i.i.d. samples. By union
bound, all s?, - - | s2 can be estimated with low error using ©(d log d) i.i.d. samples.

Estimating eigenvalues with the post-hoc approach. Let us demonstrate the post-hoc
method on 3 real datasets from OpenML [146]: abalone, fifa, and kings_county.
We only extract the eigenvalues here, and later in Section [2.6| we will investigate the
eigenfunctions. We use KNN with K = 60 as context, where A = X, and P*(2/|z) =
K1 if 2/ is a K-nearest neighbor of = and 0 otherwise. For this context, we can exactly
compute k¥, and thus we can obtain the exact eigenvalues (ground truth) using kernel
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Figure 2.3: Estimating the eigenvalues using the post-hoc approach with m samples.

Dataset \ m=100 m =300 m =600 m =1000 m = 2000 Full dataset
abalone 0.157 0.124 0.088 0.104 0.110 0.088
fifa 0.218 0.151 0.137 0.134 0.133 0.131
kings_county | 0.278 0.264 0.190 0.183 0.177 0.177

Table 2.1: Average estimation error of the top-256 eigenvalues.

PCA. Meanwhile, we pretrain ® with one of the variational objectives using a random
subset of m samples, and estimate the eigenvalues using the post-hoc approach. Then,
we compare the estimation with the ground truth.

We use a 2-layer wide Tanh-activated neural network with embedding dimension
d = 512 and hidden dimension 20,000 as . We train the model through non-contrastive
learning Eqn. (2.6)), with the orthonormality constraint implemented by VICReg, and
AdamW [86,104] as the optimizer. We vary m and compare the estimated top-d, eigen-
values with the ground truth, where dy = 256. The estimated eigenvalues and the
ground truth are plotted in Figure From the plots, we observe that the eigenval-
ues estimated by our estimation method decay faster than the ground truth, even if the
tull dataset is used. We hypothesize that the main reason is that even though we use
a very wide neural network, its function class is still a subset of L?(Py). Consequently,
the inductive bias of the model architecture has an impact on the encoder, and therefore
the learned contexture can be viewed as a mixture of the inductive bias and the original
KNN context. This mixture causes the eigenvalues to decay faster, which explains the
observation in Figure Another reason is related to optimization. Since the model is
non-convex, gradient methods cannot find the minima of the objective.

The average estimation error of the top-256 eigenvalues is reported in Table The
error is defined as ;- S% 152 — 52|, where &7 is the estimated eigenvalue. The table shows
that when m € [600, 1000] ~ [0.5d, log dy, 0.7dy log dy], the performance is comparable to
using the full dataset, which verifies the theoretical result of [125/]. The estimation error
isnot zero even if the full dataset is used due to the aforementioned reasons. In summary,
the post-hoc method can estimate the eigenvalues using a small subset of samples, but
the estimated eigenvalues decay faster than the ground truth.

2.6 Implications on the Scaling Law

It has been widely observed that the performance of deep neural networks on many real
tasks increases with the model size, which is known as the scaling law [84]. Further-
more, it has been observed that models of different architectures, such as ResNets [61]]
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and ViTs [36]], learn highly aligned representations under the metrics in [89] when the
models are sufficiently large, even if they are trained with different objectives.

To explain this phenomenon, [73]] proposed the platonic representation hypothesis,
which states that “neural networks, trained with different objectives on different data
and modalities, are converging to a shared statistical model of reality in the representa-
tion spaces”. The assumptions of this hypothesis are that the neural networks are large
enough, and there is a sufficient amount of data.

The contexture theory provides a new perspective on the role of scaling. It implies
that the so-called “reality” is in fact the top eigenfunctions of 7} ;. When using a neu-

ral network as @, the function class of ® is a subset of L?(Px); and when scaling up the
model size, this subset gets closer to the entire space L?(Py), and thus the learned rep-
resentation becomes closer to the top-d eigenfunctions of 7+ , which are independent of
the model architecture (so this is not a special property of neural networks). This also
explains why recently it has been observed that increasing the model size is producing
a diminishing return. When the model is large enough so that the learned representa-
tion is highly aligned with the top-d eigenfunctions, then further increasing the model
size will be less useful. [73] also observed that models trained in different modalities all
align with the same shared representation. This suggests that commonly used contexts
in different modalities have similar top eigenfunctions. Note that this cannot be true for
all contexts. For a very weird context such as randomly shuffling the pixels of an image,
its top eigenfunctions are surely not aligned with this shared representation.

In this section, we use an experiment to show that the representation learned by a
neural network is indeed aligned with the top-d eigenfunctions, which provides empir-
ical evidence to support the above arguments.

Experiment overview. The purpose of this experiment is to examine whether a large
neural network can learn the contexture well, and whether scaling up the model size
makes the learned representation more aligned to the top-d eigenfunctions. We com-
pare between two encoders. The first encoder is obtained via kernel PCA on the dual
kernel, so it consists of the exact top-d eigenfunctions. The second encoder is obtained
via training a large neural network to optimize an objective that can learn the contexture.
Then, we compute the representational alignment of these two encoders. The most clas-
sical metric is the canonical-correlation analysis (CCA) metric R-,, which is invariant
under invertible linear transformations to the encoders. [[89]] proposed a variant called
linear CKA, which is only invariant under orthogonal transformations. In our setting,
since we only care about the span of ¢y, - - - , ¢4, we would like the metric to be invariant
under all invertible transformations, which is why we use CCA. In addition, we also use
the mutual KNN metric with 10 neighbors proposed by [73]], which measures the in-
tersection over union (IoU) of nearest neighbors between the two representations. This
metric is not invariant under invertible linear transformations, so we whiten the two
representations such that their covariance matrices are both identities.

Setup. We use the abalone dataset from OpenML, and split the dataset into a pre-
train set, a downstream train set and a downstream test set by 70%-15%-15%. Like what
we used earlier, we choose K-nearest neighbors (KNN) with X' = 30 to be the con-
text. The embedding dimension is set to be d = 128. For the second encoder, we train
a fully-connected neural network with Tanh activation and skip connections for a suf-
ficient number of steps with full-batch AdamW, and vary the depth and width of the
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Figure 2.4: Alignment between the learned representation and the top-d eigenfunctions
of T}.+ on the abalone dataset. Solid curves: CCA. Dashed curves: mutual KNN. Depth
here means the number of hidden layers.

network so that we can study their effect on the alignment. Here, “depth” refers to the
number of hidden layers—for example, a 2-layer neural network has depth 1. For each
width and depth, we run the experiments 15 times with different random initializations,
and report the average alignment.

In our experiments, we observe the dimension collapse problem [80]—if we set the
output dimension of the neural network to be d, then the rank of the learned representa-
tion will usually be less than d, meaning that it can only extract the top-d’ eigenspace for
some d’ < d. [80] proved that this problem can be caused by the training dynamics of
self-supervised learning, that is a large neural network trained with a gradient method
cannot find the minima, but will find a low-rank solution instead.

To fix this issue, we set the output dimension of the neural network tobe d; = 512 > d.
After we obtain the d;-dimensional encoder, similar to Section we estimate the ma-
trices Cy and By, and solve the generalized eigenvalue problem Bgv = A\Cpv. Let V =
[v1, -+, v4] € R4*4be the top-d eigenvectors; then, we use ®V as the d-dimensional rep-
resentation. In other words, we use the 128 principal components of the 512-dimensional
embedding.

Results. Figure [2.4| plots the alighment between the two encoders while varying the
depth and width of the neural network. we can see that when the depth and width are
chosen correctly, the CCA can be as high as 0.9, and the mutual KNN can be over 0.8.
Note that these alignment metric values are very high. For example, in 73], the mutual
KNN metric value is usually below 0.2. Hence, the representation learned by the neural
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network is highly aligned with the top-d eigenfunctions.

The top plot studies neural networks with increasing widths. We can see that when
the neural network is not so wide, increasing the width will make the alignment higher.
However, once the neural network is wide enough, further increasing the width might
have a negative effect. For example, when the depth is 3, the alignment is the highest
when the width is 512, and the alignment becomes lower when the network is wider
than 512. Since increasing the width can only make the function class of ® larger, this
phenomenon is not due to the expressivity of the neural network. We hypothesize that
this is because optimizing a larger model is harder. Consequently, with the same num-
ber of pretraining steps, a larger model will be farther away from the minima, and the
alignment decreases.

The bottom plot studies neural networks with increasing depths, and the observa-
tion is similar. When the network is shallow, increasing the depth makes the alignment
higher. However, once the network is deep enough, further increasing the depth might
have a negative effect. We also observe from the bottom plot that a width-512 network
has higher alignment than widths 1024 and 2048. In addition, the alignment cannot
reach 1. This is because the model is non-convex, so the real optima (the precise top-d
eigenspace) cannot be found by gradient methods.

In summary, we draw two conclusions from this experiment: (i) the representation
learned by a large neural network is highly aligned with the top-d eigenfunctions; (ii)
once the neural network is wide and deep enough, further increasing its size will not
make the alignment higher, and might even have a negative effect. Hence, we put for-
ward the following argument about the scaling law: Once the model is large enough
such that ¢ is already highly aligned with the top-d eigenfunctions, further increasing
the model size inevitably yields diminishing returns.

When the model is already large enough, a better context is necessary for further
improvement. The next part of this thesis studies how to obtain a better context. There
are two questions that need to be addressed. First, what context is good and what con-
text is “better”? In particular, if we want the representation to be transferable to a wide
variety of downstream tasks, then how should we evaluate the representation without
testing it on a specific task? Second, how to obtain better contexts? Creating new con-
texts from scratch is obviously difficult, so are there easier options? These questions will
be addressed in the following two chapters.

Code and data availability. The code for the experiment in this section can be found at
https://ldrv.ms/u/c/ea9fe908498c8b82/EWb_tde-27VKsoSTWV6J_ yQBUFsuWSAXbRHIK4GoUEynjw?e=r4ROdU. The

data can be downloaded from OpenML.
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Chapter 3

Intrinsic Evaluation: The Optimality of
Learning the Contexture

This chapter focuses on the evaluation of encoders and contexts. How to tell if an encoder
is good or not? There are two methods as summarized in [[15] Sec. 4]. The first method
is extrinsic evaluation, where we choose a specific downstream task, fit a predictor on
top of the encoder, and use the performance of that predictor as the evaluation of the
encoder. In practice, this performance is ultimately what we care about. The second
method is intrinsic evaluation, which is independent of any downstream task. Intrinsic
evaluation is more useful in the analysis of pretraining for two reasons: (i) We would like
the encoder to be transferable to a wide variety of downstream tasks, so only evaluating
it on one task is usually insufficient; (ii) Foundation models are often used on tasks they
are not designed for, so we cannot assume that we know all the tasks at pretrain time.

Obviously, no encoder is good for all tasks. For any encoder, one can adversarially
construct a task for which the encoder is poor. However, such tasks are not what we care
about. For example, in NLP, downstream tasks that we care about include sentiment
analysis, sentence completion, translation, question answer, etc. Counting how many
words in a paragraph contain the letter "e" is a valid task, and large language models are
not really good at it (see Figure[3.1)), but this task is not one that we would usually care
about. Therefore, we need to define a class of relevant tasks, and the intrinsic evaluation
of the encoder is conducted on this class.

How to define such a class of relevant tasks at pretrain time? The only information
we have at pretrain time is the context, and the prior knowledge that the context should
be useful for learning an encoder for any task of interest. Note that a downstream task
need not to “look similar” to the context; for example, a BERT trained with masked token
prediction can be used for sentiment analysis, though these two tasks look quite differ-
ent. Thus, we need a quantitative description of the usefulness of a context for a task,
for which we define the compatibility between a context and a task.

Once we define the class of compatible tasks, we can prove that the encoder that
learns the contexture is optimal for this class of tasks, in the sense that it minimizes the
worst-case approximation error. On the other hand, if the task is not compatible, then
it is likely that the encoder will have a bad performance. This explains why LLMs are
so powerful that they can perform well on various tasks, but they struggle with easy
tasks such as answering factual questions, where they often produce seemingly correct
but completely wrong answers, a phenomenon known as hallucination [69]. In short,
answering factual questions is not compatible with the context of next token prediction.

The significance of this result is that it reduces the problem of pretraining to the
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User: Count how many words in the following paragraph
contains the letter "e"

Overall, although there does not ... the proposed metric
is useful for choosing hyperparameters and comparing
contexts in practice.

Claude 3.7 Sonnet: I’"11 count the words containing the
letter "e" in the paragraph you provided. Let me go
through it word by word:

1. "Overall" - contains "e"
éé. "and" - no "e"

59. "comparing" - contains "e"
60. "contexts" - contains "e"
61. "in" - no "e"

62. "practice" - contains "e"

Counting the words with the letter "e": 42 words out
of 62 total words contain the letter "e".

Figure 3.1: An example where the LLM Claude 3.7 Sonnet (as of April 14, 2025) makes a
mistake on a task that is not quite relevant to NLP. Line 59 is wrong because “comparing”
does not contain the letter “e”. The final answer is also wrong.

problem of finding a good context. Once we have the context, we can use any variational
objective in the last chapter, and the resulting foundation model is guaranteed to have
the optimal performance if it can learn the contexture well. We will also discuss how
to intrinsically evaluate an arbitrary encoder, which depends on two key concepts—the
induced RKHS and the ratio trace. Thus, even if the foundation model does not learn
the contexture, we are able to predict its performance on compatible tasks.

Finally, we study what contexts are good contexts. The key finding is that a good
context should have a moderate association between X and A, so that the decay rate of
the singular values is neither too fast nor too slow. Qualitatively, if the association is
too weak, then there will be very few tasks that are compatible with the context, so the
resulting encoder will not be transferable to a wide range of tasks. On the other hand, if
the association is too strong, then the sample complexity of learning the contexture and
the downstream predictor will be very high. Quantitatively, we propose a metric that
measures the usefulness of a context. This metric only depends on the singular values,
so it can be efficiently estimated using the post-hoc approach described in Section
Experiments show that the metric correlates well with the actual performance of the
encoder on real datasets.

3.1 Compatibility, Optimality of Contexture

A downstream task is represented by a target function. Most downstream tasks, such as
prediction, clustering, and segmentation, can be associated with a target function f* €
L*(Py). For example, multi-class classification can be associated with multiple one-vs-all
labeling functions. After ¢ is pretrained, and the training samples of the downstream
task are revealed, there are a number of ways to use ®, such as fitting a small neural
network on top, using a kernel method, supervised fine-tuning (SFT), etc. This thesis
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focuses on the simplest way called a linear probe, where one fits the downstream data
with a linear predictor on top of ®. Specifically, the downstream predictor is given by
f(x) = Wd(z) + b. Since W and b can be arbitrarily chosen, the mean and variance of
f* have no impact on the difficulty of learning f*. Hence, our definition of compatibility
should be independent of them.

Given a context P*, we say that a task is compatible with it, if the information the
context provides makes it easier to learn a predictor for the task. Formally, consider a
training set for supervised learning {(a;,y;)};_,, where y; = f*(z;) + & € R for some
small random noise &;. In this dataset, the original inputs z; are unknown, and only one
a; ~ P*(:|z;) is provided for each i. The most straightforward method of learning a
predictor for this task is as follows: we first fit a predictor g : A — R on this dataset,
and then convert it to f : X — Rwith f = T'p+g, assuming that we have T-access to the
context. f*is said to be compatible with the context if this method works well, for which
two conditions are necessary:

(i) There exists a g* € L?*(Py4) such that f* = Tp+g*.
(ii) The variance of g* conditioned on z, denoted by Var[¢g*(A)|z], is low on average.

Condition (i) says that the labels y; can be approximated by a function in the range
of Tp+, up to the small noise ;. Condition (ii) ensures that ¢*(a;) ~ f*(z;) ~ y;; without
this condition, the § fit on {(a;, y;)} cannot approximate g*.

The compatibility defined below is based on the above insights.

Definition 3.1. The compatibility with P+ of f € L?(Px) such that f # 0 is defined as

~7T >
B <f pty Py
= max -~ c0,1]. (3.1)
sertttiaro 7|l gl
Px

p(f, PT)

Py

The compatibility is defined this way so that it is independent of the mean and vari-
ance of f. Here is a formula for the compatibility of any f* with P*. For simplicity, let f*

has mean zero. Let f* = Y u;u; and g* = S v Then, p(f*, P*) = max—2ziiti

2 2 =
i>1 i>1 vi A/ Ui 2

R by Cauchy-Schwarz inequality (the maximum is attained when v; < s;u;). To

uf
estimate p(f*, P") for any f*, the most straightforward way is to find the g* ths maxi-
mizes the fraction on the right-hand side. This is much more efficient than training a
d-dimensional encoder.

Under this definition, the class of (1 — ¢)-compatible tasks is defined as
F(PH)y={feL*Px):p(f,P*)>1—¢}, (3.2)

for any € > 0. When ¢ is small, this is a class of compatible downstream tasks, and it can
be shown that this class satisfies the two conditions aforementioned:

Theorem 3.2 (Proof in Appendix B.1)). For any f* € F.(PT), there exists a g* € L*(Py)
such that f*(z) = E[g*(A)|x], and g* satisfies

* — g% A))? < *1(2 .
KRy AN~PH(1 [(g (4) = "(4) ] < dellg"[lp,- (3.3)

Next, we show why an encoder that learns the contexture is optimal. First, we need to
define “optimal”, which involves the evaluation of an encoder. The ultimate evaluation
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of ® is the performance of the downstream predictor. Let f(z) = W®(z) + b be the
downstream linear probe. The performance of f can be measured by the mean squared
error (MSE):

err(f, ) = If = f*llp, = Exere[(f(X) = £7(X))?).

Let fs be the projection of f* onto the linear space spanned by ¢4, - - - , ¢4. Then, when
using a linear probe, the above error can be decomposed as

err(f.f) = |lfo = I"p, + ] = Jollp, -

Approximation error Estimation error

The embedding dimension d controls the trade-off between the two errors. If d is
larger, then the span of ® will become larger, so the approximation error will be lower;
meanwhile, the downstream sample complexity will be higher, so the estimation error
will increase. There are two ways in which @ affects the final prediction error. First, the
distance from f* to the span of ® decides the approximation error. Second, the smooth-
ness of ¢1,--- , ¢4 affects the sample complexity of both pretraining and downstream.
The second part will be studied in Chapter 5, and this chapter evaluates ® by the ap-
proximation error. More specifically, ® is evaluated on the class of compatible tasks
F.(P7) by its worst-case approximation error.

Definition 3.3. Let F C L?(Py) be a function class where f € F = af € F forall a € R.
The worst-case approximation error of ® : X — R% on F is defined as

err(P; F) = max err(P, f);
( ) JeF(PH), IIfllp,=1 ( )

where err(®, f) = Eqg we{&t})@g |w"®+b— f||i,X .

Here, E4 is taken over the randomness of ®. When @ is randomized, one first samples
a deterministic ¢ from the distribution, and then fits w and b accordingly.

The following result is one of the main results of the contexture theory. It says two
things. First, if we know a priori the downstream task is compatible, then learning the
contexture is the optimal thing to do, because it minimizes the worst-case approxima-
tion error. Second, what if the task is incompatible? We cannot argue that no encoder
works for an incompatible task. In a hypothetical scenario, if an oracle tells us the target
function f* in advance, then we can set ¢; = f* to achieve perfect performance. What
we can argue is that for any low compatibility level and any encoder ®, there exists an
f* on that level such that ® is poor for f*.

Theorem 3.4 (Proof in Appendix [B.2)). Suppose 1 — ¢ < s,. For any d, among all & =
(1, , ¢a) where ¢; € L*(Py) , ® minimizes err(®; F.(P")) if and only if it learns the con-
texture of Tp+. The error is given by

si—(1—¢)?

2 2
S1 =~ Sd41

min err(®; F.(P1)) =

®:X R4, p;€L2(Py)

Conversely, for any d-dimensional encoder ® and any € > 0, there exists f € L*(Px) such that
p(f,PT)=1—¢ anderr(P, f) > Sl Gl

S178d+1
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3.2 Intrinsic Evaluation of an Arbitrary Encoder

Given a context that is compatible with the task, the encoder that learns the contexture is
optimal. Now what about an arbitrary encoder ®? Is it possible to bound its worst-case
approximation error on the class of compatible tasks? To derive such a bound, two key
objects are necessary: the induced RKHS and the ratio trace.

Denote the range of T}, by R(T}.) = {Tp.f | f € L*(Px)}.

Definition 3.5. The induced RKHS of P*, denoted by H p+, is the Hilbert space R(T}, ) with
the inner product given by (T} f1, Tp+ fQ>HP+ = (f1, f2) p-

An alternative formula is that for any hy, hy € Hp+ where hy = > w;y; and hy =
Z ViV;, there is <h1, h2>HP+ = z u;—%)"”

Proposition 3.6. The induced RKHS H p+ has the following properties:
(i) k} is the reproducing kernel, such that h(a) = (h, k}(a >H forall h € Hp+.

(if) Hp+ is isometric to span{p; : s; > 0}, whzch isa subspace of LQ(PX)
(iii) f* € F(P™) is equivalent to h* = T}, f* satisfying the following isometry property:

(1—e)||h* h* h* (3.4)

<]

<]

Hps Py Hps

Proof Forany h € Hp+ where h = T5, f and f = >~ u;;, by Corollary 1.6l we have

<h kh(a >Hp+ = <Z SiU; V4, Z s?ui(a)l/i>HP+ = Z siuvi(a) = h(a),

which proves (i). (ii) is obvious. Regarding (iii), recall that f* = > w;p; € F.(P*)is
equivalent to ), siu; > (1 —€)* Y., 7, and this is ‘ el > (1 - e)‘ h*

always holds. u

Hpt

. Mean-
Hps

Py

}Nl*

|

Py

Definition 3.7. Define covariance matrices Co = Covp,, [®], and Be = Covp, [T ®|. If Cy is
invertible, then the ratio trace of ® w.r.t. P isdefined as RT(®; PT) = RT(¢y,- - , ¢g; PT) =
Tr(Cy 1Bq>> otherwise, let ' = [¢p;,,- -+ , ¢;,] be the maximal linearly independent subset of
(@1, -, ¢a), and define the ratio trace of ® the same as the ratio trace of ¢’

The ratio trace of any ¢ essentially measures how well ¢ is aligned with the contex-
ture of P*. Multiplying ® by any invertible matrix does not change its ratio trace. The
matrices Cy and Bq> here are the same as in Section[2.5] If ® learns the contexture, then
its ratio trace is s7 + - - - + s, which can be easily shown by setting ¢; = ;. In fact, this is
the maximum ratio trace of any d-dimensional encoder.

Lemma 3.8. Suppose ¢1, - - - , ¢q are orthonormal and all have zero mean. Then, we have
||T;+¢1||§:A -+ ||T1§+¢d||p T s

Proof Let ¢; = >, qiju; fori € [d]. Then, Q = (g;;) is a matrix with d orthonormal
rows and infinitely many columns. It is easy to see that the left-hand side is equal to
Tr(QDQT) where D = diag{s?, s, --}. Let g, be the j-th column of Q. For all j € [d],

there is 3>/, ¢ 'q; < j; and for any j > d, there is >, ¢/ q; < d. Thus, using Abel
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transformation, we have

™(QDQ") = Tr(DQ'Q) ZS q;q; = Z (Z i ql) = sta) <D s
as desired. u

The ratio trace induces a key quantity in the approximation error bound called the
trace gap, which reflects the gap between ® and the top-d singular functions. The larger
the trace gap is, the larger the approximation error will be. A simple definition is s? +

-+ 55,4 — RT(®; PT), whose lower bound s3, ; can be achieved by the top-d singular
functions, the optimal encoder. However, there is an issue with this definition. For ex-
ample, consider an encoder with d = 1000. It learns the top-10 singular functions, but
the other 990 dimensions are complete noise that has zero contribution to RT(®; PT).
The approximation error of this encoder should be no higher than that of the top-10
singular functions, because adding more dimensions will never make the approxima-
tion error higher. However, if d becomes larger and RT(®; P*) stays the same, then
st + -+ s3,, — RT(®; PT) will become larger, so this quantity does not correlate with
the approximation error in this scenario. The following definition fixes this issue.

Definition 3.9. For any linearly independent fy,--- | fo € L*(Px), denote F = [f1,--- , fa],
Cr = Covp, [F], and Br = Covp,[F). The trace gap of & w.r.t. P" is defined as

TG(®; P) := C}/I;fd f17i"r'l7ffd/ {s1+--+sy —Tr(Cr'Bp)}.

Obviously, this definition of trace gap is upper bounded by s+ - - +s3; —RT(®; P*).
It solves the issue in the previous example, because having completely noisy dimensions
does not affect the trace gap. The following result bounds the approximation error.

Theorem 3.10. Suppose TG(®; PT) < s3,and e > 1 — sy. Then,

s2— (1 —¢€)? + 5, TG(®; PT)
TG PR

err(®; F.(P1)) <

Remark 3.11. This bound is fairly tight. If ® learns the contexture, then by Theorem 3.4 we have

err(®; F.(PT)) = 82(;6) and TG(®; P*) = sq41. Compared to this exact formula, the above
17%d+1

upper bound only has an extra s, TG(®; P*) term in the numerator.

Proof Let fi, -, fo be the functions that minimize s?+- - -+s2 ,, — Tr(C' Br). Without
loss of generality, assume that f, - - - , f# have zero mean and are orthonormal. Let F =

span{fi,---, fa},and H = span{Ty. f1,--- ,Tj, fa }. Forany f € F(P*) with | f||,, =
1, leth =T}, f € Hp+, and let fr be the projection of f onto F. Since err(®; F.(P*)) is
upper bounded by || f — f }—Hi’x’ it suffices to show that || f — f ;H?DX is upper bounded by
the right-hand side.

Let o? = ||f;|\?;x, and 3? = ||f — f]—‘”?gx, where « and /3 are non-negative. Then,
a2+ = | fllp, =1= Hh|]§lP+. The isometry property says that (1—€)*(a?+3?) < ||h[[3,.
Let f — fr = Bfo where ||f0||P = 1. Let hr = Ty hy and hy = T}. fo. Then, we
have Hh;||§3 < sl||f;||?3 = s?a?. Meanwhile, since fo is orthogonal to fi,---, fa, by

Lemmagwe have HT;;+fo||PA + HT;+f1HPA +--+ ||TP+fd/ < sf 4+ 5., which
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<st4+ -+ 85, — Tr(Cr'BiY). Let 7 = TG(®; PT). Then, we

implies that HT;+ fOHfDA

have

175, = Ihr + Bhollp, < Ihrllp, + B lhollp, + 28107l p, IR0l < sta® +726° + 251708,

Thus, we have (1 —€)?(a? + 8?) < s?a® + 723% + 2s;7a3, which implies that (s? — 7%) 5% <
[s1— (1 —€)?](a® + B?) + 2s17af < [s3 — (1 — €)* + s17](a® + (?), as desired. [

Connection to Fisher discriminant analysis. Fisher discriminant analysis [7,[101,[106]],
or more generally linear discriminant analysis (LDA), is a classical method of learning
linear classifiers in statistics. Here we show that Fisher discriminant analysis has a strong
connection to the contexture theory. Suppose X C R%*. Fisher discriminant analysis
defines the following between-class covariance matrix Sp € R% > and within-class
covariance matrix Sy, € Rx>dx;

SB://{(E[X|A:a1]—E[X]A:ag])(E[X|A:a1]—IE[X|A:a2])T};
Sy = /]Ep+ [(X—E[X | A=a))(X —E[X|A=a])" ‘ A :a}dPA(a).

In the original formulation of Fisher discriminant analysis, A is the label of X. Here we
extend it to a general context variable. Consider a linear encoder ®(z) = Wz, where
W € R%™4x_Then, one solves the following optimization problem to find W:

maximize J(W) = Tr [(WSBWT) (WSWWT)_I} s.t. WSy W' isinvertible.

WGRdXdX

Here, J(W) is called the Fisher discriminant. Define ¥(a) = Ep+[W X|A = a]. Then,
we can see that

VVSBVV—r = // (\D(Ch) — ‘1’(&2))(‘1’(&1) — \I’(&g))TdPA(al)dPA(az);

WSyWT = /IEP+ [(@(X) — W (a))(B(X) — U(a))T ‘ A= a} dP4(a).

Let Cp = E[®(X)®(X)"] and By = E[¥(A)¥(A)']. Then, we have
WSEWT = 2{E[W(A)T(A)T] - FTT} = 2R [@(A)\I/(A)T} — 2By
WSyW' = /Ep+ [@(X)P(X)" — ¥(a)¥(a)" | A= aldP4(a)
= E[0(X)0(X)] —E[¥(4)¥(4)']
- E[é(X)é(X)T] - ]E[@(A)@(A)T} — Cy — B,
Therefore, J(W) = 2 Tr[(Cs — Bs) ' Bs), which is very similar to the ratio trace defined
in Definition 3.7l Recall that an encoder that learns the contexture maximizes the ratio
trace. A well-known result is that J(W) is maximized when W consists of the top-

d eigenvectors of S,/ Sp. Hence, Fisher discriminant analysis is almost equivalent to
contexture learning under the constraint that the encoder must be linear.
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3.3 Evaluating Context Usefulness

The previous chapter argued that better contexts are essential to further improve foun-
dation models, but how to create better contexts is a challenging open problem. This
section studies an easier problem—how to evaluate a context before pretraining. We say
that a context is useful for a downstream task, if it can lead to an encoder with good per-
formance on this task. However, since we might not know the task at pretrain time, we
can only predict if the context is useful in general. Solving this problem is a prerequisite,
because if we cannot even decide whether a context is good or not, then there will be no
way for us to create better contexts.

Evaluating a context is more difficult than evaluating an encoder. When evaluating
an encoder, we can assume that the task is known to be compatible with the context.
However, when evaluating a context, we cannot make this assumption. Instead, a context
is better if it is compatible with more tasks, because such a context can lead to more
transferable encoders, and our evaluation should take this into consideration.

Given a context and a dataset, the only things we can use are the singular values and
singular functions of the context. However, estimating the singular functions is as hard
as pretraining an encoder, whereas the singular values can be efficiently estimated using
the post-hoc approach in Section 2.5 with a small subset of samples. Therefore, a metric
will be more ideal if it only uses the singular values (the spectrum).

In this section, we show that it is possible to evaluate the usefulness of a context with
only its singular values. This might seem counter-intuitive, because suppose the encoder
learns the contexture, then only the singular functions will affect the performance of
the encoder. When (i, - - -, jiq are fixed, the space spanned by ¢y, - - , ¢, is also fixed
and is independent of s;,---,s4;. The reason why this is possible is that the singular
values and the singular functions are intrinsically connected. Recall that k% (z,2) =
> s?ui(x)pi(x"), and that it must satisfy k3 (z,2”) > 0 for all z, 2/, which is quite a strict
constraint. Therefore, when iy, p10, - - - are fixed, one cannot choose s3, - - - , s arbitrarily.
Conversely, the singular values limit the possible choices of the singular functions.

In this section, we propose a metric for evaluating context usefulness, and the metric
only depends on the singular values. Note that there does not exist a universal metric,
because whether the context is useful on a task or not depends on their compatibility,
which cannot be estimated without the knowledge of the task. However, our experi-
ments show that the proposed metric generally works well on real datasets.

Qualitative analysis. In Section[I.3lwe showed that the shape of the spectrum depends
on the association strength between X and A, also called the association of the context.
The singular values decay slower if the association is stronger. Here we show that the
decay rate of the singular values has a great impact on the usefulness of the context.

The central argument is: A useful context should have a moderate association. To
get an intuition, consider the two extreme cases in Section (i) A is independent of
X, then there is only one positive singular value; (ii) A = X, then all singular values are
1. Both contexts are clearly useless because they provide no additional information. In
what follows, we qualitatively explain why a context is not very useful if its association
is too strong or too weak.

Recall that any compatible task f* = " u;u; € F.(P*) as defined in Eqn. needs
to satisfy >, s?u? > (1 —€)*>,., u?. This is easier to satisfy if s; are large. Thus, if
the association is too weak and the singular values decay too fast, then F,(P") will be a
very small set. Consequently, very few tasks will be compatible with the context, so an
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encoder trained on the context will not be transferable to various tasks.

On the other hand, when the association is too strong, there are two consequences.
First, more singular functions have large singular values, and to learn all of them, one
needs to use a larger d, which makes the sample complexity of learning the downstream
linear predictor higher. Second, the singular functions with large singular values become
less smooth, so learning them requires more pretraining samples. In Chapter 5| we will
define the context complexity that quantitatively measures the smoothness of the top
singular functions, and we will show that the context complexity is higher when the
context has a stronger association.

Quantitative metric. We now propose a metric that quantitatively measures the gen-
eral usefulness of a context. The metric only depends on the singular values of the con-
text. The metric assumes that the pretraining method aims to learn the contexture of the
context, and it does not work for an arbitrary encoder.

Our metric is defined as

1 d g2
Td = + 522:1 t (3.5)

o2 do 2’
L= s34 Zi:lsi

where 3 > 0 is a parameter, and d, is the maximum d we consider. Typically d, ranges
from 512 to 8192. We choose 8 = 1 and dy = 512 in our experiments. 7, is a proxy of the
prediction error when the embedding dimension is d. Thus, the d that minimizes 7; can
be viewed as the optimal embedding dimension predicted by the metric, and 7 evaluates
the context when d is chosen optimally. Since this metric only depends on the singular
values, it can be efficiently estimated using the post-hoc approach in Section with
which we can estimate the spectrum using a subset of ©(d, log dj) samples.

This metric is derived in the following way. Let the target function be f* = f, + fi,
where (fo, f1)p, = 0, fo is not compatible with the context, and f, is compatible with the
context. Then, the prediction error can be decomposed into three components:

(i) The approximation error of f;
(ii) The approximation error of fj
(iii) The estimation error

(1 €)
d+1
to the first term because s, is very close to 1 in most real cases, and the numerator is

a constant. Component (ii) is smaller if the context has a stronger association; thus, it
should be negatively correlated with Z?il s?. Component (iii) is larger if the context has
a stronger association, or if d is large. Based on the result in Chapter |5} it is positively
correlated with 3¢ | s2. The second term of the metric combines these two components,
and it is designed to be bounded by 1.

By Theorem component (i) can be bounded by , and we simplify this

Compared to previous metrics. Some previously proposed metrics are also based on
the decay rate of the spectrum. [3] proposed a metric based on the eigenvalues of &'
for a particular pretrained encoder ®; that is, they use the ) that satisfies (®, ®)p, f = A f
for some f # 0. Here, (@, ), is the covariance matrix, assuming that ® is centered.
In contrast, our metric is based on the general eigenvalues satisfying (®, Tp+®)p, f =

3P, P), ./ for some f # 0, as discussed in Sect1on E These two sets of e1genva1ues
are fundamentally different. The eigenvalues s; we use are invariant under invertible
linear transformations on ®, while ); are not. This suggests that our metric is more
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Figure 3.2: Metric illustration on abalone. Top row: context spectra. Bottom row: solid
curves are 7, divided by 6; dashed curves are the actual downstream prediction error.
We divide 7, by 6 to fit it in the same plot.

desirable since invertible linear transformations on ® do not affect the performance of
the downstream linear probe.

Now we empirically examine 7; on the two datasets. First, we apply the metric to
the abalone dataset and use KNN as the context, similar to Section We adjust the
association of the context by changing K. In particular, we choose K = 150 (weak), K =
30 (moderate) and K = 5 (strong). We obtain the exact eigenvalues and eigenfunctions
of T}, using kernel PCA. In Figure (3.2, we plot the spectra of the three contexts in the top
row. Then, in the bottom row, we compare 7, against the prediction error of the linear
probe under different d. We can see that when the association is weak or moderate,
74 first decreases and then increases, which tracks the actual error. However, when the
association is too strong, 7, monotonically decreases with d, and it cannot track the actual
error.

Second, we apply the metric to the MNIST dataset. The context is random cropping
with crop ratio . We adjust the association of the context by changing «. In particular,
we choose o = 0.5 (weak), @ = 0.2 (moderate) and o = 0.05 (strong). Since kernel
PCA is not scalable to datasets as large as MNIST, we instead train a neural network.
Specifically, we train a LeNet [95] using the non-contrastive learning objective formu-
lated earlier, and the AdamW optimizer. Then, we estimate the top eigenvalues using
the post-hoc approach in Section The downstream task is a binary classification
task—whether the digit is greater than 4. After pretraining, a linear probe is fit on top
of ® using ridge regression. The result is plotted in Figure

From Figure we can see that when the association is not too strong, 7, first de-
creases and then increases, similar to Figure However, on MNIST, the downstream
error monotonically decreases with d, unlike abalone. This disparity is due to the dif-
ference between the two downstream tasks. To demonstrate this, in Figure[3.4we plot the
cosine similarity between the target function f* and the estimated i-th eigenfunction on
the two datasets. We can see that the variance of f* on abalone is mostly concentrated
on the top-5 eigenfunctions, with the first cosine similarity being almost 0.5. In contrast,
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Figure 3.4: Comparison of the downstream task between abalone and MNIST.

the variance of f* on MNIST is more scattered, and the cosine similarity is still close to 0.1
for the 150-th eigenfunction. Consequently, having a large d on abalone will have a lit-
tle impact on the approximation error but will increase the estimation error significantly.
On the other hand, having a larger d on MNIST will decrease the approximation error
more than it increases the estimation error, which is why the total error monotonically
decreases with d.

The takeaway from this experiment is that although in general a context with a mod-
erate association is good, in reality it still depends on the actual downstream task. For
example, on abalone the weakest context actually leads to the lowest error, because the
variance of f*is concentrated on the top-5 eigenfunctions. On the other hand, on MNIST
the strongest context leads to the lowest error, because the variance of f* is scattered
among a lot of features, and a stronger association allows more features to be discov-
ered. Hence, no evaluation metric would universally work for all contexts and down-
stream tasks, but a metric would still be useful if it correlates well with the actual error
in most scenarios, and thus can provide insights into choosing the right context and the
right hyperparameters, such as the mask or crop ratio.
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Empirical verification of the proposed metric. Although our metric is derived from
the decomposition of the prediction error, it is still heuristic and is not an upper bound
of the actual error. Here we show that the metric correlates well with the actual error on
many real datasets. Therefore, our metric is useful as it can help practitioners to select
among various pretraining methods or choose the hyperparameters efficiently.

We use 28 real classification and regression datasets from OpenML that are widely
used in machine learning research. Each dataset is randomly split into a pretrain set, a
labeled downstream training set, and a downstream test set by 70%-15%-15%. For each
d, we obtain the top-d eigenfunctions of T} via kernel PCA, and then fit a linear probe
on top of it using ridge regression. Then, we select the best d* that achieves the lowest
test mean squared error, which is denoted by err,-. The correlation between 7 and erry-
is reported. The following four types of contexts are used in the experiment.

e RBF kernels: k(x,a) = exp(—v||z — a||*). Define P*(a|z) o« k(z, a) for each .

e KNN: P*(a|z) = K~ !if ais a KNN of z; otherwise, it is 0.

e RBF x Masking: First randomly mask 20% of the features, and then apply RBF

kernels to the other features. The Tj+ of this context can be estimated as follows:
first randomly draw 50 masks, and then compute their average 7). .

e KNN % Masking: 20% random masking and then apply KNN.

For each of these contexts, A = X. For each type, 35 contexts are obtained by adjust-
ing the v for RBF kernels, and K for KNN. The association between X and A for these
35 contexts are different, and the experiment makes sure that the contexts in every type
range from very weak to very strong association. “x Masking” here means the convolu-
tion with masking, as mentioned in Section We do not use masking alone because
the dual kernel of masking is hard to estimate.

Table reports the correlation between 7 and err,- over all the 140 contexts. The
most common metric is the Pearson correlation, but it can only detect linear correlations,
while the correlation between 7 and err,- is not necessarily linear. Thus, we also report
the distance correlation [[135]], which is another common metric that can detect non-
linear correlations but cannot tell if the correlation is positive or negative because this
metric is always non-negative.

The median reported in the table shows that on more than half of the datasets, the
Pearson correlation is over 0.5, which is generally considered a strong correlation. The
distance correlation is even higher. As expected, the metric does not work on all datasets.
For example, the Pearson correlation is very negativeonbrazilian_housesand fifa.

To understand when our metric might fail, we further visualize the results by plot-
ting 7 against err,;- on five of the datasets in Figure In this figure, plots (a), (b) and
(c) are three success cases where a clear positive correlation can be observed, and plots
(d) and (e) display two failure cases. Plot (d) shows a common failure case: if 7 is very
close to 2 = 8 + 1, meaning that the metric believes that the association is extremely
weak or extremely strong, then the metric will predict that the context is bad. However,
a generally bad context can still be good on some tasks. For example, a very weak con-
text still works well on a task that only uses the top-3 singular functions of the context.
Therefore, it is advisable to abstain from using the metric when it is too close to 5 + 1.

Plot (e) shows a case where the metric is generally good for every single context type
but has poor cross-type behavior. Specifically, it fails to predict that KNN is worse than
RBF on this dataset. This suggests that our metric might not be able to compare different
types of contexts. For example, if two contexts of completely different types have similar
spectra, then our metric will indicate that they are similarly useful. This is because our
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Dataset Size (1) #Feature Type | Pearson Distribution

credit-approval 690 15 Cls | 0.583 0.683
breast-w 699 9 Cls | 0.072 0.255
diabetes 768 8 Cls | 0.737 0.740
solar_flare 1066 10 Reg | 0.019 0.262
Moneyball 1232 14 Reg | 0.680 0.650
yeast 1269 8 Cls |0.221 0.256
cmce 1473 9 Cls | 0.867 0.860
Wine 1599 11 Reg |-0.084  0.212
scene 2407 299 Cls | 0.608 0.685
dna 3186 180 Cls | 0.881 0.843
splice 3190 60 Cls | 0.831 0.801
kr-vs-kp 3196 36 Cls | 0.543 0.512
abalone 4177 8 Reg | 0.028 0.470
spambase 4601 57 Cls |0.775 0.858
colleges 7603 44 Reg | 0.155 0.387
mushroom 8124 22 Cls |0.185 0.340
kin8nm 8192 8 Reg | 0.805 0.760
pumadyn32nh 8192 32 Reg | 0.938 0.961
cpu_activity 8192 21 Reg | 0.709 0.825
SpeedDating 8378 120 Cls | 0.590 0.656
grid_stability 10000 12 Reg | 0.925 0.911
sulfur 10081 6 Reg |-0.180  0.487
brazilian_houses 10692 9 Reg |-0.290  0.563
fifa 19178 28 Reg |-0.349  0.663
superconductivity 21263 81 Reg | 0.141 0.367
kings_county 21613 21 Reg | 0.842 0.882
health_insurance 22272 11 Reg | 0.601 0.749
cps88wages 28155 6 Reg | 0.250 0.479
Mean | 0.431 0.611

Median | 0.587 0.659

Table 3.1: Correlation between 7 and the actual error err;- on all 4 types of contexts.

metric only depends on the spectrum. However, it could be possible that for a particular
task, one context is good and the other is bad, and our metric cannot reflect this disparity.

Overall, although there does not exist a universal metric that works for all contexts
and tasks, and our metric does have failure cases, the experiment results here provide
empirical evidence that more often than not, the proposed metric correlates well with
the actual prediction error of the downstream linear probe. Hence, the proposed metric
is useful for choosing hyperparameters and comparing contexts in practice.

In summary, this chapter first defined the compatibility between a task and a context,
and then discussed the intrinsic evaluation of encoders and contexts. The key takeaway
is that when we know a priori that the downstream task is compatible with the context
we are given, then the optimal thing to do is learning the contexture. The intrinsic eval-
uation of an arbitrary encoder depends on two key concepts—the induced RKHS and
the ratio trace. For the intrinsic evaluation of contexts, the key takeaway is that a good
context should have a moderate association. Moreover, we proposed a metric that only
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Figure 3.5: Scatter plots of 7 versus erry-. Dashed line: Linear fit.

depends on the spectrum of the context. The metric correlates with the actual prediction

error on many real datasets.

Code and data availability. The code for Figure [3.2] can be found at https://1drv.ms/

U/c/eadfe908498c8b82/EV]1dVAUVCACnkw31CHrZC0BOEmsudz7swpTKvzcfod5un?e=axméxc. 1The code for Ta-
ble[3.1|is athttps://1drv.ms/u/c/ea9re908498c8b82/EcqvsT0ynvdCsma6MoSDRCwBZPRw5uThHUXQCz 9P 7 vNOZO?
e=7uLoey. All datasets can be downloaded from OpenML.
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Chapter 4

Mixing Multiple Contexts

We have shown that creating better contexts is imperative for further improving the per-
formance of foundation models. However, creating new contexts from scratch is ex-
tremely challenging. Normally, it requires new domain knowledge obtained from sci-
entific research, or collecting new data through experiments or human labeling such
as in RLHF, both of which require considerable effort. As a result, the contexts used
for pretraining rarely change. For example, in computer vision, although various objec-
tives have been proposed such as contrastive and non-contrastive learning and masked
autoencoders, the context is always based on image corruption, such as random crop-
ping, masking and color distortion. In NLP, base language models have always been
pretrained on the context of masking tokens like BERT [134]]. There are many variants of
BERT, such as determining whether a sentence completion is correct instead of actually
completing a masked sentence like Electra [27]], predicting the next token rather than to-
kens in the middle of a sentence like GPT [[117], and predicting the next group of tokens
like Medusa [21]]. In all these variants, the context variable A is a masked version of X.

This chapter introduces a much easier way to obtain better contexts. We know that a
good context should have a moderate association. Consider the following scenario: we
have a number of contexts, but none of them is useful enough because the association is
either too strong or too weak. Then, how can we get a better context? The idea is to mix
these contexts together, so that we can obtain a context with a moderate association.

In fact, mixing multiple contexts is quite common in practice, though it has never
been fully formalized as a unified framework like this chapter. One very widely used
method is composing different data augmentation techniques together. For example,
common data augmentations for images include translation, rotation, random cropping,
color distortion, etc. Each augmentation defines one context, and sequentially applying
them to the same image leads to the convolution of their contexts.

Another common practice when there are multiple contexts is optimizing a weighted
sum of different objectives. Suppose there are r desiderata we want our model to satisfy,
and desideratum j can be achieved by minimizing objective R;. A natural idea is to
minimize ) w;R; for some wy,--- ,w, > 0, so that we minimize all R; simultaneously.
In machine learning, if R, is the main objective, then other R; are also called penalty
terms. Common penalty terms include the L? or RKHS norm of the model weight, the
local smoothness of the model w.r.t. a certain manifold, the distance to a reference model,
etc. The weighted sum of the objectives learns the contexture of what we call the convex
combination of the r contexts.

To get an intuition of convolution and convex combination, consider the example in
Figure In this example, |X| = 4. We know that P* induces a joint distribution on
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Figure 4.1: An example of two contexts (solid and dashed edges) where |X| = 4.

X x X : Pt(x,2) = [ Pt (z|a)P"(2'|a)dPa(a). We can then obtain P*(2’|z), which are
labeled as edge weights in Figure In other words, each context induces a random
walk on the graph. There are two contexts in Figure P corresponds to the solid
edges, and P, corresponds to the dashed edges.

Convolution, denoted by x, is equivalent to a multi-step random walk. Py’ x ;" means
that we first walk one step on the solid edges (P;"), and then walk one step on the dashed
edges (P, ). For example, (Py * P;")(z4]z1) = >, Py (w4|z) P (x]21) = 0.6 X 0.3 + 0.4 X
0.7 = 0.46. Similarly, P;" x P, = P;" is equivalent to a solid-dashed-solid random walk.
In general, convolution does not have the commutative property.

Convex combination, denoted by +, is equivalent to a stochastic one-step random
walk. 0.6P;" +0.4P;" means that we walk one step; with probability 0.6 the step is on the
solid edges, and with probability 0.4 the step is on the dashed edges. For example, if we
are standing at x;, then under 0.6 P;" +0.4P;", with probability 0.6 x 0.3+0.4 x 0.5 = 0.38
we will walk to z,, and with probability 0.62 we will walk to 3. Convex combination
can be combined with convolution. For example, P;” x (0.6P;" + 0.4P;") means that we
first take one step using 0.6P;" + 0.4P;", and then take another step using P,'.

We can show that the set of contexts forms a near-ring with scalar multiplication (also
called a module), where convolution is multiplication and convex combination is addi-
tion with scalar multiplication. “Near”-ring means that it only has the right distributive
property but not the left one; that is, (0.6P;" + 0.4P") x Pt = 0.6P;" x Py" + 0.4P x P,
but P,f x (0.6P;" + 0.4P;") is not distributive.

There is a third operation for mixing multiple contexts called concatenation. Concate-
nation is completely different from the other two operations, because convolution and
convex combination act on the input space X', whereas concatenation acts on the output
space of the encoder. Specifically, given r contexts, one trains an individual encoder ®;
for each context, and then concatenate them as ®(z) = [®4(z),- -, ®,.(x)]. Concatena-
tion is a classical and very popular method, and it is connected to a whole field in data
science known as feature engineering. In feature engineering, people create different
features based on different signals (formulated as contexts in this thesis), and then train
a model on their concatenation.

Mixture of experts (MOE) [76] is a popular method that is a stronger version of
concatenation. In MOE, we first train individual encoders ®4, - - - , ®, for the r contexts,
and then at the downstream stage, we train a gating function g : X — R" that assigns
weights to the  encoders for each z. The overall encoder is ®(z) = >_7_, g(z);®;(x), and
finally a linear probe is fit on top of . The common practice is to implement g as a small
neural network, and its output space is usually restricted to A", the (r —1)-dimensional

44



unit simplex, so that g(z) is a probability distribution over the r encoders. This can be
easily done by adding a softmax layer to the end of the neural network. Concatenation
is a special case of MOE, where g is restricted to be a constant function.

In what follows, we conduct a deep analysis on the three base operations for mixing
multiple contexts: convolution, convex combination and concatenation. Importantly,
we discuss in what situations each operation should be used. After that, we apply the
three operations to real-world tabular datasets, and we find that they can improve the
performance of state-of-the-art methods such as XGBoost [22].

4.1 Convolution

Suppose we have r contexts givenby P;", - - -, P". Let A; be the context space of P;", and
let QF be the heuristic inverse of P, (Definition[1.11)). As mentioned earlier, convolution
is similar to composing multiple data augmentation techniques. Assuming that we have

P Qf Py Q7 Py
T-access to every context, we can transform X by X — 4; — X; — A, — Xy —

Q- i+ . . . . .
= X, RGN A,. This A, is defined as the context variable of the convolution

PF x---% P{'. The heuristic inverse of P," x - -- x P is defined as Q;". Then, it is easy to
see that convolution has the associative property.

In the general case, we might not have T-access to all contexts, but we can assume
that each context has either k-access or T-access. This is a weak assumption since it has
been shown previously that any access can be converted to k-access.

For every j € [r], define a kernel k; as follows:

e If it has k-access, let k; be the kernel we have access to.

e If it has T-access, let k;(z,2') = [ Q; (2'|a)dP; (a|x)/Px (') if j < r. If j = r, then

define k, = k%, as the exact dual kernel of context r.

Proposition 4.1. The integral operator of the dual kernel of the convolution of the r contexts is
equal to T, Ty, -+ Th, -+ Ty Ty -

Remark 4.2. When each Ty, is a bounded compact self-adjoint operator, this operator is also
bounded compact self-adjoint, so the Hilbert-Schmidt theorem still applies. Note that this operator
is not equal to Ty, - - - T, which is not necessarily a self-adjoint operator.

Proof We prove by induction on . When r = 1 this is obvious. Suppose the result holds
forr — 1. Let kj* be the dual kernel between X and A;. Then, we have

kf(z,2') = // ki(z, 2)k! (2, 2" ki1 (2), 2" )d Py (2)dPx (%),

so it is easy to see that T+ = T}, 7).+ T}, which shows that the result holds for r. [

We now discuss how to learn the contexture of a convolution. If we have T-access to
every context, then we can simply transform X — A,, and use SVME on X and A4,. If
we have T-access to P}, - -+, PF | but k-access to P, then it is also very simple. We can
transform X — X, _;, and use KISE on X and X, _;.

The more difficult scenario is when we have k-access to Pjr for some j < r. Let
J1 < J2 < --- < jybeall such j. We now present an algorithm that learns the contexture.
First, initialize ®° = ®, and X, = X. Second, transform X, — X j,—1 using the T-access
to P",---, P;_,. Third, let ®'(X) = (T}, ®°)(X},-1), which can be estimated with Monte
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Algorithm 1 Extracting top-d eigenspace of a convolution of contexts

1: Initialize encoder ® : X — R If have T-access to context r, initialize ¥ : 4, — R?
2: for each training step do
3: Sample a batch of samples {zy, - , 2}

4: Center &: ¢ < & — L3~ P(x;)

5. fori € [m] do 2 < z;; set B < 0 € R”*™, k + null

6: forj=1---,r—1do

7. if have k-access to context j then

8: if £ = null then

9: B« [®(2]"), -, ®(xl )] € R
10: else
11: Set Gram matrix G € R™ ™ as G[p, ] = k(zp,2/7'); B+ -BG

12: k <« k:}j ; fori € [m] do ) < x; > reset 7 to the original input
13:  else > T-access to context j
14: Sample a/ ~ Pj*(-\xfl), z) ~ Q;“(\af)

15:  if £ = null then > for every j < r — 1, context j has T-access
16: B < [®(2f7Y),--- ®(a771)] € RX™

17: else

18:  Set Gram matrix G € R™*™ as G[p, q| = k(xp, 2] '); B + =BG

19: if has k-access to r then

20:  Set Gram matrix G, € R™™ as G,[p, q| = k%, (z,,1,); C < =BG, € R>™

21:  Define £ = L[> |®(x)|5 — (B, C)] >(B,C) =Tt (BC")
22: else > T-access to context r
23:  Sample a] ~ P (-|z;); Center U: ¥ <~ ¥ — L 5" (q,)

2. C <+ [V(a}), - ,¥(a,)] € R*™

25:  Define £ = L[>, [|®(a:)[l; + IC|I7 — 2(B, C)] > [IC|I = X, ; Clis g1

m

26: Update ® to minimize loss £, subject to Covp, [®] = I

Carlo using the k-access to k;,. Fourth, let X;, = X, and transform X;, — X;,_; using
the T-access to P, ,,---, P;_,. Fifth, let ®*(X) = (T}, ®')(X},-1). Repeat these two
steps until we get ¢, and transform X, — X,_;. Finally, the learning objective is SVME

if we have T-access to P, or KISE if we have k-access to P;t.

The detailed algorithm is listed in Algorithm |1} One can prove that for any ¢ € [0, ]
and any j € [ji,jit1 — 1], P'(X;) has the same distribution as (7}, T, , - - - Tk, ®)(X).
Hence, ®'(X,_;) has the same distribution as (Ty,_,Ty,_, - - Ts,®)(X). By Theoremm
this algorithm extracts the top-d eigenspace of the operator.

Standardizing kernels. If we only have k-access to some contexts, then it is important
to standardize these kernels. We say that a p.s.d. kernel k; is standardized, if ji0 = 1 is
an eigenfunction of 7}, with eigenvalue 1, and all eigenvalues of T}, belong to [0, 1]. To
see why standardizing k1, - - - , k, is necessary, consider a case where k; has much larger
eigenvalues than the other kernels; then, when mixing these contexts, context 1 could
dominate over the other contexts. We can standardize any p.s.d. kernel in three steps:

(i) Center the kernel: k(z,2’) + k(x,2'), which makes /1y an eigenfunction with eigen-
value 0. The centered kernel is defined as follows.
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Definition 4.3. For any p.s.d. kernel k : X x X — R, its centered kernel is given by

F(z, ') :k(x,:c’)—/ k(z,m’)dPX(z)—/ k(z, ') dPy( // 2 )dPy(2)dPx(+).

which is a p.s.d. kernel that satisfies [ k(x,z)dPx(z) = [ k(z,2)dPx(z) = 0 for any x.

(ii) Divide k by its largest eigenvalue, which makes all its eigenvalues at most 1.
(iii) k(z,2’) ¢ k(x,2") + 1, which makes p an eigenfunction with eigenvalue 1.

The only “hyperparameter” we need to tune for a convolution is the order of the
contexts, because convolution is not commutative. In practice today, the order usually
does not matter too much. For example, it matters very little whether we first translate
an image and then crop it, or we first crop it and then perform the translation. However,
as we obtain more complex contexts especially through context scaling, this order could
become very important.

Apart from supervised learning with feature maps discussed in Section another
example of convolution is supervised contrastive learning [85]. Given a sample X, su-
pervised contrastive learning first randomly samples X; that has the same class as X,
and then augments X; — A, via cropping, flipping, etc. Supervised contrastive learn-
ing learns the convolution of the class context P;" and the augmentation context P;'.

Finally, let us discuss when we should use convolution. In practice, convolution is
used to create “harder” pretraining tasks. For example, in self-supervised learning, mul-
tiple weak data augmentations are composed together to create a stronger augmentation.
One great example is SIMCLR [23]], whose success is largely due to its aggressive crop
ratio and color distortion, both of which make the augmentation stronger. When an aug-
mentation is stronger, the association between X and A becomes weaker. Hence, con-
volution should be used when all contexts have strong associations, because it always
weakens the association.

4.2 Convex Combination

A convex combination of P", - - - | P is written as wy P, +- - -+ w, P;*. Usually we require
that w = [wy, -+ ,w,] € A", so that it is a probability distribution over the r contexts.
In this case, the convex combination can be understood as follows: given an input X,
one first samples one P;" from the probability distribution w over the r contexts, and
then samples A ~ P (-|X). This A is the context variable of the convex combination.
Theoretically speaking, wy, - - - , w, can be any real values, but we assume that w € A™!
in this chapter unless stated otherwise.

Learning the contexture of a convex combination is simple: we only need to use a
weighted sum of individual learning objectives. Assume that we have either pair access
or k-access to every context. For each context j, we can learn its contexture using either
SVME or KISE. Define its individual objective as

EXNPXEAjNPJ.Jr(-|X) [l®(X) - \I/j(Aj)HgL pair access to P;';
Rj -

]é(X)

Ex~py { )

2 ~ ~
— <<I>(X), Tk].CI>(X)>} , k-access to P;".

Then, we can learn the contexture of their convex combination by minimizing > i w; R
subject to Covp, [®] = I. This approach might need more than two encoders, since it
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requires one ¥; for each context j with pair access. An alternative approach is to convert
every pair access to k-access first, but this leads to a huge overhead.

If we have pair access to context j, let k; = k% Y if we have k-access to context j, let k;
be the kernel we have access to, and assume that it has been standardized. The following
result shows that the dual kernel of the convex combination is wik; + --- + w,k,, the
linearly combined kernel. If every k; is standardized and w € A"}, then the linearly
combined kernel is also standardized. Linearly combining multiple kernels is a classical
technique in multiple kernel learning [47]].

Theorem 4.4 (Proof in Appendix[C.1)). Let ®* be a minimizer of the weighted sum of objectives
>_; wiR; subject to Covp, [®] = I. Then, ®* extracts the top-d eigenspace of 3 _; w;k;.

Convolution and convex combination have the right distributive property.

Proposition 4.5. (w P + -+ w,PH) « P = w  PF x Py + -+ +w, P x Py
Proof Let k;, be the dual kernel of the left, and kr be the dual kernel of the right. It
suffices to show that 7, = T},,. Using what was proved earlier, we have

Ty, = Tro(un Ty, + -+ + w0, Ti )Ty = Wi Tho Ty Thop + - -+ + 0 Thy The, Thoy = T
as desired. ]

Remark 4.6. The left distributive property does not hold, that is, P\ x (w1 P;" + -+ - + w, PF)
and w1 Py” x P;F + -+« +w, Py x Pt are not necessarily equal.

The hyperparameters we need to tune for the convex combination are the weights
wy, - - -, w,, which should be chosen based on the associations of the contexts. Usually, if
a context is very weak or strong, then we would give it a small weight to limit its impact.
For example, in RLHF we have two contexts: the alignment context and the reference
model context. The alignment context has a strong association—for a given prompt,
there are multiple possible valid completions A, but alignment selects a small number
of preferred completions from all valid ones. Consequently, alignment reduces the con-
ditional entropy H(A|X), so A has a stronger association with X. The more selective the
critic, the stronger the association. On the other hand, the reference model context has
a moderate association, provided that the reference model is well trained. Therefore, in
practice, people usually give a much larger weight to the reference model context than
to the alignment context, so that the model will not be too different from the reference
model.

Convex combination is usually used to balance strong and weak associations. It can
also be used when all contexts have very strong associations. In this case, we want to
select the wy, - - ,w, that weaken the association as much as possible. We show that
this can be achieved by playing a zero-sum game between a ®-player who learns the
encoders, and a w-player who picks w to maximize the loss of the ®-player. The game
has the following minimax form.

¢:Xr—r>1n§21qr2}jje—>Rd Jax LUy, U w) = ijl w;R; s.t. Covp,[®] =1. (4.1)
¢ is allowed to be randomized, that is the ®-player can use a mixed strategy. Obviously,
the w-player has an optimal pure strategy, so w need not to be randomized. Let us
analyze the Nash equilibrium of this game. First, notice that the ®-player only needs to
pick ®. Once ¢ is picked, the optimal ¥;’s can be determined as follows.
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Algorithm 2 Convex combination: Solving the minimax game

Input: Step size n > 0

. Initialize encoder ® : X — Rd, and V; : A; — R%if needed; w « [1/r, -+ ,1/7]

2: for training stept = 1,2,--- ,T do

3. Fix w, and find the optlmal (ID ¥; to Eqn. (4.1)). Denote the optimal & at step ¢ by Pt
4

—_

Compute Ry, -+, R; Update w; < w;j - exp(nR;), then normalize w; < <= Jl o
5: The ®-player picks the uniform distribution over ', ®% ... ®* (a randomized ®)

Proposition 4.7. Suppose context j has pair access. Then, when ® is fixed, the optimal V; that
minimizes R is Vi =T/, P.
J

Proof This is the same as the proof of Theorem [2.11] |

When both players play optimally and the game reaches Nash equilibrium, the value
of E¢[L(P, ¥y, -, V,;w)]is called the value of this game, denoted by L£*. The expecta-
tion is taken over the randomness of ®. The following result gives the optimal strategy
of the w-player, and the formula for £*.

Theorem 4.8. Let 1 = M\g(w) > A\i(w) > --- be the eigenvalues of T,y +..tw, k.- Let w* be
the optimal strategy of the w-player. Then, the game value of Eqn. ([&.1)) is
d d
Lr=d-— Ai(w™),  and w* minimizes Z'—1 \i(w) over all w € A",

=1

Proof For a fixed w, when ® learns the contexture of 3 jwik;, the loss is L = d —
S°% , \i(w). Thus, the optimal w* that maximizes £ must minimize 7, \;(w). [

To solve this game, we can use an algorithm similar to the Hedge algorithm in online
learning [42]]. The algorithm is listed in Algorithm[2] A standard resultin onlinelearning
shows that this algorithm can find the value of this game.

Theorem 4.9 (Proof in Appendix|C.2). Let R}, be the loss R; in step t. Suppose there exists a
constant C > 0 such that Rt < C holds for all t, j. Denote L(w) = + Zt ) (Z;Zl wﬂ%é-). If
Mogr vhhere T > log r, then

="our
- 2C/1 2C/1
sup L(w) < max  min g w;R; + TNVOBT ey £7
wEAT+1 wEAT+1 (bvlpla"':\llr \/T ‘/T

which implies that L(w) — L* as T — oo.

Convex combination cannot be used when all contexts have weak associations, be-
cause the decay rate of its eigenfunctions is upper bounded by that of the strongest con-
text. That is, convex combination cannot make the association stronger.

4.3 Concatenation

Concatenation is easy to implement: For each context j, one trains an encoder ®;, and
then concatenates them into a single encoder by ®(z) = [®4(z), - , ®,(x)]. Concatena-
tion is used when all contexts have weak associations. We cannot learn rich features from
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Base operation Concatenation Convolution Convex combination
When to use? | All weak associations All strong associations Mixed weak/strong

Table 4.1: When to use each base operation of mixing contexts.

a context with a weak association, but if we have several such contexts and concatenate
them, then the features will be richer. Since concatenation could lead to redundant fea-
tures that increase the sample complexity, it should not be used for contexts with very
strong associations.
To further elaborate on concatenation, let us suppose X is a finite set, and |X| = N.
Then, the dual kernel of each context j is an N x N matrix denoted by K ;. The dual kernel
K, 0

K,
of the concatenation can be understood as . , whose eigenvalues are

0 K,
the union of the eigenvalues of every individual K. Therefore, the eigenvalues of the
concatenation decay more slowly than those of any individual context.
The hyperparameters of concatenation are the dimensions of ¢4, - - - , ®,, denoted by
di,--- ,d,. One good way to select them is the following: first, estimate the singular

values s\, s ... of each context j using the post-hoc approach in Section then,
select dy, - - -, d, such that 3((111)+17 SEZ)H, e SS;)H are all close and small.
Table4.1|summarizes when to use each of the three base operations. We can see that

these three operations cover all possible scenarios.

4.4 Application to Tabular Data

The methods of mixing contexts provide us with an opportunity to create better contexts
almost effortlessly. Here we test these methods on real-world tabular datasets. We focus
on tabular data for two reasons:

(i) Itis important: Tabular data is the most common type of data in industry.

(ii) Itis challenging: So far deep learning has not been as successful on tabular data as
it is on other modalities. In particular, XGBoost [22]] has long been the state of the
art on tabular data.

There are several complications of tabular data that make it more difficult for deep
learning than image and text:
(i) Heterogeneous features, such as categorical and numerical columns.
(ii) Features have different meanings, unlike e.g. images where all features are pixels.
(iii) Much lower signal-to-noise ratio than other modalities, and missing values (NaNs).

Setup. We use 118 datasets and run a grid search on tens of thousands of hyperpa-
rameter combinations for each method and dataset. Using a large number of datasets
and hyperparameters ensures that the bias of dataset and hyperparameter selection is
reduced as much as possible. We focus on prediction tasks, and use 98 classification
datasets and 20 regression datasets (labeled reg—20). The 98 classification datasets fur-
ther consist of 56 smaller ones (labeled c1s-56) with fewer than 1500 samples, and 42
larger ones (labeled c1s-42). All datasets are real-world datasets from OpenML [146],
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\Linear Rand-Forest CatBoost XGBoost MLP ResNet FT-Transformer TabPFN

cls-56 Perf | 79.03p2s 82.01p3; 82.79029 82.03p30 83.59029 83.630.20 82.84¢30 82.96¢.30
cls—-56 Rank | 5.38 493 411 5.00 3.14 2.95 3.84 3.75
Prior work* 61 76 85 74 57 77 75 84
cls—42 Perf | 85.05009 89.03¢.0s 89.71lp09  90.430.0s8 90.04010 90.03p09  90.42¢ 09 87.980.08
cls-42 Rank | 6.26 4.36 4.07 2.83 3.17 3.05 2.81 5.10
reg—2 0 Perf 56.601_20 78.760_43 80.350.37 80.260_41 78.220_41 78‘370_44 574105(, N/A
reg-20 Rank | 6.40 4.10 3.20 2.55 3.30 3.65 3.95 N/A

Table 4.2: Baseline average performances (accuracy or R*-score) (%) and rankings. Stan-
dard deviations reported in the subscripts. *For c1s-56, we compare with the numbers
reported in the prior work by [[105, Table 2], whose caption says “57 data sets” but one
data set is actually duplicated.

and they cover a wide range of domains. We use 10 train-val-test splits (which we call
10 folds) for each dataset and report the standard deviation of performance. For evalua-
tion, our metrics are the accuracy for classification, and the R2-score for regression. We
consider two performances close if their difference is less than one standard deviation.

Baselines. We start by evaluating the baseline methods and two recent methods that
are widely compared to in the literature—FT-Transformer [49] and TabPFN [65]. Ta-
ble 4.2 reports the average performances and rankings of eight baseline methods. For
the rankings, we rank the methods from 1 to 8 on each dataset (ties get the same rank-
ing) and take the average for every method. From the table we can see that:

e Compared to the prior work [[105], most methods (except CatBoost and TabPFN)
get much higher performance in our experiments. In their paper, ResNet was re-
ported to be much better than MLP, which is not very reasonable. On the other
hand, in our experiments, MLP and ResNet have almost the same performance.
This shows that careful hyperparameter tuning gives us more accurate baselines.

e To our surprise, MLP and ResNet perform the best on the 56 small classification
data sets, though conventional wisdom suggests that deep learning is bad on small
data sets. However, XGBoost has a much higher performance than MLP on the 42
larger classification data sets and the regression data sets. Based on this observa-
tion, we use MLP and XGBoost as our main baselines.

Methods. We consider the following four types of contexts:

(i) Y-Linear kernel (Y-Lin): We use the centered linear kernel on Y defined after The-
orem that is k(y,y") = (9, 7'). More specifically, we use an STK of the kernel,
which transforms all eigenvalues above threshold ¢ = 0.1 to 1 and the rest to 0.

(ii) XGBoost (XGB): An XGBoost model consists of d; trees. We construct a teacher
model @, : X — R%, where each dimension is the output of one tree.

(iii) SCARF [4] (SF): Randomly masks some columns and replaces them with ran-
dom values sampled from Unif[c,yin, Cimax), Where cpin and ¢y« are the smallest and
largest values of this column in the training set.

(iv) Cutmix (CM): Randomly masks some columns and replace them with values from
the same column but other random rows.

We use @ to denote concatenation. For example, “@® XGB” refers to concatenation
with the XGBoost teacher model. We use “+” to denote convex combination, where the
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‘ XGBoost MLP Y-Lin SCARF Cutmix SCARF + Y-Lin Cutmix + Y-Lin

cls—56 Perf 8203030 8359029 8358031 8208030 8193050 8349052 83.64032
cls—-56 Rank | 4.89 2.96 3.25 4.00 4.18 3.36 3.05
cls—42 Perf 90-430.08 90.040‘10 90.600,07 8815009 88.060,09 90~550.08 90.560,08
cls—42 Rank | 3.19 3.12 245 4.81 4.88 2.45 2.50

Table 4.3: Results on the 98 classification datasets.

‘ XGBoost MLP Y-Lin SF+Y-Lin CM+ Y-Lin (SF + Y-Lin) & XGB (CM + Y-Lin) & XGB

80.260,41 78‘220_41 78.800(61 79.17()‘45 78.990_53 81.070.47 81‘040_52
3.55 3.95 3.90 3.60 4.10 2.50 2.65

reg-20 Perf
reg-20 Rank

Table 4.4: Results on the 20 regression datasets. We omit SCARF and Cutmix because
their performances are low.

weights w are the minimax weights in Eqn. (4.1).

Results. Table[.3reports the performance of seven methods on the classification datasets.
We can see that only using SCARF or Cutmix leads to pretty bad performance, largely
because their association is too strong, as shown in Section However, when they
are mixed with Y-Lin, the mixture has a weaker association, and thus the performance
becomes much better. The performance of Y-Lin is very close to MLP on the 56 small
datasets, but much higher than MLP on the 42 large datasets. This suggests that repre-
sentation learning usually works better with larger datasets.

Table 4.4 reports the performance of seven methods on the regression datasets. We
can see that Y-Lin is better than MLP but worse than XGBoost. Mixing Y-Lin with SCARF
or Cutmix slightly improves the performance, and concatenating with XGBoost further
significantly improves the performance. The mixture of SCARF, Y-Lin and XGBoost
achieves a much higher average performance than XGBoost.

The above results show that if we mix the right set of contexts, then we can achieve a
higher performance than a single context. Moreover, on all three benchmarks our meth-
ods significantly improve over XGBoost, and on all but c1s-56 our methods signifi-
cantly improve over MLP. These experiments showcase the practical value of the contex-
ture theory. Note that these experiments are only a start, and we expect there to be a
large room of improvement if we can find better contexts for tabular data.

In summary, when we have multiple contexts with either strong or weak associations,
we can mix them to obtain a better context with a moderate association. This chapter in-
troduced three base operations: convolution, convex combination and concatenation.
While mixing multiple contexts is a useful method, to achieve a revolutionary break-
through, we still need to create new contexts that are completely different from existing
ones. In other words, we are not suggesting that context scaling can be achieved by solely
mixing existing contexts.
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Chapter 5

Statistical Learning Bounds for
Representation Learning

This chapter studies representation learning in the finite sample regime, that is when
there are only finite pretraining and downstream samples, how well one can learn the
encoder and the downstream predictor. Recall that the prediction error can be decom-
posed as the sum of the approximation error and the estimation error. The key takeaways
of this chapter are summarized as follows.
(i) When the embedding dimension d increases, the approximation error decreases,
but the estimation error increases.
(ii) The approximation error consists of two parts: (a) the distance from the target
function to the function class; (b) how well the function class can be approximated.
(iii) Contexture learning (extracting the top-d eigenspace) can be viewed as a spectrally
transformed kernel (STK). It transforms all eigenvalues other than the top-d to be
zero. It loses some information, but achieves the fastest eigenvalue decay.
(iv) Other STKs such as the inverse Laplacian are popular in semi-supervised learning,
because they are more efficient than extracting the top-d eigenspace.
This chapter first defines the context complexity, and then proves the generalization
bounds for contexture learning. After that, we generalize contexture learning to spec-
trally transformed kernel regression (STKR), and prove generalization bounds for STKR.

5.1 Context Complexity

So far, our intrinsic evaluation of a context has only relied on the singular values of the
context. However, the singular functions of the context, particularly their smoothness,
also have a great impact on the generalization performance. Consider two contexts with
similar spectra, but the first one has smoother singular functions than the second one.
Then, given the same number of pretrain samples, it is easier to approximate the top-d
singular functions of the first context. The context complexity is defined to mathemati-
cally characterize such smoothness.

Definition 5.1. The context complexity of P" is defined as r := ||k} H}f, such that

kx(z,z) = ZS?M(Z‘)2 = / P+($]|;2g(a|$)da =D (P*(|z) || Pa) +1 < K

holds for Py-almost all z:, where D,2(P || Q) = [ (g—g — 1)2dQ is the x*-divergence.
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Figure 5.1: Left: Three mask-type data augmentations on the hypercube data model.
Right: Their theoretical k*¢* with different mask ratio a.

This x was initially introduced as the augmentation complexity by [167]] in the context
of self-supervised learning. If « is finite, then k* > [ k3 (z,z)dPx(x) = Y s?, which
means that 7}, is a trace-class operator. If % is the centered kernel of k%, then k(z,x) =
S sy sipi(2)? < k* — 1. Usually x > 1, so we use k(z, ) < x? for simplicity.

Now let us see some examples of masking, and estimate their context complexity.
Intuitively, the context of a data augmentation is more complex if the augmentation is
stronger, that is the association between X and A is weaker. For masking, the mask ratio
clearly controls the context complexity. In addition, the complexity also depends on the
type of masking. For example, consider a checkerboard-style masking, where for any
two adjacent pixels, exactly one of them is masked. This masking has a mask ratio of
50%, but clearly it is much weaker than the one that puts all 50% masking on the center
of the image where the object is located. The context complexity provides a quantitative
way to measure the strength of a data augmentations of different types.

Hypercube datamodel. Consider the hypercube data model introduced by [122]]: X =
{—1,1}**, and Py is the uniform distribution over X. Consider three random masking
methods similar to those studied in [20]]: (i) Independent random masking; (ii) Cutout-
like block masking [35]]; (iii) BERT-like masking. See Figure[5.1] (left) for an illustration.
Denote the mask ratio by a. Let us compute the x for these three masking methods,
which are denoted by &, k., Ky, respectively.

Example 5.2. Consider a random masking augmentation, i.e. for any x € X, each coordi-
nate 9 is randomly and independently masked to be 0 (i.e. 0 denotes the [MASK] token) with
probability € (0,1) . Then, its context complexity is given by k? = (2 — a)%,

Example 5.3. Consider random block masking, i.e. masking x®, 201 ... 247D for p =
[ady] and a uniformly random i € [dy — 7], for any x € X. Then, k2 < [2(17%)]dx,

Example 5.4. Consider random block masking with flipping, where for any x € X, first
mask @ ... 2D to be 0 for r = [ady] and a uniformly random i € [dx — 7], then
randomly flip the sign of each remaining coordinate independently with probability 5. Then, its
context complexity is bounded by r3 < [(a? — 2o + 2)(17/2)] @,

See Appendix for the derivation of the above . Figure|5.1| (right) plots the /%
for all three examples. We can see that x becomes lower as the mask ratio « increases.
Moreover, when o € (0, 1) is fixed, Cutout-like masking has a lower « than indepen-
dent random masking, and BERT-like masking has a lower « than Cutout-like masking.
Cutout has a weaker association than random masking, and BERT has an even weaker
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Figure 5.2: Histograms of log k% (x,z)? for random masking on wikipedia-simple
with mask ratio a. The dashed vertical line in each plot indicates the 99" percentile.

association. Thus, these examples show that « is lower when the association is weaker.

Another observation is that all three x have an exponential dependency on dy. This
is a manifestation of the typical curse of dimensionality in high-dimensional statistics.
One way to make s polynomial in dy is to use a context with very weak association, such
as a very strong data augmentation. For example, if A is a finite set with a small size,
then s will be polynomial. However, contexts with such weak association usually lead to
substantially worse performance in practice. The bounds to be proved in this chapter de-
pend on x polynomially, meaning that they are not really useful in the high-dimensional
scenario. In practice, however, representation learning can still achieve good perfor-
mances when the data dimension is high. How to address this discrepancy is posed as
an open problem.

Real language models. Now let us estimate the « of some real language models. We
use the NLP dataset wikipedia-simple, and consider the context of masking tokens,
where z is a complete text whereas a is a masked version of z. Recall that x? is an upper

bound of k% (z,z) = [ %ﬁ;(“'x)da. For a fixed z, this integration can be estimated
with Monte Carlo (by sampling a set of a« ~ P*(:|z)), and then x? can be estimated b
y pling y

its maximum over x € X. For x = [V ... 2] where 2(¥) is the i*" token, we have
log PT (z]a) = log P* (2 |a) +log P* (x(2)|a, W)+ +log PT (2 |a, W, 7).

We can leverage a bi-directional masked language model such as a BERT, and then
compute P+ (z"|a, z(<?) auto-regressively: For each i € [I], use the BERT to output
P*(z®a, <)), and then replace a¥) with 2(¥) for i +1. As such, we can estimate P*(z|a),
and Px(z) can be estimated by P*(x|ag) where qy is a fully masked text.

A natural idea is to estimate k¥ (z,x) for a random subset of samples, and output
their maximum as an estimate of x*. However, this approach has two issues. First,
sup, k% (z,z) is statistically impossible to estimate from a subset of data without any
extra assumptions on the distribution of £ (z,z). Second, almost all real datasets con-
tain outliers, which are very different from most samples. These outliers have very large
k% (x,z), but given that these outliers have little impact on the actual pretraining, we do
not want to take these large k7 (z, ) into account. To fix these two issues, we can use the
99t percentile of k¥ (z, ). First, the percentile can be estimated with a finite confidence
interval via sampling regardless of the distribution of k¥ (z, z) [54] Section 5.2]. Second,
we get rid of the outliers if they are fewer than 1 percent. Figure[5.2)plots the histograms
of log k% (z, z)? for random masking on wikipedia-simple. The dashed line in each
plot indicates the 99" percentile. We can see from the plots that the 99" percentile is a
good choice, as it picks out the outliers where k% (z, x) is too large.
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Figure 5.3: Left: Estimated log x? (99'" percentile) on wikipedia-simple, whichis the
average of five runs with different random seeds. Right: Downstream performance on
QNLI and SST-2. The solid line is the test accuracy and the dashed line is the train-test
gap. The highest test accuracy is labeled on each plot.

Figure 5.3| (left) plots the 99 percentile of log 2 of four contexts: random masking,
random masking with flipping, block masking, and block masking with flipping. Mask-
ing randomly masks « of the tokens. Masking with flipping masks a/2 of the tokens
and replaces another «/2 of the tokens with random tokens. Note that this replace rate
is higher than the common 80-10-10 strategy in NLP, because we want to magnify the
effect of flipping. From the plot, we can see that the complexity drops as « increases as
expected. One observation is that the “Random + Flip” curve intersects with “Block”
and “Block + Flip”, suggesting that block masking has a stronger effect when « is small,
whereas flipping has a stronger effect when « is large.

Figure (right) plots the real downstream performance of BERT with different
mask ratios on QNLI [[149]] and SST-2 [[130]. The models are roberta-large trained
with the fast pretraining recipe in [[158]]. The context is random masking without the
80-10-10 strategy. At downstream, the encoder is fine-tuned along with the linear head
following common practice. From the plot, we can see that the highest test accuracy
(solid line) is achieved at @ = 0.15 on QNLI and at a = 0.40 on SST-2. This is because
the association between X and A is moderate when « is neither too big nor too small.
The dashed line is the gap between the train accuracy and test accuracy. On QNLI, the
gap monotonically decreases with «; on SST-2, it is U-shaped, with the lowest at o« = 0.40.
We will come back to explain this observation after we prove the generalization bounds.

5.2 Generalization Bounds for Contexture Learning

Suppose there are m pretrain samples x4, - - - , z,,, and n downstream samples 71, - - - , Z,,
jointly i.i.d. sampled from Py. Usually m > n. This section proves an error bound when
an encoder is learned with x4, - - - , x,,, and then a predictor is fit with 4, - - - , Z,,. Assume
that the context has kernel access, and assume that the kernel k that we have access to is
the centered kernel of k3. In practice there could be a difference between k3 and k, but
since this difference depends on what k£ we have, this is not something we can analyze
in our study of generalization. Therefore, for simplicity we ignore this difference. The
scenario where the context has pair or transformation access will be discussed later.
Let s7, u; be the actual eigenvalues and eigenfunctions of T;. The empirical top-d
eigenfunctions of 7}, can be estimated with kernel PCA as introduced at the beginning
of Chapter 2, which is reiterated as follows.
(i) Compute the Gram matrix G € R™*™ : G[i, j| = k(z;, x;).
(ii) LetA; > Ay > --- > ), > 0be the eigenvalues of G, with orthonormal eigenvectors
v1,- -, Uy. Note that A\; has the same order as m, so it can be much greater than 1.
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(iii) Assume that \; > 0. Let ¢;(x) = \/LY > iy viljlk(z, x5), for i € [d].

Although ideally we would like a bound for any target function in 7. (P*), we cannot
prove a universal bound for the entire F.(P*). To see why, consider the following ex-
ample. Suppose f* is a (1 — ¢/2)-compatible function that is easy to learn, and || f*|| = 1.
Suppose there is a ;1p with an extremely large D, such that the functiion is very noisy
and it has large values on all the samples we have. Let f' = f* + {up. It is easy to show
that f' € F.(P"), but learning f’ with the samples we have is impossible. In order to
make learning possible, we have to get rid of the extremely noisy components.

To this end, we define a variant of the induced RKHS in Section

Deﬁnition 5.5. Define the induced RKHS of k as H;, = {f = >_ sjuip; | > u? < oo}. For
= > uifti, fo = Y vipti € Hy, define their inner product as (f1, fa),, = D “*.
Note that H;, is a subset of L?*(Py), rather than LQ( 4). Obviously #Hy, is the RKHS

of k, that is for any f € H;, we have (f,k(-,z)),, = f(z). In particular, we have
(k(- ), k(-,2"))y, = k(z,2’). This implies that for all i i,j € [d], we have

(60 = 732 3 wldosl >k(-,xr»,{k—ﬁvicvj—mi—ﬂ.

That is, ¢4, - , ¢4 are orthonormal in the Hilbert space H;. Note that when there are
finite samples, it is impossible to make ¢y, - - - , ¢4 orthonormal in L?(Py) since we have
no access to Py. Given Hy, define the following set of compatible functions.

Definition 5.6. The set of functions (1 — €)-compatible with H,, is defined as

Proposition 5.7. Fy, (PT) C F.(P™").
Proof Let f = >, uiu; € Fp, (P'). Then, >, u? > (1 — e)z “—12 By Cauchy-Schwarz
inequality, we have (3, sfuf)(Zz z—§> > (32, u2). Thus, 3, s2u2 > 3, ul. |

-y

fyk(P+) {f € Hy

The following lemma can be proved in the same way as Lemma [3.8, which is left as
an exercise to the reader.

Lemma 5.8. Forany fi,--- , fa € Hy, such that (f;, f]> = 1[i = j], we have
1 fillp, 4+ [ fall by < 834+ 83

Approximation error bound. Our goal is to prove a universal bound for Fy, (P").
First, let us bound the approximation error. Previously, the approximation error was
defined as the distance from f* to the span of ® in space L?(Py). However, since we
cannot compute the distance in space L?(Py) with only finite samples, here we define it
with the distance in space Hj,. Specifically, let f3 be the projection of f* onto the span of
® in space Hy, thatis (f* — fo, fa);, = 0. Let f*— fo = Bfo, where 3 > 0and || foll;, = 1.
The above lemma implies that ||¢1]|5, + - + | @all 5, + I follp, < 83+ + 53,

Hence, to bound || fZ||, it suffices to prove a lower bound for ||¢; H?DX + e+ HqﬁdH?DX.
Using the definition of eigenvectors, it is not hard to show that .- 37" | ¢i(z;)* = i for
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all i € [d], which is the empirical L? norm of ¢;. Therefore, we need to bound two things:
(i) the gap between 2424 and s? + - - - + s2; (ii) the gap between the empirical L? norm
and the actual L? norm.

Using [13, Theorem 3.2], for any ¢ € (0,1), gap (i) can be bounded by

) VEET | 1
A > 874 85— = log 0 with probability at least 1 — —. (5.1)

m 1 7—
Gap (ii) can be bounded using classical generalization bounds with the Rademacher
complexity.

Definition 5.9. Let F be a function class. Let S = {x1,--- ,x,,} bei.id. drawn from Py. The
empirical Rademacher complexity of F on S is defined as

. 1 &
Re(F) =E,,..q, |Sup— oif(zi)],
S( ) 150 [fe.l?j' m lz:; f( )]

where o4, - - - , 0., are Rademacher variables, which are i.i.d. uniform random variables taking
values in {—1,+1}. The Rademacher complexity of F is defined as

R, (F) = Eg[Rs(F)].

Define the following function class:

Fom{F=fioi g

€ M Vi, g € [d], (i fi)y, =1l —J]}

Since ¢} + -+ - + ¢3 € Fy, it suffices to bound |1 > F(z;) — E[F(X)]| for all F € F,,
which requires R,,(F4) and a bound for |F/(z)|. Let ¢; = >, uijsju;, and U = (uy;) =

[wy, -+, ug4), which is a matrix with d columns and infinitely many rows. Then, U U =
I, Let M(x) = [sipu(x),s2p2(x),---]. Then, by Definition we have | M (z)|} =

S s2u;(x)? < K% for Py-almost all z. Thus, for Py-almost all x, we have
|F(z)] = |M(2)"'UU"M(2)| < |M(2)|5|UUT|, < x* forall F € F,.

Regarding fR,,(F;), we have the following result.

Lemma 5.10 (Proof in Appendix|[D.2). R,,(F;) < \/i%lﬁz.

Hence, by [[148| Theorem 4.10], with probability at least 1 — g we have

1 — K2 / 2

— Flx,)) —Ep |F(X)]| < —|2 2log — F

- ; (x;) re[F(X)]] < ﬁ( Vid + og 5) forall F' € Fy,
which implies that

2 2 M+ K 2
> — ). .
léalpy + -+ lallp, > = | 2V 2105 (5.2)

Combining Eqns. (5.1)) and (5.2)), with probability at least 1 — § we have

K2 6
16117 + -+ I @allpy = 87+ + 55— \/—m<2\/3+3\/10g5)-
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Thus, by Lemma 5.8, we get

I foll, < 830+ \/—<2\/_+3\/10g§>.

Leta = |]f¢||3{k > 31’2|]f¢,H?3X. Then, we have

171y (folley +BlAle,)* _ sta+ BUfollh, + (% + B)siloll,

« +ﬁ2 Hf H?-[k = ( 6)2 = (1 _ 6)2 - (1 — 6)2

With some simple algebra, we get

)
(Sl )8 <[5 (= 0+ slllly ) (07457 < [ = (1= o+ bl o 2

Note that || f* — foll,, = B, and [|[f* — fallp, = Bl follp,- Hence, we have proved the
following bound for the approximation error.

Theorem 5.11. Let fg be the projection of any f* € Fy, (PT) onto the span of ®, such that
(f* = fo, fa)y, = 0. Suppose (1 — ¢€)* < s3. Then, for any 6 € (0, 1), with probability at least
1 — 0 we have

_(1—5)2+81\/Sd+1+ <2\/_+3 logg) ”f*H?DX

s
15~ folly, < I,
’ st — 83, — (2\/_—1-3 logg> (1—e)?

_(1—6)2+81\/Sd+1+ (2\/_+3 log 5) | S%Hf*H?DX
s? — s> —”—2<2\/3+3 lo 9) (1€
17 8%4+1~ Um g5

assuming that the denominator is positive.

81
2
1f* = follp, <

Comparing to Theorem 3.4 we can see that this bound is fairly tight when 1 is suffi-
ciently large. The only differences are that the numerator has an extra term that is close

to s154+1 (S44+1 should be pretty small), and || f* H?DX is multiplied by (1—1)2

Estimation error bound. Next, we bound the estimation error of the predictor fit on
top of ® using the n labeled downstream samples. The bound consists of two parts:

(i) Assume that the labels are generated from f3(Z;). Let f be the learned predictor.
Then, the gap H f—fo H can be bounded using standard generalization bounds.
Px
(ii) However, the real labels are generated from f*(%;) instead of f(%;). Thus, we need
to bound the gap between f*(z;) and fs(Z;).
Let the downstream training set be {(Z;,v;)};—, i.i.d. drawn from a distribution Py y
with marginal distribution Py, and we assume the following moment condition [41]]:

1
Ep, (Y = f1(X)]"] < §T!0'2LT_2 for all » > 2 and Py-almost all z, (5.3)

for some o, L > 0. For example, if Y ~ N(f*(X),c?), then this condition holds with
L =o.Denotey = [y, ,ynl, y* = [[*(Z1), -+, [ (Zn)], and 5 = [fa(E1), -, fo(Tn)].
Then, yo = y — y* + y; consists of the original labels shifted by fs — f*. Part (i) bounds
the estimation error assuming that the labels are ys. Then, part (ii) bounds the gap
between ys and y.
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Part (i) Estimation error bound for kernel ridge regression. Let the downstream pre-
dictor be f(z) = w' ®(z). Here we consider an unbiased linear predictor for simplicity.
The proof when the predictor is biased is the same but a bit more verbose. Consider
fitting w with ridge regression given by

~ . 1 . Tx/~\)\2 2

w = argmin E(yq)[z] —w' ®(%)) + Bullwl; ¢,
where the regularization parameter /3, can change with n. When n is larger, typically

we would like 3, to be smaller, because we have more samples so can use a smaller
regularization to achieve the same level of generalization. Let f(z) = w ' ®(z). Note that

7 € Hy, and Hf‘

2
e ST w?| ¢y H?Hk — ||||3. Thus, the above regression is equivalent to a
2

f
k
Denote ® = [®(7;),- -+, ®(7,)] € R¥". A standard result in statistics shows that

kernel ridge regression on #j, where the regularization term is 3,

W= (8" + np,1,)  Pys. (5.4)

H f—fo i can be bounded using the results in [41]]. To use their results, apart from
the moment condition Eqn. (5.3), three additional conditions are required:
o Eigenvalue decay (EVD): Let (; > (3 > - - - be the eigenvalues of the RKHS. Then,
¢ < cli_% for some constant ¢; > 0 and p € (0, 1].
e Embedding condition (EMB): There exists a constant ¢; > 0 such that for any
f € M, Ifll < callflly,- Here | f]l, is the smallest B such that |f(z)| < B for
Py-almost all z.
* Source condition (SRC): There exists a constant c3 > 0 such that || f||,,, < cs.
Space H;, obviously satisfies (EVD) because its rank is d, so the condition holds for
any p € (0,1]. For f = fg, it satisfies (EMB) with ¢, = &, because for any z, € X', we have
Fw0) = (ko W, < 1l 1r(0, Vg and [6Gao, ), = (5 2wl =
> s?pi(z0)? < K? for Py-almost all z5. Moreover, assuming that f* is fixed, f = fo also
satisfies (SRC) with cs = || f*|| . /(1 — €) because || foll;, < [|f*]l5, -
With all these conditions, invoking Theorem 3.1 in [41]], we get the following.

Theorem 5.12. For any p € (0, 1] and sufficiently large n > 1 and n > 0, suppose we choose
b, = © (n_ﬁ) Then, there exists a constant A > 0 independent of n and 7, such that with

probability at least 1 — 4e", we have H f=fo| <si||f - fq>‘ , and
Px Hy
2 (g2 4 1Ny ) o ol e,
B 2 — ”f*”;x A (1-e)2 K rnax{L o }
- VB2 + +
Hf f‘b‘ He B 1—ez Bt n2\/B,

We can see that as n — oo, there is H f—fo — 0. when p is very small, we can

Py

think of this bound as O(\’;—%) In the ideal case, all singular values except the top-d are 0;
¢ | s2. This is the bound that we used

=1 %"

then, x* can be viewed as an approximation of
to derive the metric in Section[3.3
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Part (ii) Shift in the labels. The actual downstream predictor is given by
W= (8" +np,1,) Py, (5.5)

similar to Eqn. () Let f(x) = w' ®(x). Then, we have

2 _ 2
= (@27 +n5.1) " Bly — wa)
Hi

~112
f =
Hi

f- H [((IMI)T + nﬁnId)_I(I)(y - y@} TCID

Let Q = ®® " +np,1,. It suffices to bound ||Q*1<I>||§ and ||y — ys||5. To bound these,
we need the following lemma, which can be proved using the Rademacher complexity.

Lemma 5.13 (Proof in Appendix). Let F = {fifo | f1, [2 € H; [ fillsg, o 1 f2llg, < 1}
Then, R, (F) < \’}—% If m > n, then for any § € (0, 1), with probability at least 1 — 0,

2
H(I)TUHZ > g — /{2\/ﬁ<4 +24/2log 5) for any unit vector u € R
m

|Q~'®|% is equal to the largest eigenvalue of & T Q~2®, which is also the largest eigen-
value of Q2®® " by Sylvester’s theorem. Let §; > --- > {; > 0 and o, - -+ , g be the
eigenvalues and orthonormal eigenvectors of ®® " € R If ¢ = 0, then «; is also an
eigenvector of Q2®® " with eigenvalue 0. If £ > 0, then we have

Qoy = (22" +nB.I,)a; = (& + nby) v,

which implies that Q*a; = (& + n,)’a; = W@@Tai. Thus, «; is an eigenvector
of Q2®d " with eigenvalue ( S,;;i L We can therefore conclude that (@L—B)g> are all
the eigenvalues of Q ?®® . Meanwhile, by Lemma we have

fi=a, PP oy = Hqﬂaduz > %/\d - /{2\/ﬁ<4 +24/2log %)

2
When n > 4“ n (4+2,/210g 5) , we have &; > 24, which implies that || @~ 1P| < o

Remember that A1 has the same order as m, so we should view ), as also having roughly
the same order as m.

Regarding ||y — y<1>H2,1’c1sequaltoZZ 1F(xli where F(z) = (f*(z) — fs(z))?, and we
1

have already bounded || f* — fo ||H in Theorem We can bound F using Lemma

Corollary 5.14 (Proof in Appendix [D.4). With probability at least 1 — 6, we have

ly — yall5 « 2 . 2 K / 2
=2 T 2L — — - — .
n = ||f f‘l’HPX + ||f f‘DH’Hk\/ﬁ 2+ 210g 5

Next, note that G(z) = (¢ (w) @) ¢ F defined in Lemma 5.13, and

S (f@) - F@) - H@T(MF Fnidy) " @y~ ya)||) <y~ al

i=1
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because H(I)T (®®" + nﬁnId)_l<I>H2 < 1. Thus, using Corollary|5.14} we get
A 2 T/ _ <~ 0\2 2 g2 2
f—fHPXSE;O(a:i)—f(:BZ—)) + T 2+\/210g5>

ly — yall; 257 2
=1+ ——|2 2log =
LWV SR

n
311 Ad | g
< 3(17 = ol + 205 - foll, )

i

IN

2
where the last step uses n > 4%24 (4 +24/2log %) . Combining the above inequality with
d

2

Theorem |5.12] we obtain a bound for H f — fo

Py

Dependency on the context complexity. Our prediction error bound decreases with
x, meaning that the weaker the association of the context, the better the generalization
will be. Let us revisit the experimental results in Figure 5.3| (right). On QNLI, the train-
test gap decreases with the mask ratio a, which matches our bound. However, on SST-
2, the train-test gap first decreases and then increases. The reason is that our bound
assumes that f* € Fy, (P*), but as the association becomes weaker, 73, (P*) becomes
smaller and smaller. When the association becomes too weak, f* might no longer belong
to Fy, (P"), and our bound will no longer hold. In this case, further weakening the
association might make the train-test gap larger.

Pair/transformation access. The above analysis assumed that we have access to the
centered dual kernel of the context. What if we have pair or transformation access in-

stead? Recall that the dual kernel is k% (z,2") = [ %Wda. If we have transfor-

mation access, then we can assume that we have full access to P*(a|z) for any given
z. The main problem appears in the denominator, because we can only estimate P4(a)
by L 3" P*(alz;). Although their difference can be shown to be small if P*(a|z) is
assumed to be smooth in z, if P4(a) itself is very small, then a tiny estimation error of
P, (a) will have a huge impact on k% because it is in the denominator. For this reason,
we also need to assume that P, (a) is bounded away from zero for all @, in order to get a
reasonable generalization bound. Such a bound was proved in [167]].

The case with pair access to the context is even more challenging, because in this case
we have to estimate P*(a|z), so we need to consider the sample complexity of a as well.
Deriving a bound for this case is posed as an open problem.

5.3 Spectrally Transformed Kernel Regression

The previous section showed that fitting the linear probe with ridge regression is equiva-
lent to kernel ridge regression on a subspace of the induced RKHS, spanned by ¢, - - - , ¢4.
In fact, this is a special case of spectrally transformed kernel regression (STKR) [[168]].

Definition 5.15. Let k : X x X — Rbeap.s.d. kernel such that k(x,x') =30 Nipi(2) ('),
where \y > Ao > --- and p, jio, - - - are the eigenvalues and eigenfunctions of Ty,. Then, a
spectrally transformed kernel (STK) of k is defined as ky(x,z') = > s(Xi)pi(x)pi(x'),
for some transformation function s : [0, +00) — [0, +00) such that s(0) = 0.
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Figure 5.4: (a) A graph example where the kernel is the adjacency matrix. Shaded nodes
are labeled and white nodes are unlabeled. (b) In KRR, the unlabeled nodes are useless
and can be removed, so the graph becomes three isolated nodes. (c) With a two-step
random walk k?, z; and z, are connected, and x» and x5 are connected.

An STK has the same eigenfunctions as the original kernel. In general one would
like s to be a monotonically non-decreasing function, so that the spectral transformation
does not change the order of the eigenfunctions,

Example 5.16. If ¢y, - - , ¢q4 are obtained by kernel PCA described in the previous section, and
the downstream linear probe is fit using ridge regression, then this process is equivalent to doing
kernel ridge regression on an STK ks, where s(\;) = N;1[i < d] is called the truncation function.

STKR is extremely useful in a semi-supervised learning setting where there are much
more unlabeled samples than labeled samples. One might ask what is the point of using
an STK or extracting the top-d eigenspace, instead of directly performing kernel ridge
regression with k. The answer is that in many cases, regression with £ would fail, but
with k; it would not. This can be demonstrated with a concrete example. Consider the
graph in Figure[5.4| (a), where the shaded nodes are labeled but the white nodes are not,
and the context is that connected nodes are similar. Then, k can be the adjacency matrix
of this graph. Let 7, be the RKHS of k. Recall that given a labeled dataset {(z;, y;)},_,,
kernel ridge regression (KRR) with £ is given by

f € argmin {% > (@) -5’ + 6n||f|lik},

JeHk i=1
for which there is a classical Representer Theorem [[124, Theorem 4.2]:

Theorem 5.17. All minimizers of KRR admit the form f*(z) = 32", ak(zx, %;), where

J=1
2

+ 571 Z oziajk;(ii, ‘i'])

3,7=1

1 n n
€ arginf § - k(@ E)) — v,
o € argin nZ[Za] (T3, %) —y

ack? i=1 Lj=1

What this theorem implies is that KRR only uses the labeled samples, and the large
number of unlabeled samples are not used at all. This means that in Figure5.4{ (a), the
white nodes are not used by KRR. When all the white nodes are removed, the graph
becomes (b)—a graph with three isolated nodes, which is a useless context.

So what goes wrong here? The key is that the graph only says that z; and z, are
similar, and z4 and z, are similar. However, it does not say that xz; and z, are similar,
that is it cannot imply the transitivity of similarity on its own. Therefore, in the eyes of
this graph, z;, x5, x5 are three completely independent nodes, which is why the graph is
useless in KRR. However, STKR assumes that similarity is transitive, and this allows us
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Figure 5.5: Illustration of the multiscale smoothness induced by diffusion, producing the
chain Hy, O Hy1s D Hyz 2 Hys D - - -. The RKHS of the spectrally transformed kernel £;
is Hx, marked in bold, which is in this chain but not necessarily equal to any Hy».

to start at any point  and do a random walk up to some number of steps, and the node

we land on is still similar to z. For example, if we allow random walks up to two steps,

then the graph becomes Figure[5.4| (c), which no longer consists of three isolated nodes.
To formalize this idea of random walk, define the following power spaces.

Definition 5.18. A power space is an RKHS associated with kP for any p > 1, where
= Z A7 i (@) pa(2');
Hio = { = 3w

The proof of the following proposition is left as an exercise.

. <OO} <Z“Z”Z7ZUM‘>H _ U)Z\;ﬂ

kP

Proposition 5.19. For any p > 1, there is k"™ (z,2") = [ kP(z, 2)k(z,2")dPx(2).

This formula shows that when p is an integer, k” can be viewed as a p-step random
walk. When p is a real number, k” is essentially a continuous random walk, which is
called a diffusion process. This definition requires p > 1, because when p < 1, H» is
not necessarily an RKHS, due to the following classical result [124, p. 36].

Proposition 5.20. Let H be a Hilbert space of real-valued functions on X. For any x € X,
define an evaluation functional L, : H — Ras (L, f) = f(z). Then, H is an RKHS if and only
if forall x € X, L, is a continuous operator, that is there exists a constant M, > 0 such that
|f(x)| < M| fll;, forall f € H. (Note: sup, M, = oo is allowed.)

In the last section, it has been shown that M, = x when p = 1. Obviously, for any
p>1land f € H», we have ||f||Hkp > )\l_p||f||H Thus, H» is still an RKHS when p > 1.
However, when p < 1, it is easy to construct an example where H;,» is not an RKHS.

kP is an example of an STK, and {k”} ., forms a chain of function classes: L*(Px) D
Hir D Hyrs D Hyz O -+, as illustrated in Figure 5.5 We say that any function f € H,,
is smooth w.r.t. the kernel ks, and the diffusion process induces multiscale smoothness.
The kernel metric of k” is dy» (2, 2') = [[kP(x,-) — kP(2', )|y, = D° A (ilz) — wi(x'))?,
which is equivalent to the diffusion distance defined in [29].

The key result of this section is the generality of STK. Suppose the target function is
smooth w.r.t. a certain measure of smoothness. Then, under some mild conditions, the
class of all smooth functions under this measure must be the RKHS of some STK. This
is a quite insightful result because it essentially says that if we know how to deal with
Hy.,, then we can deal with almost any kind of downstream task.

Specifically speaking, each k” defines a measure of smoothness. We are interested
in a certain measure of smoothness called the target smoothness, which satisfies the
following condition: For any two functions f; and f,, if all £” say that f; is smoother than
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f2, then the target smoothness must also say that f; is smoother than f,. This is called the
condition of preserving relative smoothness. This is a weak condition, because usually
f1 is smoother at some scale p while f5 is smoother at some other scale q. However, if
f1 is smoother at all scales, then it must also be smoother under the target smoothness.
In addition, there are two more assumptions: (i) All smooth functions under the target
smoothness form a Hilbert space H,; (ii) H: C Hy.

To prove the result, we need to formally define the term “smoothness”.

Definition 5.21. For any Hilbert space H C L*(Py), the smoothness of f € H w.r.t. H is

i 2
defined as ry(f) = M
17,
Smoothness is an alias of compatibility, because r3(f) > (1 — €)? is equivalent to f
being (1 — ¢)-compatible with # as per Definition[5.6] The key result is as follows.

Theorem 5.22 (Proof in Appendix[D.5)). Suppose H, C My, preserves relative smoothness:
forany f1, fo € L*(Px), if g, (f1) > ra (f2) forall p > 1, then 4, (f1) > 724, (f2). Then, H,
is an RKHS, whose reproducing kernel is an STK for a transformation function s such that:
(i) s is monotonically non-decreasing;

(if) s(\) < M for some constant M > (;

(iii) s is continuous on [0, 4+00);

(iv) sis C* on (0,+00).

STKR is the generalization of contexture learning from representation learning to

semi-supervised learning. In semi-supervised learning, STKR is usually much more
efficient than extracting the top-d eigenspace. The following is a popular example.

Example 5.23 (Inverse Laplacian). Forn € (0, \;'), define ky such that k,” ' (z,2") = k= (2, 2)—
nk®(z,a"). k= and k° are STKs with s(\) = A\~ and s(\) = \°. Then, the reciprocal of s is
given by s71(\) = At —n > 0 for A € (0, \y], which means that s(\) = =2 Do PTIN,

2 2 2 = B
and |||, = 1713, = nllf1I3,.

The inverse Laplacian used to be very popular for semi-supervised learning, because
it can be implemented very efficiently via a method called label propagation [[170, 171]].

54 Implementation and Generalization Analysis of STKR

Now we develop the algorithms for STKR for a wide variety of STKs, including the in-

verse Laplacian. After that, we derive generalization bounds for the algorithms. In par-

ticular, we consider polynomial STKs with s(A) = > | m,\?, where 7, > 0 for all p.
Since k, = ) 7, m,k?, it suffices to show how to estimate k. For example, when

p = 2, we have k*(z,2) = [k(z,2)k(2/, 2)dPx(2) ~ A= >"" k(x, z;)k(2', 2;), that is
we estimate k> by Monte Carlo. Here, z,,1; = Z;. Recall that KRR does not use the
m unlabeled samples at all, but here we can make use of the unlabeled samples when
estimating £”. Similarly, we can estimate k” for all positive integer p as follows:
1. Compute Gram matrix G, € RUm+x(m+n) where Gy[i, j] = k(w;, 7).
2. Let k' = k. Define v;,(z) € R™" as vy (x)[i] = k(x, ;).
(@) T Gy vk (2)
(mtn)p1

3. Compute lzrp(:c, r') = iteratively for p = 2,3, ---.

Then, an estimate of k, is given by k, = P m,k?. One difference is that previously
we only use the m unlabeled samples to estimate the top-d eigenfunctions, but here we
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Algorithm 3 STKR-Prop for simple s Algorithm 4 STKR-Prop for simple s 1

IHPUt: Gk’/ Gk,n/ F/ S, 571/ Y, 7, € IHPUt: le Sil(A)/ /877«/ Y, €
1: Initialize: & + 0 € R” 1: Initialize: @ + 0 € R™™, g + [y,0,,]"
2: while True do 2: while True do
# Compute w = (G}, + nBuI,)& # Compute u = M6
3 a+ -Fav«<0ecR™™ 3 v+ 0eR™™
4: forp:qj...)?dov%gi’;_'_ﬁpd 4. forp:q—l,,0d00<_512+§p0
N A ” T
U F'v+mGrnt +nf,& A 5 w4 [(mf#@) [1:n), Om] +npBv
6: if ||u — yl|2 < €||y||2 then return & N
R . a<—u—19y,0<+60—~a
7. a+a—vy(u-—1y)

7. if |la||2 < €||y|| then return 0

use all (m + n) samples to estimate k. This difference is small in practice provided that
m > n. Later we will see why we can use all (m + n) samples in this situation.

We use G, € R"*" to denote the Gram matrix on the n labeled samples, and define
vn(z) € R™ as vy, (2)[i] = k(z, ;). Similarly, define Gy, », vk, 0, Gy, and vy_,,. Let f
and f be the predictor obtained from KRR with k, and £, respectively. The following
closed-form formulas can be derived from the Representer Theorem:

f(I) = 'Uk‘s,n(x)—rdv a = (Gks,n + nﬁnIn)_1y§

~1 (5.6)
f@)=v; ()& = (Gkn n nﬁnIn) y.

Here, y = [y1,- - , ys]. To obtain f, it suffices to solve A& = y for A = G, tnBal,.
Let us consider two scenarios: (i) s is simple: For some ¢, m, = 0 for all p > ¢; (ii) s~ is
simple: s7}(\) = Zg;é §pAP7T, such as the inverse Laplacian. Here “simple” means that
the polynomial contains only a few terms.

For scenario (i), directly computing A is slow because it involves lots of matrix-
matrix multiplications. A faster alternative is iterative methods, such as Richardson it-
eration [[119], which solves a linear system Az = b by iteratively computing ‘"1 =
) + v(b — Az)) for some v > 0. Richardson iteration is guaranteed to converge to
the solution when 7 is chosen correctly. While computing A is slow, computing Az"
is very efficient because it only involves matrix-vector multiplication. This method is
called STKR propagation (STKR-Prop), because it is a generalization of label propaga-
tion (Label-Prop) for the inverse Laplacian. Define F € R™*>*" as FJi, j] = k(z;, 7).
The algorithm is listed in Algorithm

The next question is, given &, how to efficiently compute f(z) for a test input 2?2 We
do not want to compute v;,_, (x), which involves another set of matrix-vector multiplica-
tions. An efficient way is that we can store the v computed in line 4 of Algorithm 3|in
the memory. Then, f(z) = 274" k(x;, )v[i] +m > iy k(Zj, x)alj] for any x € X, which
only needs O(m + n) time to compute.

For scenario (ii) where s could be complexbut s™(\) = Zg;(l) EpAPT" is simple, we can
no longer estimate G;_, . However, we can do the following transformation: Let Q =

10 &(:25)". Then, we have G;, Q = (m+n)(-2£)", where G € RU™mX(m+) s the

m+n m+n
Gram matrix of &, on all (m +n) samples. Therefore, we can efficiently compute G; Q=
for any vector x, and this motivates us to find a @ € R™+" such that Q0 = [&,0,,]". To
solve for 8, we need (m + n) linear equations. The last m elements of Q@ are all zero,
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which provides us with m linear equations. Since A& = y, the first n elements of AQ8
must be y, which provides us with another n linear equations. Overall, we can find 6 by
solving M@ = y, where

~ G "

Here, I,, = diag{1,---,1,0,---,0}, with n ones and m zeros. Once again, we can solve
for 8 using Richardson iteration. The algorithm is listed in Algorithm @ After running

this algorithm, we can store (-2 +71)7171(9 in the memory. Then, for any test input x, we can
compute f(z) with f(z) = vi(z)T (mG—an)T_IO in O(m + n) time.

Next, let us study the time complexity of these two algorithms. Assume that com-
puting k(x,2’) for any z, 2’ € X takes O(1) time. To start with, let us review a classical
result about Richardson iteration.

Lemma 5.24. Consider solving Ax = b with Richardson iteration, where A € R"*" is positive
definite, and x, b € R™. Let A\pax and A, be the largest and smallest eigenvalue of A, and let
T = imax be the condztzon number of A. Then, by choosing v = WT and setting the stop

criterion as || — x®||, < ||b]|,, the iteration stops in O(rlog ) steps.
Proof Let z* be the solution such that Az* = b. By w(t“) =z + 4(b — Az)), we

have (V) — z* = (I,, — yA)(z® — z*). If we start with (®) = 0, then this implies that

x* — ) = (I, — yA)'x*. When y = —2—, we have

& — 2|, < | I, = vA3 ]2, = (1 - m) |z*[], < exp <—m) [EPe

This implies that ||z — z®|| < 2exp< ’\#)Haz I, < 2exp(—1)|ja*|,. Thus,

Amax+Amin
the iteration stops when ¢ = O(T log —) Moreover, when the iteration stops, we have
|42® = bll, =772 — 2@, <7 7elb,- u

Let \; be the largest eigenvalue of 7. When m and n are sufficiently large, the largest
eigenvalue of G, , is close to ns(\;). Meanwhile, the smallest eigenvalue of A = G}, +
nB,1I, is atleast n3,. Therefore, T can be upper bounded by O(3,,'s(\;)). Moreover, each
iteration in Algorithm {3/ has a time complexity of O((m + n)?q). Thus, the overall time
complexity of Algorithm Blis O((m + n)?¢S, 's(A\1) log 1).

For Algorithm [} the analysis is similar but much more complex. We have the follow-
ing result regarding its time complexity.

Theorem 5.25 (Proof in Appendix|[D.6)). Let p(\) = S(A) = > o0 &pp, Where p(0) = & >
0. Then, p(X) is a continuous function on [0, +o00). Denote its maximum and minimum on
[0, \] BY pmax and puin. Then, with v = (n)\])~!, Algorithm {4\ has a total time complexity of

@) ((m + n)QM log [max { L M}] ), where &, is the exact solution.

Pmin € n/Banm”a*HQ

We have seen how to implement STKR when s is a polynomial. Now let us derive
the generalization bound for the general STKR. Define the following function class:

fe(Hks> = {f & Hks

2 2
115, < el fI, )
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This class is similar to Fy, (PT), and it contains functions with smoothness at least ¢!
w.r.t. Hy,. Our result consists of an approximation error bound and an estimation er-

ror bound. Recall the definition of f and f in Eqn. ( . The approximation error is

the gap between f and f*, and the estimation error is the gap between f and f. The
approximation error can be bounded by the result in [41]].

Theorem 5.26 (Proof in Appendix ). Let A\y > Xy > --- be the eigenvalues of Tj,. Let M
be given by Theorem Suppose the moment condition Eqn. (5.3|) holds, and the eigenvalues

decay by order p~! for some p € (0,1], that is s(\;) = O(i_%)for all i. Choose f3, = @(n_ﬁ).
Then, there exists a constant ¢y > 0 independent of n > 1 and 7 > kM3 (recall that
k* = ||k||.), such that

holds for all f* € F.(Hy,) with probability at least 1 — 4e~7, given that n is sufficiently large.

2
* < CQTQIQQM[(EHJC*H?DX + UQ)nfﬁ + max {LQ, /<2Me||f*||?3X}n711++2pp}
Px

Remark 5.27. [[41]] showed that the learning rate O(n_ﬁ) is minimax optimal, which means

that one can construct an example where the learning rate is at most O(n_ﬁ). When k* =

[k]l o < 00, one can always choose p = 1 because i - s(\;) < 3%, s(Aj) < M 3\ < Mr2
Regarding the estimation error, we prove the following result.

Theorem 5.28 (Proof in Appendix|D.8). Let A, be the largest eigenvalue o
Amax = Max {)\1, 5\1}. Then, for any § € (0, 1), with probability at least 1 — (5 we have

? s(A) B2k L llyll;
< 85(Amax) V| —— = 2 2log — :
< 8s( ) A( ) - p—— + og 51,

Pay A
This result requires )\, for which there is the following result.

f=f

Lemma 5.29 ([125], Theorem 2). For any § € (0, 1), with probability at least 1 — § we have

2 1
2\/§+\/1910g% .

M <+

K?2
vm+n
The key to prove Theorem is using the complexity of H;, to prove a uniform

deviation bound for ‘l%s(x, z;) — ks(x,z;)| for all x and i. Thus, we can see why we only
used the m unlabeled samples to extract the top-d eigenspace, but can use all (m + n)
samples in STKR. The reason is that for uniform deviation bounds, the function class
must be independent of the training samples. For the top-d eigenfunctions, the down-
stream function class is the span of ¢y, - - - , ¢4, and the proof of Theorem [5.12) was based
on this function class. This function class depends on the m unlabeled samples. If the n
labeled samples were also used, then the uniform deviation bound would not hold. On
the other hand, in Theorem the function class if #;,, which is independent of all

(m + n) samples. Hence, we can use all the (m + n) samples in STKR.

5.5 Empirical Study of Contexture Learning and STKR

This section conducts some experiments on STKR with the following goals:
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Classes Nodes Edges Train Validation

Cora 7 2,708 10,556 5.17 18.46
CiteSeer 6 3,327 9,104 3.61 15.03
PubMed 3 19,717 88,648 0.3 2.54
Amazon - Computers 10 13,752 491,722 1.45 1.45
Amazon - Photos 8 7,650 238,162 2.09 2.09
Coauthor - CS 15 18,333 163,788 1.64 1.64
Coauthor - Physics 5 34,493 495,924 0.29 0.29
DBLP 4 17,716 105,734 0.45 0.45
CoraFull 70 19,793 126,842 7.07 7.07

Table 5.1: Number of classes, nodes, edges, and fractions (%) of train/validation sets.

(i) Verify that STKR-Prop (Algorithms[3land[4]) works with general polynomial s, such
as the inverse Laplacian, and compare them to label propagation (Label-Prop).
(ii) Explore possible reasons why the inverse Laplacian works so well in practice, by
examining the effect of p on the performance when using STKR with s(\) = AP,
(iii) Compare extracting the top-d eigenspace with STKR and Label-Prop.

The experiments here focus on graph node classification tasks. The datasets used
are listed in Table and they all come from the PyTorch Geometric library [40]. Each
dataset is split into four sets: train, validation (val), test and other. Among them, train
and val contain labeled samples, while test and other contain unlabeled samples. Both
the transductive and the inductive settings are tested.

e In the transductive setting, the samples in all four sets are available at train time.
The learner hides the labels of val samples for validation. Thus, n is the size of the
train set, while m is the size of all other three sets combined.

e In the inductive setting, samples in the test set are invisible at train time. The
learner hides the entire val set (samples and labels) for validation. Thus, n is the
size of the train set, while m is the size of the other set.

Label propagation (Label-Prop) only works for the transductive setting, and is im-
plemented as follows: Let W be the adjacency matrix of the graph, such that Wi, j| = 1
if x; and z; are connected, and 0 otherwise. Let D be a diagonal matrix such that
Dli,i] =), Wi, j]. Let S = D :WDe. Following [[170], Label-Prop solves

(Im+n - ns)lg = ,g7 where Y= [ya Om]

Then, y contains the predicted labels for all (m + n) samples. On the other hand, STKR
works for both transductive and inductive settings. Its base kernel £ is defined as

k(x,2') = (m+n)

where W (x;, ;) = Wi, j]. For the transductive setting, D(z;) = D]z, i]; for the inductive
setting, D(z:) = D¢ test nodes "V (¥, 7;), that is the sum is taken over only visible nodes.

We use 1% of the samples as test samples. Each experiment is run with 10 random
seeds for splitting the dataset. The results are reported in Table|5.2} from which we make
the following observations:

e STKR works pretty well with general polynomial s(\) in the inductive setting. In
the transductive setting, the performance of STKR-Prop with the inverse Laplacian
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CS CiteSeer Computers Cora CoraFull DBLP Photo Physics = PubMed
LP (t) 79.07219  52.737.72 77.30505 73.33600 54.473024 66.44573 83.95575 843345  72.28555
Lap (t) 7896253 52.1276;  77.81504 T77.04574 53.8la3s 6542500 84.08550 84.22486  71.93456
Poly (t) 79.132.29 48.7951  76.72412 7148550 53.25354 6452490 79.21790 8445489  72.184466
TOpd (t) 7880322 4606108 80.80305 6926782 5036235 6486460 8461(,50 8320225 65385(,6
Lap (i)  78.42,5  46.06697  77.152464 67.78762  53.30304  65.20490 84.87565 83.11509  70.364s0
Poly (i) 79.02540 44.55915  71.97413 65.19911 5198383  64.52405 784275  84.68483 70.7640s
TOpd (1) 79.133_35 41.526_71 80.803_23 63.706_00 47.413,39 63.163_41 85-535.68 82.443_83 64.314_95
KRR (i) 131199 13.64593 26.35434 2852556  19.80920  44.803s6  33.95707  19.74146  20.762.06
Table 5.2: The test accuracy (%) of Label-Prop (LP), STKR-Prop with inverse Laplacian

(Lap), with polynomial s(\) = A* (Poly), with kernel PCA (Topd), and with s(\) = A
(KRR). (t) and (i) indicate transductive and inductive. Standard deviations are given
across ten random seeds. Best/second-best results are in bold /underlined.

Cora CiteSeer PubMed

g 0.8F T T T 9 0.6 T T T 71 0.8F T T T =
5 06| 104l | 06| —
o

< 04 sl | 04

ﬁ*) 0.2[- ! ! ! L \ ! ! ! ! 0'27\ ! ! ! L

1 2 4 6 8 1 2 4 6 8 1 2 4 6 8
p b p

Figure 5.6: Performance of STKR-Prop with s(\) = AP and 8 iterations. The best 3, with
the highest test accuracy is selected. Each experiment is run with 10 random seeds.

is similar to Label-Prop, and STKR-Prop with polynomial s is slightly worse. The
performance under the inductive setting is slightly worse than that under the trans-
ductive setting, which is reasonable since there is less information at train time for
the inductive setting. It is also worth noting that the running time of STKR-Prop is
similar to that of Label-Prop with the same number of iterations.

STKR with s(\) = A for p > 1 is much better than KRR (where p = 1). Moreover,
we test STKR with s(\) = AP for more choices of p € {1,2,4,6,8}, and report the
results on three data sets in Figure It is clear that a larger p leads to higher
performance. This suggests one possible reason why inverse Laplacian works so
well empirically: It contains &” for p = 1,2, -- -, so it can use multi-step similarity
information up to infinitely many steps.

Extracting the top-d eigenspace with kernel PCA can achieve pretty high perfor-
mance. Specifically, on 3 of the 9 datasets we use, such as Computers, STKR with
top-d truncation is better than Label-Prop and STKR with inverse Laplacian. This
shows that STKR with inverse Laplacian and STKR with top-d truncation plus ker-
nel PCA are two parallel methods—neither is superior to the other one.

In conclusion, this chapter first derived generalization bounds for contexture learn-
ing, that is extracting the top-d eigenspace with finite samples. The key quantity is the
context complexity, which reflects the smoothness of the eigenfunctions. Next, this chap-
ter introduced a more general formulation called STKR, and presented its implementa-
tion as well as generalization bounds. The key takeaway from this chapter is how the
context affects the sample complexity of representation learning.
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Chapter 6

Generalization Under Distribution Shift

The contexture theory characterizes the mechanism of representation learning, thereby
advancing the science of foundation models. However, one main assumption of the con-
texture theory is that the data distribution Py is fixed. This is a very strong assumption
that is hardly true in practice. In reality, the distributions of the pretrain data and the
downstream data are always different. Whether a model trained on one distribution can
still achieve good performance on another distribution is called the problem of out-of-
distribution (OOD) generalization. The main takeaway from this chapter is that OOD
generalization is extremely hard, both in theory and in practice.

There is a rich body of work on OOD generalization in machine learning, statistics,
applied probability and optimization [[12} 68115, 128]]. In deep learning, there are two
types of research on OOD generalization. The first type studies how to transfer a model
trained on one domain to another domain, also known as transfer learning [[111/] or do-
main adaptation [[151]]. The second type studies how to train robust models against
distribution shift, that is preserving the model’s performance on the new distribution.
Such research is valuable in safety-critical applications or domains where the data is
constantly changing, such as finance. Both types of research are relevant to foundation
models. For example, how to apply an LLM trained on Wikipedia to a dataset of Python
codes is the first type of research. How to make sure that an LLM always generates
proper responses to prompts it has never seen is the second type of research. The first
type is more related to the fine-tuning stage rather than the representation learning stage
of foundation model training. Therefore, this chapter focuses on the second type.

In representation learning, a foundation model is pretrained on one distribution P,
and then applied to another distribution (). This chapter studies an easier problem,
which is the standard problem in the literature: A predictor is trained on P and then
evaluated on (). We assume that the distribution shift only contains covariate shift,
where the ground truth target function is always fixed, and only the distribution of X
changes. In practice, there are two types of covariate shift [88]].

¢ In domain generalization, the support of () might contain samples that are not in

the support of P. This is the typical scenario in domain adaptation.

e In subpopulation shift, the support of () is a subset of the support of P. Alterna-

tively we can write ) < P, that is () is absolutely continuous to P. Mathematically
this means that for any set A, P(A) = 0 implies Q(A) = 0.

In the context of foundation models, it suffices to study subpopulation shift. There
are two main reasons. First, the pretraining set is very large, so it is very unlikely to have
test samples that do not appear in the pretraining set. Second, even in domain adapta-
tion, the common practice is to fine-tune the foundation model on the new distribution
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before using it. It is rarely the case that a model is used on a completely new distribution
without any fine-tuning. For these reasons, this chapter focuses on subpopulation shift
exclusively.

6.1 Reweighting and DRO

In subpopulation shift, P and () are different distributions on the same set of samples.
Thus, one can view () as assigning different weights to the samples than P. For example,
given a training set {(z;,y;)},_,, P is usually defined as the uniform distribution over the
n samples, while @) gives different weights to these samples. Since the model is evaluated
on (), we care more about those samples where () place larger weights than P, because
these samples have greater impact on the evaluation. We call them upweighted samples.

Empirical risk minimization (ERM) is the standard training algorithm in deep learn-
ing. It assumes that the training samples are i.i.d. sampled from the data distribution,
and minimizes the average model risk over the training samples. Let ¢(7,y) be the loss
function. Then, ERM minimizes the following empirical risk:

Reu(f) = 3 05 ().

However, if P and @ give different weights to the samples, then ERM could achieve
low performance on () if its risk on the upweighted samples on higher than average [[14),
67,[137]]. One common example of this is class imbalance, which was briefly discussed in
Section[2.1] In a classification task, if some classes are significantly smaller than the other
classes, then a model trained via ERM will typically have high risk on these small classes.
However, the model is required to have good performance on every class, meaning that
() places larger weights on these small classes than P. As a result, the ERM model is
poor in the class imbalance situation.

Given the above discussion, the most straightforward way to tackle the subpopu-
lation shift is reweighting, also known as importance weighting [[128]. The idea is to
assign a different weight P’ to the samples in the training loss, such that P’ = (). The
importance weighting (IW) empirical risk is

Q(z;)

Raw(f) = % >
=1

Note that P(x) and Q(z) are the weights of =, and they are not necessarily the density
functions. For example, in class imbalance, P(x) is proportional to the size of the class
of z. If the goal is to have good performance on every class, then Q(z) is the same for all
x. Consequently, Ryw divides the loss on each sample by its class size, thereby assigning
larger weights to samples in smaller classes. Note that this is different from Eqn. (2.2)),
which divides the sample loss by the square root of its class size.

Importance weighting assumes that we know @) at train time. What if () is unknown?
This is the more common case in training foundation models. The pretraining dataset is
a very large and comprehensive dataset, while the downstream task usually focuses on
only one domain, that is a small part of the pretraining data. However, since we may not
know the downstream task at pretrain time, we do not know which data it will focus on.

Distributionally robust optimization (DRO) is the most popular approach when
@ is unknown. It aims to minimize the model risk on the worst () whose distance to P
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is bounded by some p > 0. The distance from one distribution to another is also known
as a divergence function, and is denoted by D(Q || P). Note that D(() | P) might not be
symmetric, that is we could have D(Q || P) # D(P || Q). The DRO risk is defined as

Rop,p(f; P) = Sup {Exy)~olt(f(X),Y)] | D@ P) < p}. (6.1)

The constraint D(Q || P) < p comes from our prior knowledge about (). The following
are two examples of DRO.

Example 6.1. Conditional value at risk (CVaR) [38, Example 3] aims to maximize the
model’s performance on the worst o fraction of the data, for some fixed o € (0,1). For exam-
ple, CVaR is widely used in finance, where the model needs to perform well when the market is at
its lowest point. In this scenario, we have Q(z) < a ' P(z) for all z, that is the sample weight

under P is at least o times the weight under ). Thus, D(Q || P) = sup %, and p = o~ L.

Example 6.2. In group DRO (GDRO) [[121]], the data is divided into a number of groups, and
the model is required to perform well on the worst group. This is a common scenario in the field
of machine learning fairness. For example, a credit approval model is required to be fair across all
races. Then, the groups are defined by the races. In this case, P(x) and Q(x) are the weights on

the group of z, D(Q || P) = sup ggg, and p is the number of groups.

Both reweighting and DRO are quite heuristic, but do they actually work in practice?
The results are mixed. For example, balancing the classes can usually give the model
higher performance on small classes, but at the cost of the average performance. Mean-
while, [121]] showed that reweighting and DRO methods can overfit very easily, and they
usually require much stronger regularization than ERM, or early stopping. Furthermore,
[51]] conducted a large-scale empirical study, and showed the surprising negative result
that reweighting are not better than ERM on most real datasets. The authors argued that
reweighting were reported better in prior work only because the ERM baseline had not
been sufficiently tuned.

The rest of this chapter will show two reasons why reweighting and DRO might fail.
The first reason is related to the training dynamics of these methods. The second reason
is related to their sensitivity to the outliers in the dataset. Possible solutions to each
failure mode will be discussed. These analyses are based on my work [[164} 165} 166]].

6.2 Generalized Reweighting (GRW) Versus ERM

Let the input space be X C R, and we assume that all z € X satisfies |z, < 1.
Consider learning a target function f* : X — R using a training set {(z;,y;)},_,. Denote
X = (z1," ,2,) ER¥ and Y = (yy,- - ,yn) € R" For any function g : X — R™, we
overload notation and denote g(X) = (g(z1), - ,g(x,)) € R™*™.

The difference between reweighting and DRO is that () is fixed in reweighting are
fixed, while it is not in DRO. Here we present a general formulation called generalized
reweighting (GRW). At training step ¢, GRW minimizes the following weighted empir-
ical risk:

Ry (1) =3 a0 (i), 1), (6.2)
i=1
where ¢ = (¢, ¢{) is the sample weight vector, such that ¢+l =1

If ¢ does not change with ¢, we call it static GRW; if ¢ can change with ¢, we call it
dynamic GRW. Note that ERM is a special case of static GRW.
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Importance weighting is obviously an example of static GRW. Group DRO is an ex-
ample of dynamic GRW, and here is how it is usually implemented. Let there be K
groups. Denote the empirical risk over group & by Ry (f), and the model at time ¢ by
f®. For all k € [K], group DRO iteratively sets qf) = g,(f) /s, for all (x;,y;) in group k,
where g,it) is the group weight that is updated by

gl(ct) x 91(:_1) exp [szk (f(t—l))}
for some v > 0. The group weights are normalized so that ¢4 g =1 21
Proposition 2] showed that for convex settings, the Group DRO risk of iterates converges
to the global minimum with the rate O(t~/2) if v is sufficiently small.

The key result of this section is that GRW cannot improve over ERM, because the
models they produce are too similar. It relies on two key assumptions. First, the model
is over-parameterized, meaning that the number of parameters is (much) greater than
the number of samples. This is the usual case in deep learning. Second, the optimizer is
gradient descent with a sufficiently small learning rate. Our results also hold for other
gradient methods such as momentum SGD and Adam, as long as the training loss con-
verges to zero.

Let us first gain some insights from linear models, using an analysis similar to [52]].
Then, we will study neural networks.

Insights from linear models. Consider a regression task, where the loss ((7,y) = 1(§—
y)? is the squared loss. Consider using a linear model denoted by f(z) = (6,z) for
0 € R% . We assume that the model is over-parameterized, that is dy > n. The weight
update rule of GRW under gradient descent (GD) is the following:

o =gt — 772 qz‘(t)VQE(f(t) (i), 9:) = 09 =1 Z qz(t)(f(t) (@) — yi)wi, (6.3)
i=1 =1

where 1 > 0is the learning rate. We now show that, under some assumptions, as t — oo,
6™ must converge to a common ¢* for all GRW and ERM methods. The proof consists
of two steps. First, we prove that the training loss will converge to zero. In this case, as
longasxy,--- ,x,arelinearly independent, 0* must be an interpolator, which means that
(0*,x;) = y; for all i € [n]. Second, we prove that there is a unique interpolator 6*. The
interpolator only depends on the starting point /(%) and the training samples, but it does
not depend on the sample weights q'). These results require the following assumption
about the sample weights.

()

)

Assumption 6.3. There are constants qy,- - - , g, such that for all i € [n], there is q
t — oo. Moreover, min; ¢; = ¢* > 0.

— @q; as

This assumption says two things. First, the sample weights become stable after a
sufficient amount of training. It guarantees that the training loss will not change too
much between two consecutive training steps. Second, all samples have positive weights,
which means that no sample is deleted from the training set. This is important because
the unique 0* depends on the training samples. If samples were deleted, 6* would not
be the same. The following theorem shows that the training loss will converge to zero.

Theorem 6.4 (Proof in Appendix E)). If x1,--- ,x, are linearly independent, then there
exists a constant ny > 0 such that: For any GRW algorithm satisfying Assumption under

the update rule Eqn. () with n < 1y, the empirical ERM risk ﬁERM( f®) = 0ast — oo.
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Figure 6.1: Experiment results of ERM, importance weighting (IW) and group DRO
(GDRO) with the squared loss and L? regularization on six MNIST images with a linear
model. y is the regularization coefficient. All norms are L? norms.

When zy, - - , z, are linearly independent, Eqn. (6.3)) implies that 0+ —9(*) is always
a linear combination of z1,--- ,z,. As a result, for all ¢, () — 9(©) ¢ span{zy,--- ,z,}.
This is an n-dimensional subspace of R?. By Cramer’s rule, there is exactly one @ in this
subspace such that (4 + 0, z;) = y; for all i € [n]. Therefore, §* = § + 6 is unique and
independent of the sample weights. It only relies on ) and zy, - - - , z,,.

Finally, note that ERM is a special case of GRW. Thus, GRW produces the exact same
model as ERM, so it cannot improve over ERM. One way to solve this problem is adding
regularization. The regularization has two effects: (i) moving 01D — 0 out of the
span of zy,- -+, x,; (ii) preventing the model from achieving zero loss, that is interpo-
lating the training samples. Another solution is to add some new samples to (via data
augmentation for example), or delete som samples from the dataset.

Let us demonstrate this result with a simple experiment. The experiment is con-
ducted on a training set of six MNIST images, five of which are digit 0 and one is digit 1.
The two different digits define two groups. We use a 784-dimensional linear model and
run ERM, importance weighting and group DRO (with v = 1). The results are reported
in Figure in which (a) and (b) are the results when no regularization is applied.
From (a) we can see that the three models will converge to the same 6; from (b) we can
see that the training loss of all three models will converge to zero. Then, we apply L?
regularization and run the experiment again. From (c) and (d) we can see that when the
regularization is small, the training loss will still converge to zero, and the three models
will still converge to the same 6. From (e) and (f) we can see that the three models con-
verge to different points only when the regularization is so large that the training loss
does not converge to zero.

To conclude, we gain the following insight from the above analysis: Without a very
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large regularization, early stopping or altering the training set, GRW and ERM will pro-
duce very similar models, so GRW cannot be better than ERM.

Wide neural networks, regression tasks. With this insight, we now study neural net-
works. In particular, we focus on sufficiently wide fully-connected neural networks within
the neural tangent kernel (NTK) regime [77]]. The neural network is defined as

Wl

Vi,
Here o is a non-linear activation function, W' € R%+1x4 and W € R and d, = dx.
The parameter vector 6 consists of W --- Wl and b°,--- bl (§ is the concatenation
of all flattened weights and biases). The final output is f(z) = h**!. A wide neural
network has large dy, - - - , d;,. Moreover, the neural network is initialized as

Wi =
({=0,---,L—1) and et
b1 ~ N (0,1)

1(0)
{vvi,j ~ N (07 1)
1(0)
b, ~N(0,1)
Finally, we assume that ¢ is differentiable everywhere; and both ¢ and its first-order
derivative ¢ are Lipschitz, meaning that there exists a constant L > 0 such that | f(z;) —
f(x2)| < L||xy — x2]|, for all 1, z5. In the rest of this chapter, we will use wide NN to refer
to a neural network that satisfies all the above conditions.
The neural tangent kernel (NTK) is defined as ) (x,2") = Vo fO(2) TV, f©(2'). Our
result is based on the following NTK theorem proved in [[77]].

Lemma 6.5. If o is Lipschitz and d; — oo for | = 1,---, L sequentially, then ©©)(z, ")
converges in probability to a non-degenerate deterministic limiting kernel ©(x,x"). Here “non-
degenerate” means that ©(x, ') depends on x and ' and is not a constant.

The kernel Gram matrix © = (X, X) € R™" is a positive semi-definite symmetric
matrix. Denote its largest and smallest eigenvalues by A™** and A\™". Note that © is non-
degenerate, so we can assume that A™™ > (0 (which is almost surely true when d;, > n).

Theorem 6.6 (Proof in Appendix[E.2). Let ) be a wide NN trained by any GRW method
satisfying Assumption |6.3| with the squared loss. Let féQM be the same model trained by ERM
from the same initial point. Suppose d; = --- = d, = d, VofO(z1), -+, VofO(x,) are
linearly independent, and \™® > 0. Then, with a sufficiently small n, for any § > 0, there
exists D(X) > 0 such that when D(\) < d — oo, with probability at least (1 — &) over random

initialization, there is

limsup | fO(2) — figu(z)| = OV >0 forall x € R such that ||z||, < 1.
t—o00

This theorem says that on any test point = in the unit ball, the GRW model and the
ERM model produce almost the same output. Thus, the two models must have similar
OOD generalization performance. Note that for simplicity, we only prove for d; = --- =
d; = d — oo, but the result can be very easily extended to the case where d;/d; — «; for
[ =2,---, L for some constants a», - - - , ar, and d; — oc.

The key of proving this theorem is to consider the following linearized neural network:

(@) = FO@) + (80 — 9O, v, 1O (), (6.4)
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which is a linear model w.r.t. Vof©(z). If Vof(zy), -, Vof(z,) are linearly inde-
pendent (which is almost surely true when the model is overparameterized so that ¢ has
a very high dimension), then our previous insight tells us that the linearized network
will converge to the unique interpolator. It then suffices to show that the wide NN can
be approximated by its linearized version uniformly throughout training.

Now let us study the effect of L? regularization, with which the GRW learning objec-
tive becomes

Riw () =D a e (). y) + 56 = 07, (65)
i=1

Adding regularization does make a difference to the model regardless of how big p
is. However, to make it possible for GRW to improve over ERM, the regularization must
be large enough to significantly lower the training performance. Otherwise, the final model
would still be too close to the unregularized ERM model.

Theorem 6.7 (Proof in Appendix ). Let fr(éé be a reqularized wide NN trained by any
GRW algorithm satisfying Assumption [6.3|with the squared loss. Suppose there exists My > 0
such that ||V f©(z)||, < Mo for all ||z]|, < 1. Suppose X™™ > 0, 1> 0,dy = -+ = dp, = d,
VofO(zy),- -+, VofO(x,) are linearly independent, and the learning rate is sufficiently small.
If the empirical training risk of fr(et% satisfies lim sup,_, ., R( r(e%) < € for some € > 0, then as
d — oo, with probability close to 1 over random initialization there is

lim sup

reg
t—o00

189() = [u(@)| = O™/ + V&) = O(Ve) forall v € R such that |z, < 1.

Linear models, classification tasks. So far we have been discussing regression tasks.
We now move on to binary classification, where the label space is Y = {+1,—1}, and
the loss is the logistic loss (7, y) = log(1 + exp(—yy)). The big difference here is that the
logistic loss does not have finite minimizers. The logistic loss converging to zero means that
the model weight “explodes” to infinity instead of converging to a finite point.

Again consider the linear model f(z) = (#,z). Prior work has shown a couple of
negative results under this setting. For example, [[19]] empirically observed that impor-
tance weighting does not improve over ERM for linear models, and [[162] proved that for
importance weighting, as t — oo, [|§® |y — oo and ) /[0, converges to a unit vector
that does not depend on the sample weights, so it does not improve over ERM.

We extend these results to GRW. First, we show that when the training error goes to
zero, ) will converge to the max-margin classifier defined as

Oyv = arg max { min y; - (0, xz>}
o:fjo)l, =1 Li=hron

Theorem 6.8 (Proof in Appendix[E.4)). Suppose x1, - - -, x,, are linearly independent. Suppose
we use GRW such that forall i € [n], iminf,_,e ¢\ > 0. Ast — oo, if the empirical risk R(f®)
converges to zero and 01 /0", — w for some unit vector w, then u = Onin.

This result is an extension of [[133]]. It implies that all GRW methods including ERM,
if converge, must converge to the same point Ay that does not depend on the sample

weights qi(t). Next, we show that any GRW satisfying Assumption does converge.
Definition 6.9. A first-order differentiable function f on D is called L-smooth for L > 0 if

f) < F@) + (Vilhy— o)+ 5y —al}  forall s,y € D.
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An equivalent definition is that f is L-smooth if it satisfies
IVf(@) =V IWl, < Llle —yl,  forallz,y € D.

Theorem 6.10 (Proof in Appendix[E.5)). Suppose the loss function ((3, y) is convex, L-smooth
in y and strictly monotonically decreasing to zero as yyj — +oc. Consider the linear model f(x) =
(0,x). Suppose 1, - - -, x,, are linearly independent. For any GRW that satisfies Assumption
with q;, denote F(0) = > ", q;il((0, z;),y;). Then, for a sufficiently small learning rate n:
(i) F(0W) —= 0ast — oo.
(if) [0®], — coast — co.
(iii) LetOr = argming{F(0) : ||0]|, < R}. Or is unique for any R such that mine|,<r F(0) <
min; ¢;4(0,y;). And iflimp_, %R exists, then lim;_, . ﬁ also exists and they are equal.

This result is an extension of Theorem 1 in [79]. We show that the logistic loss satis-
fies the conditions of the above theorem and limp_, o, %R = Oyv in Appendix m Thus,
Theorem[6.8and Theorem[6.10]imply that for a linear model, all GRW methods satisfying
Assumption [6.3] (including ERM) will converge to the same point.

Wide neural networks, classification tasks. We now study wide NNs with regulariza-
tion. But before that, we have to point out that it is impossible to extend Theorem
to a wide NN without regularization. This is because for a neural network, if ||6¢ )
goes to infinity, then ||V, f||, will also go to infinity, unlike a linear model where this
gradient is a constant. Consequently, the gap between the neural networks and its lin-
earized counterpart will “explode” under gradient descent, so we cannot prove that the
wide NN can always be approximated by its linearized version similar to the previous
section. However, with regularization, an approximation theorem can be proved.

Consider minimizing the regularized risk Eqn. (6.5) with a wide NN, and / is the
logistic loss. Define the max-margin linearized NN as

fMM<LU> = <éMM7 ng(o) (l’)> where éMM = arg max { H’llIlnyZ . <9, V@f(o) (l’z)>}

jol=1 Li=1-

Note that fyn does not depend on qz(t). We can again show that regularization only
works when it is large enough to sufficiently downgrade the training performance.

Theorem 6.11 (Proof in Appendix ). Suppose | Vo [ (z)||, is bounded. Under the same
conditions of Theorem when ( is the logistic loss, for any § > 0O there exists a constant
C(0) > 0 such that with probability at least 1 — 6, the following holds as d — oo:

Forany € € (0, 1), if the training error has lim sup,_, 73‘;0 ( fr(e%) < ¢, then for any x such that
| ()] > C(6) - (—log 26)112, £8 () has the same sign as fyn(z) for a sufficiently large t.

Apart from adding a large regularization, is there any other way to prevent GRW
from obtaining almost the same model as ERM in classification? The main reason why

GRW always converges to the max-margin classifier regardless of the weights qft) is that
the logistic loss is exponentially tailed. Thus, one way to ensure that the sample weights
have an impact is to use a polynomially tailed loss. For example, [150] defined the fol-
lowing polynomially tailed loss for linear classifiers:

gleft(i% y)u lf Qy < 67
éaﬂ(gay) = 1 o~
’ . a, ifgy > B,
[Jy — (6 —1)]
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Figure 6.2: Experiment results of ERM, importance weighting (IW) and group DRO
(GDRO) with the logistic loss (top row) and the polynomially tailed loss (bottom row)
on a linear model. All norms are L? norms. § = 6/||0||,.

where /. is any function such that the overall loss function ¢, s is convex, differentiable
and strictly decreasing. Here we empirically compare between the logistic loss and this
polynomially tailed loss on the six MNIST images we used earlier. The results are plotted
in Figure and we can observe the following;:
e For either loss function, the training loss of each method converges to 0.
¢ In theory the norm of the ERM model will explode to infinity, but in reality it will
not because once the training loss becomes extremely small, it will turn into zero
in the floating number representation, and thus the training halts.
e We can see a fundamental difference between the logistic loss and the polynomially
tailed loss. For the logistic loss, the norm of the gap between importance weighting
(or Group DRO) and ERM will converge to around 0.06 when the training stops,
while for the polynomially tailed loss, the norm will be larger than 0.22 and will
keep growing, which shows that for the polynomially tailed loss the normalized
model weights do not converge to the same point.

6.3 Sensitivity to Outliers

Another issue with DRO is its sensitivity to outliers, which are samples significantly
different from most of the sample in the dataset. Let us use CVaR as an example to see
why DRO is particularly sensitive to outliers. CVaR places all the weights on the worst
a fraction of the training samples. “Worst” here means that the model gets the highest
loss on these samples. However, almost all real datasets contain outliers, and by their
very definition, the model tends to have high loss on the outliers. This means that CVaR
is very likely to place large weights on many outliers, which will make training very
unstable, and the final performance pretty bad.
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Figure 6.3: Results of ERM and two DRO methods on the original COMPAS data set.

Let us use an experiment on a real dataset to show that this is a real problem in prac-
tice. We use the COMPAS dataset [94]], a recidivism prediction data set with 5049 train-
ing instances (after pre-processing and train-test splitting). We construct four groups
on this data set with two sensitive features: race and sex. These two features define four
overlapping groups (demographic groups): White, Non-white, Male and Female. We use
a two-layer feed-forward neural network with ReLU activation, and train it with three
methods: ERM, CVaR, and x2?-DRO, which is a DRO method to be introduced later. The
results are plotted in Figure We report the average test accuracy, the the minimum
test accuracy on any group (the worst-group accuracy). From figures (a) and (b), we
can see that for both average and worst-group test accuracies, the two DRO methods are
worse than ERM. Moreover, the two DRO curves are jumping up and down, showcas-
ing the huge volatility of DRO training, in stark contrast to the stable curve of ERM. In
addition, the training loss is plotted in figure (c), and we can see that the loss curve is
pretty stable, meaning that this high volatility is not caused by optimization.

Next, we examine if this instability and poor performance is caused by the outliers in
the dataset. For this purpose, we “clean” the dataset by removing from it 1000 “potential
outliers”, which are the samples on which the ERM model has a high loss. Note that
these are not 100% outliers, but removing them has a huge impact on the performance
of the two DRO methods. We “clean” the dataset in five rounds. In each round, we train
a model from scratch on the samples with ERM, and then remove 200 training samples
that incur the highest loss on this model. After five rounds, 1000 instances are removed
in total, and we get a “clean” data set with 4049 samples. Figure (a), (b) show the
results on the “clean” dataset, from which we can see that the two DRO methods become
very stable and better than ERM. It should be emphasized that up to this point, we have
only removed samples from the dataset and added nothing into it. The outliers naturally
exist in the original data set.

One might argue that these high-loss samples are not necessarily outliers. Thus, to
further substantiate our claim, we conduct a third experiment where we add some out-
liers to the “clean” dataset. We use a common source of noise: incorrect labels. Specif-
ically, we randomly flip 20% of the labels of the “clean” COMPAS dataset, and run the
three methods again. The results are plotted in Figure (c), (d). We can see that
while the label noise only slightly influences ERM, it significantly downgrades the per-
formance of the two DRO methods, and makes their training highly unstable again.

The experiment results so far should have convinced the reader that outliers have
a much greater impact on DRO than ERM, and they can make DRO poor and highly
unstable. In the following section, we will introduce a solution called DORO. Figure
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Figure 6.4: Average and worst-group test accuracies on: (a), (b) the “clean” dataset
where potential outliers are removed; (c), (d) the noisy set where label noise is added

to the “clean” set; (e), (f) the original COMPAS dataset, but with DORO algorithms.

(e), (f) plot the performance of DORO on the original COMPAS dataset (that is, before
cleaning). We can see that DORO is much better and more stable than DRO.

6.4 Distributionally and Outlier Robust Optimization

The idea of distributionally and outlier robust optimization, or DORO, can be summa-
rized by Figure We know that CVaR places large weights on the worst samples,
which may contain lots of outliers. Instead, CVaR-DORO ignores the worst of the worst
samples, and places weights on the second-worst fraction of the samples, in order to
avoid potential outliers. We can extend this idea to a family of DRO method called the
Cressie-Read family.

Recall that a DRO method is defined by the constraint D(Q || P) < p, where the
divergence function D(Q) || P) measures the difference between () and P. There are two
large families of divergence functions, namely integral probability metrics (IPMs) and
f-divergences. An IPM is defined as D(Q || P) = supscx [Ex~qf(X) — Ey.pf(Y)] for
some function class F. It is symmetric, so it is also Written as D(Q P) Examples include
the total variation (TV) distance defined as D(Q, P) = % [ |Q(z) — P(z)|dz, maximum
mean discrepancy (MMD) defined as D(Q, P) = ||EXNQ7T(X) EYNPW(Y)HH for some
feature map 7 and some RKHS H, and the Wasserstein distance defined as D(Q, P) =
inf,er.p) [ p(z,y)dy(z,y) for some metric function p(-, ).

An f-divergence is defined as D¢(Q || P) = [ f ( )dP for some function f. An
f-divergence is not necessarily symmetric. For example when f(t) —logt, then
the f-divergence becomes the popular KL-divergence D¢(Q) || P) = Dgn(P || Q) =
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Q(z)
trivial divergence function that is both an IPM and an f-divergence.

The Cressie-Read family of Rényi divergence [30] is a family of f-divergences. For
any 8 > 1, the divergence is defined as

[ log (P(x))dP(x) (note that P and () are reversed). The TV distance is the only non-

Ds(Q || P) = /fﬂ (%)d}{ where f5(t) = m(ﬁ — Bt+5—1).

The reason why we are interested in this family is that the DRO risk Eqn. (6.1]) w.r.t.
Dg has the following dual characterization (see [38, Lemma 1]):

Roolf:P) = it {ealpBocser (U0 = 2] 40 60
where (z); = max {z,0}, 8. = 727, and ¢s(p) = (1 + B(3 — 1)p)"/".

We first show the relationship between the DRO loss and the worst-group risk. Sup-
pose there are K groups D;,--- ,Dk. Let Py(z,y) = P((z,y)|(z,y) € Di). Then, the
worst-group risk is given by

Rmax(f; P) = k:rrl{a)fK R(f, Pk:) = k:Inl,a%K ]E(X,Y)NP[K(]C(X)’ Y)l(X> Y) € Dk]

Consider the scenario where we donot know Dy, - - - , D at train time, but only know
that the smallest group is at least o € (0, 1) of the population size. Then, we can use the

DRO risk given by the Cressie-Read family to obtain a surrogate of the worst-group risk,
as shown by the following result.

Proposition 6.12. Let o = miny_; ... x P(Dy) < exp(—1) =~ 36.8% be the minima group size,
and define p = f5(=), then we have Ryax(f; P) < Rp,,»(f; P).

Proof Note that fj(t) = 555 (t°~' —1). Thus, fj(t) is decreasing when ¢ € [0,1] and
increasing when t € [1, £]. This implies that f3(t) < max { f3(0), f3(%) }. We can further
verify that fs(5) — f5(0) = 555 (35 — 5), which is non-negative when a < BT,
Since 8 > 1, we have 871 > exp(—1). Thus, we have essentially proved that when
a < exp(—1), there is

vt {oﬂ £5(t) gfﬁ(l).

«

. dP, 1
For any £, there is <L Thus, we have

Dup | )= [ (S )ap < [ 5a(E)ar= 5[ }).
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Method | 5 8. p CB(P) Ds(Q || P) Risk notation
CVaR oo 1 loga sup log 44 a CVaR,(f; P)

x>DRO | 2 2 L(L_1) ,/1+ L_1)? 119 _1)’qp Rp, (f:P)

Table 6.1: The two DRO risks studied in our analysis.

which combined with the definition of Rp, , completes the proof. [

While the Cressie-Read family only defines the f-divergence for finite 5 € (1, +00),
it can be shown that the dual characterization Eqn. (6.6]) is valid for 5 = oo as well,
for which Dz becomes CVaR. Our analysis below focuses on two cases: (i) § = oo,
which corresponds to CVaR; (ii) 8 = 2, which corresponds to the x*-DRO risk used in
[59]. Table[6.1|summarizes the relevant information about these two DRO risks. We will
denote the CVaR risk by CVaR,(f; P), and the x*-DRO risk by R Do, (f3 P).

From Eqn. (6.6)), we derive the following dual form of CVaR: ’

CVaRa(f; P) inf {Oé E (X, Y)~P [(E(f(X), Y) - 7])4_} + 7]}‘ (67)

neR

It is easy to see that the optimal 7) of Eqn. ([6.7)) is the a-quantile of the loss defined as

Qf;P(Oé) = i%f {P(X,Y)NPWJC(X)>Y> >q] < Oé}- (6.8)

Proposition implies that both CVaR and y?-risks are upper bounds of R yax-

Corollary 6.13. Let & = ming_; .. x P(Dy) < exp(—1) be the minimal group size, and p =
(L —1)". Then, we have Ruux(f; P) < CVaRa(f; P) < Rp_, ,(f: P).

2
Proof Denote p, = P(Dy) for all k. Then, P(x,y) = ppP(x,y|Dy) + (1 — pp)P(x,y|Dy).
Let Q@ = P and Q'(z,y) = B=>P(x,y|Dy) + lli—p;P(x,y|D_k). Then, P = aQ + (1 — )@/,
which by the definition of CVaR implies that Ep, [¢(f(X),Y)] < CVaR,(f;P). Thus,
Rumax(f; P) < CVaR,(f; P). On the other hand, for any () such that there exists ()’ that

satisfies P = aQ+(1—a)Q’, thereis % (z,y) < Lae.. Thus, D,2(Q || P) < 1(% - 1)2 = p.
This implies that CVaR.(f; P) < Rp_, ,(f; P). [

Method. We model the outliers in the dataset with Huber’s e-contamination model
[[71]. Let P be the clean distribution without outliers, and P,,,;, be the observed contam-
inated training distribution. Then, this model assumes that

- - 1
Pirain = (1 —€)P + €P, where P is an arbitrary distribution, and 0 < € < 7

As we saw in Figure[6.5, DORO ignores the worst samples where the loss is the high-
est. With this insight, we define the DORO risk as follows.

Definition 6.14. The expected e-DORO risk is defined as
R, 3 Posin) = inf {RD,p(f;P,) ‘ 3P 5.t Poan = (1 — €)P' + eﬁ’}. (6.9)
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The DORO risk has the following relationship with the total variation.

Lemma 6.15. Let TV(P,Q) = 3 [, y [P(2) —Q(z)|dz be the total variation, and P, be given
by the Huber’s model. Then the DORO risk can be lower bounded by

Rp.pe(0; Prrain) = llgl/f {RD,pw; P"y: TV(P,P") < . ¢ }

— €
Proof Forany P’ such that P,,.;, = (1—€)P'+¢P’ forsome P’. Let U(z) = min {P(z), P'(2)}
forall z € X x Y. Then, we have
(1 —e)U(2) + €P(2) + €P'(2) > Piain(z) forany z € X x ),

as both P(z) and P'(z) are non-negative. Integrating both sides produces [ rxy Ul2)dz >
=2¢, which implies that TV(P, P') < ;=. Thus, we have

Rop,(0; P') > il_g,f{RD,p(e, P') i TV(P.P") < < ‘ }

— €

which combined with the definition of the DORO risk proves the result. u

With the Cressie-Read family, the DORO risk has the following dual formula:

Proposition 6.16 (Proof in Appendix[E.8)). Let ¢ be a continuous non-negative loss function,
and suppose Piyain is a continuous distribution. Then, we have

yn
Pr {€>€'}26] —1—77}7

(Xlayl)NPtrain

Rp.pc(f; Pirain) = ilgf {05(,0) E {(g _ 77)-6%

(va)NPtrain

where { = ((f(X),Y),and 0! = 0(f(X'),Y").

With this dual formula, the DORO risk can be minimized using Algorithm [5| For
each batch of samples, this algorithm first sorts the samples by their training losses, and
then finds the optimal * in the above dual form. For example, we can use Brent’s method
[17] to find n*. Then, this n* is fixed and 0 is updated to minimize the dual form. This
algorithm is inspired by the ITLM algorithm [[127]], in which an alternative approach
to making DRO more robust to outliers was proposed—removing the potential outliers
from the dataset via data preprocessing. In comparison, DORO does not throw away
any data. In addition, preprocessing methods cannot cope with online data where new
samples are received in a stream, but DORO is still feasible.

Theoretical guarantee. We now show that the DORO risk is a surrogate of the worst-
group risk, meaning that the DORO risk is an upper bound. This result parallels Corol-
lary in the uncontaminated setting, and guarantees that minimizing the DORO risk
over P, efficiently minimizes R,.x over P.

Theorem 6.17 (Proof in Appendix [E.9). Let o = miny_y,.. x P(Dy), and p = 3(L — 1)2.
Suppose Pain satisfies the Huber’s e-contamination model. Suppose { is a non-negative loss
function with a uniformly bounded second moment: Ex y)p[l(fo(X),Y)?] < o2 for all 6.
Then, we have

R P) < i { 3CVaR s Prs): 300 [}
(6.10)

< max{3DX2,p7E(f9;Ptram),?)oz_la 1 ‘ }
—€
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Algorithm 5 Minimizing the DORO risk with D Divergence
Input: Batch size n, outlier fraction ¢, minimal group size «, initial model weight 6
for each iteration do
Sample a batch (z1,v1), -, (Tn, Yn) ~ Pirain
Compute the sample losses: ¢; = ¢(fy(z;),y;) fori=1,--- .n
Sort the sample losses: ¢;, > --- > ¢;,
Define F'(6,n) = cs(p) - [m Z?:\_en]+1(€<f9(xij)7 Yi;) — U)i]% +n
Find n* = arg min, F'(¢,7)
Update 6 by one step to minimize ¢(f) = F'(6, n*) with some gradient method

Dataset Method Average Accuracy Worst-group Accuracy
ERM 69.31 +£0.19 68.83 £ 0.18
CVaR 68.52 + 0.31 68.22 £+ 0.30
COMPAS CVaR-DORO 69.38 £ 0.10 69.11 £ 0.05
x*-DRO 67.93 £ 0.40 67.32 £ 0.60
x*-DORO 69.62 £ 0.16 69.22 £0.11
ERM 95.01 £0.38 53.94 £2.02
CVaR 82.83 £1.33 66.44 +2.34
CelebA CVaR-DORO 92.91 £0.48 72.17£3.14
x*-DRO 83.85 £ 1.42 67.76 £ 3.22
x*-DORO 82.18 £ 1.17 68.33 £ 1.79
ERM 92.04 +£0.24 64.62 £ 2.48
CVaR 89.11 £0.76 63.90 £ 4.42
CivilComments-Wilds CVaR-DORO 90.45 £+ 0.70 68.00 £+ 2.10
x2-DRO 90.08 £ 0.92 65.55 + 1.51
x*-DORO 90.11 +£1.09 67.19 £ 2.51

Table 6.2: Average/worst-group test accuracies of the selected models. (%)

Empirical evaluation. We test DORO on three datasets: COMPAS, CelebA [[103]] and
CivilComments-Wilds [[16, [88]]. CelebA is a facial recognition dataset, where the target
is whether the person has blond hair. CivilComments-Wilds is a toxicity identification
NLP dataset, where the target is whether an online post contains toxic contents. All
targets are binary. For COMPAS, we randomly sample 70% of the samples to be the
training data. The other two datasetse have official train-val-test splits. On COMPAS we
define 4 groups, and on each of the other datasets we define 16 groups.

We use a two-layer ReLU-activated feed-forward neural network on the COMPAS
dataset, a ResNet18 [[61]] on CelebA, and a BERT-base-uncased [34] on CivilComments-
Wilds. Each algorithm is run 300 epochs on COMPAS, 30 epochs on CelebA and 5 epochs
on CivilComments-Wilds. The best model is selected based on the worst-group accuracy
on the validation set. Note that in reality, the worst-group accuracy is not available be-
cause we might now know the group membership of each sample. Therefore, this model
selection strategy is an oracle one. We will discuss more on this point later.

Table |6.2 reports the 95% confidence intervals of the mean test accuracies on each
dataset. For DRO and DORO, we do a grid search to pick the best a and € that achieve
the best worst-group accuracy. Each experiment is repeated 10 times on COMPAS and
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Method | Average  Worst-group

ERM 0.73 £ 0.06 8.59 £ 0.90
CVaR 1153 £1.72 21.47+0.71
CVaR-DORO | 4.03£1.57 16.84 £0.91
x2-DRO 8.88+2.98 19.06 =1.18
x2--DORO 1.60£0.34 13.01£1.40

Table 6.3: Standard deviations of test accuracies during training on CelebA.

CelebA, and 5 times on CivilComments-Wilds with different random seeds. From the
table, we can conclude that DORO consistently outperforms DRO in terms of the average
and worst-group test accuracies.

Next, we show that DORO enhances training stability. We compute the standard
deviations of the average and worst-group test accuracies across epochs during training
on CelebA, and the results are reported in Table We can see that DORO lowers the
standard deviations, which means that its training is more stable.

Difficulty of model selection. In our experiments, we select the best models based on
their worst-group validation accuracies, which is an oracle strategy. However, model
selection without access to the worst-group accuracy is extremely hard. We tried the
following three strategies of model selection in our experiments:

e Max average accuracy

e Min CVaR risk

e Min CVaR-DORO risk

All of these strategies are significantly worse than the oracle strategy. The main rea-
son is that though we have shown that CVaR and CVaR-DORO risks are surrogates of
the worst-group risk, they do not necessarily have a monotonic relationship. Therefore,
we pose model selection in this scenario as an open problem.

To summarize this chapter, we first introduced the most popular solutions to sub-
population shift—reweighting and DRO. Then, we demonstrated two issues they have.
First, they might not be able to improve over ERM because the models they lead to are
too similar. Thus, a large regularization, early stopping or a different loss function (such
as the polynomially tailed loss) is neccessary for them to work. Second, DRO is very
sensitive to outliers because it places large weights on them. To solve this problem, we
proposed the DORO risk which avoids the potential outliers.

The key takeaway from this chapter is that generalization under distribution shift,
or distributionally robust generalization (DRG), is extremely hard, much harder than
DRO. Over the past decade a lot of methods for DRO have been proposed, but whether
these models can lead to better DRG is questionable. In fact, as mentioned earlier, [51]]
showed that many of these methods do not have better DRG. The same applies to repre-
sentation learning. For example, upweighting the data in a certain domain during pre-
training does not necessarily lead to a higher downstream performance on that domain.
Thus, we need to be very cautious of our heuristics.

86



Chapter 7

Conclusion

Here is a summary of the key results from the contexture theory:
1. Representations are learned from the association between input X and a context
variable A, and we call this association the contexture.
2. Learning the contexture, or extracting the top-d eigenspace, can preserve the most
information of Tp+, the expectation operator.
3. The top-d eigenspace can be extracted by training a large encoder to optimize cer-
tain variational objectives. This is how deep representation learning works.
4. Learning the contexture is optimal if the task is compatible with the context.
5. Making models larger inevitably produces diminishing returns, and creating better
contexts is necessary for further advancements of pretraining.
6. A good context should have a moderate association between X and A.
7. Mixing multiple existing contexts with convolution, convex combination and con-
catenation can lead to better contexts.
8. The context complexity affects the sample complexity of representation learning.
9. Learning the contexture can be viewed as STKR with the truncation function.
10. Analyzing the distribution shift from pretraining to downstream is very hard.
Let us conclude this thesis by discussing its limitations, and posing some open prob-
lems for future work.

Effect of optimization and model architecture. Throughout this thesis, we did not
analyze the effect of optimization and model architecture on representation learning,
though in Section 2.6 we showed that scaling up the model size brings the learned rep-
resentation closer to the top-d singular functions of 7p+. In reality, the implicit bias of
optimization and the inductive bias of model architecture are both very important to the
encoder. For optimization, [28] showed that if the model is trained with popular gra-
dient methods such as gradient descent or Adam [86], then after a sufficient amount
of training time, the model weights will oscillate around what they called the edge of
stability, instead of converging to any optimal weights. Thus, the first open problem is
whether the representation is always close to the top-d singular functions when it is oscil-
lating. And even better, can we characterize this oscillating representation as a dynam-
ical system? The inductive bias of the model architecture contains our prior knowledge
about the task, and thus should be considered as a part of the context. For example,
in Section [2.4) we proved that when the model is an encoder composed with a feature
map, then the representation trained via supervised learning will be the contexture of
the convolution of two contexts—the feature map and the label. Thus, the second open
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problem is how to express the inductive bias of any arbitrary model architecture as a
context, and how the context affects the learned representation.

Context scaling. The contexture theory makes an important prediction that the next
major breakthrough in pretraining will be the result of context scaling, where a much
better and more complex context is obtained from the real world rather than human
heuristics. For example, base large language models are pretrained with masked token
prediction. To further improve these models, RLHF [[110] created new contexts by col-
lecting human preferences of different completions of the same prompt. Such large-scale
data collection serves as a major source of new contexts, and deep learning has been
proved to be quite capable of finding the patterns within these contexts. For example,
AlphaFold [182] can learn from the context between protein sequences and their struc-
tures through data collected from lab experiments. The major downside is that these
experiments are usually quite expensive, and could sometimes take years to conduct.

Another source of new contexts that has been explored quite a lot recently is multi
modalities [98]. In Section [2.2) we showed that multi-modal models such as CLIP can
learn from the context between different modalities. Apart from image and text, there
are many modalities to be explored, such as videos, tables, graphs, etc. The problem
is how to merge multiple modalities through the contexture theory in order to learn a
“world model”.

Towards system 2 thinking (reasoning). It was mentioned in the introduction that
the contexture learning only covers system 1 thinking, that is the fast, automatic and
associative thinking. Currently it is not applicable to system 2 thinking, such as logical
reasoning. Since system 2 thinking is slow and effortful for humans, we hypothesize
that pretraining alone is not sufficient for learning system 2 thinking—post-training is
necessary. Indeed, this has been a hot topic recently in LLM research [53, 78, [155]].

The high-level idea is to train a model that does not produce outputs so quickly. In
pretraining, ® is nothing more than a function, and computing ®(z) on a computer usu-
ally requires only a fraction of a second. For system 2 thinking, we would like the com-
putation of ®(z) to take a much longer time, which is called test-time scaling. It usually
involves a chain of thinking steps, such that a; = ®(x),a, = ®(x;a1),a3 = P(x; a1, a2)
and so on, and the final output is a;. Here, a;,as, - - - are the intermediate results, also
known as a scratch pad. Recent theoretical studies [39, 97]] also showed that such a se-
quential procedure is necessary for LLMs to carry out certain logical reasoning.

The open problem is: Will test-time scaling always improve the performance, or will
it achieve diminishing returns after some point? For example, when an LLM thinks
for 3 minutes, its performance is usually significantly better than if it only thinks for 1
minute. But is an LLM that thinks for 3 weeks significantly better than an LLM thinking
for 1 week? What about 3 years versus 1 year? If an LLM thinks for 3 years, will it be
able to solve problems that no human beings can solve, such as proving P # NP? To
answer these questions, we need a scientific understanding of the mechanism of system
2 thinking, similar to what we have done for system 1 thinking in this thesis.
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Appendix A

Proofs for Chapter 2

A.1 Proof of Theorem 2.2

Let us first prove the following lemma.

Lemma A.1. Tp+ AT}, is the integral kernel operator of the following kernel

k(z,2') = // ka(a,a’)P*(a|lz)P*(d'|2")dadd'.

Proof
By definition, we have (7%, h)(a’) = [ h(x («'|a")dz’, which implies that

(AT} h)(a) = / (T h) (0 Ykn (a, ) Pa(a')dd’

// (/|0 Vka (a, a') Pa(a)da' da’

// (a'|z")kn(a,a’) Py (2")d'da’.
This further implies that

(Tr AT b)) = [(AT}uh) @P* alz)da
/// "Vka(a,a’)P*(alx)P*(d|2") Py (2')dada’ da’
/ (2')k(z, ') Px(a')da',

as desired. ]
Now, we prove Theorem [2.2] .
Proof Denote R(®, W) = . A [HA W(X)|2]. Assuming, without loss of gen-

erality, that Exp, [, ®;] = d;j; otherw1se one can perform Gram-Schmidt process on @,
and change W respectively. Thus, it amounts to minimize
R(®,W)= E A= Wa(x)|3]

XPAP+|X)

_ . 2
- E IWe(X)3-2 E (AWe(X)+ E [AI;

(X, A)~Pt

_ 2 2
=Wl -2 E (AWeX)+ E |45
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Denote W = (wij)ISiSdA,lngd- We have

ow;; (X,A)~P+
which implies that for a fixed ®, the optimal W that minimizes this loss should satisfy

wy;= E [4;9;(X)]

Combining the minimizer of W with R and notice that E4p,||A||; is a constant, it suf-
fices to maximize

:/Z(I)j(xl)@j(xg)(al,a2>PX(x1)P+(a1\xl)PX(@)P*(aQ\xg)d:cldaldxgdag

//ZCD 21)®;j(22)k (1, 22) Py (1) Py (22)da1 das,

where

k(xzy,x5) = // (a1, az) Pt (ay|21) P (ag)2s)daydas (A1)

// ID+ G1’1'1) (a2’$2)da1da2.

Thus ®* is a minimizer of R(®) if * extracts the top-d eigenfunctions of l%(xl, xg). Com-
bining with Lemmal[A.T]yields that k) (a, a’) = I[a = o]. Furthermore, we have (Ag)(a) =
[ g(a)kn(a,a")dP4(a’) = g(a)Pa(a), as desired.

If all classes have the same size, we have Py(a) = ¢ € (0,1) where c is a constant.
Thus (Ag)(a) = g(a)Pa(a) = cg(a), which implies that Tp+ AT} = ¢Tp+Tp.. This con-
cludes that Tp+ AT}, and Tp+ T}, share the same top-d eigenfunctions. |

A.2 Proof of Theorem 2.4

Proof Denote R(®, W) = E(x a)p+ [mﬂfl — Wo(X)|3|. Assuming without loss

of generality that E x a).p+ { m@ D } I[i = j]; otherwise we can perform Gram-

Schmidt process on ®; and change the value of W respectively. Thus, it amounts to

90



minimize

- 2
R(® W)= E — | A-Wd(X
( ) xars | PA(A)H ( >||2]
- L wel;
(X.A)~Pt | \/P4(A) 2
2
-2 E L’Wq)()() + E &
(X, A)~P+ \ /P4(A) A~Pa | /P4(A)
A All3
= |W|?>-2 E —— W®(X))+ E T
(X,A)~P+ PA(A) A~Py PA(A)

Denote W = (wij>1§i§d,4,1§j§d' We have

A;
Pa(A)

Ow;; (X, A)~P+

&;(X )] :
which implies that for a fixed @, the minimizer of W satisfies

Wi — _ A
v Py(A)

(X, A)~P+ (X

Combining the minimizer of W with R, it suffices to maximize

A
R= Z [(XvA]%P* VPa(A) ] //ZCD 21)®;(22)k(21, 2) Py (1) Pa () dvy dy,

k(1 25) / / 90:92)  pt (g o) PH (0] ) das day

PA ar)Pa(az)

May = ay] p+ +
ai|lx)) P (aq|xo)darda
// Py(ar)Pa(as) PHafe) P (asfs)darday

_ / P*(ale) PHalry)

Pa(a)
Thus ©* is a minimizer of R(®) if &* extracts the top-d eigenfunctions of k:(21, 25). Com-
bining with Definitions[I.3|and [1.7] yields the desired results. |

A.3 Proof of Theorem 2.6

Proof If the linear predictor is unbiased, then the proof is the same as Appendix
Consider the case where the linear predictor is biased. Then the pretraining objective
can be rewritten as

2

R(®,W.,b)= E [HA—W&)(X)

(X, A)~Pt



where b = WEx p, [®(X)] — Eap,[A] +b. Thus, if I and W are fixed, then the optimal
b = Eavp,[A] = WEx p, [®(X)]. .

Assuming, without loss of generality, that Exp, [®;®,] = 6;;; otherwise we can per-
form Gram-Schmidt process on ¢; and change W accordingly. Then, it amounts to min-
imize

12
A

)
2

R(®,W,b) = |W|>-2 E <,21, W<i>(X)>+ E

(X,A)~P+ A~Py

for which we have

OR o o
— 2w, —2 E [A,@-X]
Ow;; Wi (X,A)~P+ i (X)
~ ~ ~112
Thus, the optimal W' is given by w}; = E(x a)~p+ [Aifbj (X )} . Note that E4.p,||A|| isa
2

constant. Thus, minimizing R(®, W*, b*) is equivalent to maximizing
2
= E  A,®;(X
7-% B Ad)]
= /Zé)j(l‘l)ci)j(l'g)<d1,C~L2>Px(ZL‘1)P+(6L1|$1)Px($2)P+(a2|$2)d$1da1dl’2da2

//Z(I) 21)®;j(22)k (21, 22) Py (1) Py (22)da1ds,

where
Il,l’g // CLI,(IQ CL1|I1)P+(6L2|I2)da1dCL2
Then, we can complete the proof in the same way as Appendix [

A.4 Proof of Theorem

Proof Without loss of generality, suppose ® = 0. We have

Tp+f Zf ; P+f g Zf ) <f7TP+g>PX’

sum

which implies that Tp+ is self—ad]omt. Therefore, the eigenfunctions of Tp+ are the same
as those of T}, Tp+, with square root eigenvalues.
For the objective of Eqn. (2.4]), we have

%E(u,mwm[H@(U) HOIHES 2, L2 Iz — (@ (u), @(0))]

d
=Z il 3, — (1. Tp+ i) p,,)
=1

d

=d—>Y (¢ Tp+¢3)p,
=1

Note that (u,v) and (v, u) can be drawn from P* with equal probability. We conclude
that & extracts the top-d eigenfunctions of T+, which are the same as the top-d eigen-
functions of 7. Tp+. This implies that ® learns the contexture of Tp+. [ |
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A.5 Proof of Theorem

Proof
(i) The spectral contrastive loss is

R(U) = E E {—<@(A) B(Aah)) + L g K@(A),@(A)f”.

X~Px AA+~P+(-|X) 24~ ~Py

Suppose ¢; = Y .- ¢;jv; where v; is the ONB of L?(Py) in Lemmal(l.4} Since v; is
the ONB of L?(P4) and vy = 1, we can get for j > 1, Ep, [v;(a)] = do; = 0. Thus we
can get 77b1 = ¢Z - E[@DZ] = ZjZI CijVj.

Denote matrix C = (c¢;j)i<i<aj>1, matrix B = (b;;) := C'C, and matrix D =
diag(s?, s3, - - - ) where s; is the singular value of Tp+. We have

E [<®<A),®(A+)>}

XNPXA At PH([X)

/// P+(a|x)P+( *|2) Py(z)drdada™

_/</g,( )P+(a|x)dy,/k1f( +)P+(a+]x)da+>p(x)dx

= [ {10 0(@). T b(a) ppla)de = T B,
= Z S?bm‘;
and

dPa(a)dPa(a”)

B, [(saaeny]| = [f [fj@i(a)zzi(a—) 2
- ¥ | i @ara >r

1<i,5<d
= E bij.
?:7‘7‘
Thus, we have

1
R(W) == siba+ 3 > b =B - Dl — DI}
i i

So if suffices to minimize || B — D||% where rank(B) < d. By Eckart-Young-Mirsky
Theorem, we know the minimizer of B is B* = diag(s, - ,s3). Thus the mini-
mizer of C should be C* = Udiag(sy, - - - , sq4) where U € R**?is an orthonormal
matrix. This indicates the minimizer ¥* extracts the top-d singular functions of
Tp+, and hence ®* learns the contexture of P'.
(ii) Non-contrastive learning is done by minimizing
V)= E [ w(4) = w(A)f]
RO = E B oI = wAn],),

subject to Covp, [V] = I. Thisamounts to minimizing F'(V) = —E 4 4+ [<\TJ(A), @(A+)>],
because R(¥) — 2F(¥) = 2 is a constant under the constraint Covp,[V] = I.
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Suppose ¢; = Y. cijv; where v; is the ONB of L?(P,) in Lemma Since

Ep,[vj(a)] = b0, we can get 1@ =, — E[y] = 2321 CijV;-
Using the same calculation as in (i), we have

FW)=-E B (0, 847)] = —ITp 0, = - Zb
By EPA |:’(Eﬂ%i| = (51']‘, we have

2
E bii = E Cij =
i 1,3

Since v; is an ONB of L?(Py), ¢y, - - - , 14 are orthogonal, we have

d
E /‘ 2
bii = Cj
Jj=1

Thus, we conclude that

d d
LN(\II)—FZS? 22312(1— 25287“ > st —b”) —Zsflbii :0,
=1 =1

i>d i>d

M&

<wm> < wll, = 1. (A2)

]:

which implies that Ly (¥) > — 3% | s2. To attain equality, we will have b;; = 1 for
i=1,---,d,and b; = 0 fori > d + 1. By Eqn. (A.2]), we can know ¥* extracts the
span of vy, - - - , 14, indicating that U* extracts the top-d singular functions of Tp+
and ®* learns the contexture of P*.

|

A.6 Proof of Theorem 2.11]

Proof We first show that when @ is fixed in SVME, the optimal ¥ that minimizes the
objective is U = T}, ®. The SVME objective is

L= E, [Ie@)ll; + (4T (¥(4) - 20(X Z {eill5, + (i, v — 2Tpe 63} p, 1,
which implies that
oL .

Setting it to zero yields v; = T, ¢;. With this, the SVME objective becomes

d d
L(P) = Z {I6ill5, — 1T 0ill5, } = Z (Pis i — Tp+ T di) p,
i—1

i=1
because 77, is the adjoint of T»+. This L is exactly the objective of KISE. Under the or-
thonormality constraint, minimizing £(®) is equivalent to maximizing Zc.l <¢Z~, o ¢i>

Then, we can use the proof of Theorem 2.9 (ii) to show that when ®* is the optimal so-
lution, ®* learns the contexture of P+, u
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A.7 Proof of Theorem 2.14

Proof Without loss of generality assume that 7}, has at least d + 1 positive eigenvalues
(including \g). First we prove a simple result in linear algebra: For any positive definite

matrix A, if vectors u4, - - - , u; are pairwise orthogonal and satisfy uTAu, = 1foralls,
then [|u |5 + - - + [Jurl5 < )\1_1 ++ A, where 0 < A\ < My < -+ - are the eigenvalues
of A. To prove this, let U be the matrix whose columns are u;, -+ ,u;. Then, U'U is

a diagonal matrix and all elements on the diagonal of U " AU are 1. Denote the sorted
diagonal elements of U'U by d; > dy > --- > dj, > 0. Let Q = UU'. A freshman
linear algebra exercise states that the eigenvalues of Q? are d5, - - - ,d3, and the rest are
all zeros. Now consider UTUU " AU. 1t is easy to see that the diagonal elements of this
matrix are dy, dy, - - -, dy. This implies that Tr(U ' UU " AU) = Tr(U'U) = d;y + - - - + dy.
Thus, Tr(Q*A) = Tr(Q) = dy + - - - +di, because Tr(AB) = Tr(BA). By von Neumann's
trace inequality, there is Tr(Q?*A) > A\ d? + - - - + \d:. So by Cauchy-Schwarz inequality,
(di+-+d)? < (O 4+ A Te(Q2A) = (A M+ -+ + A (dy + -+ + dy.), which
implies that |[u, |5 + -+ Jugls = dy + -+ d, < AP+ --- + A ', The equality is only
attained when the Cauchy-Schwarz inequality attains equality, that is d; = \;' for all i.
For simplicity, we assume that the eigenvalues of Tk+ satisfy Ay > Aoy > -+ > Ay > 0.

If an eigenvalue has more multiplicity, the proof will be the same but much more verbose.

Then, (i1, , pq are fixed. Let ¢f = >, upu. Then, Eqn. is equivalent to the
following optimization problem:

d
maximize E E A,
=1k

Uik

s.t. Vi e [d] : Zufk =1
k

VI<i<j<d: ) At =0.
k

Obviously, for any )\, = 0, the optimal u;;, should be zero. So without loss of general-
ity, we assume that all \; in the above problem are positive. Define matrix U whose (i, k)-
th element is /Ayu;,. Denote the rows of U by uy, - -+, ug4. Let D = diag{\;", A5 ", -+ }.
Then, the constraints of the above problem become uj Du; = 1foralli,and uq, -+ ,uy
are pairwise orthogonal Thus, by the result we have just proved, the objective of this
problem satisfies ||uy||5 4 - - - + [luals < M+ + )\d The equality is only attained when
HuZH2 A; for all i € [d], assuming that HulH2 > -+ > |lug||,- This is only possible when
u?, = u3y = -+ = u?; = 1, which proves the result. |

A.8 Proof of Theorem 2.12

Proof It suffices to show that T;Tp+ AT}, Ty, is the integral kernel operator of

k(w,w') = // ka(y,9") Py (ylw) Pyiw(y|w')dydy'.

After that, we can follow the proof in Appendix to prove the result.
Since x determines w, y at the same time, we have y L w|z. This implies that

Pwlr) = P(wlr,y), Plylr) = P(ylz,w).
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By definition, we have
(Tah)(@') = [ W) P/ o),
which implies that
(T3 Tah)y) = [ (Tah) @) Py (s’ = [ [ 1) P1a!) P o'l o'
— [[ P ) P 'l o' = / () Pugy (9|9 )
Thus, we have
T3 Tol)(5) = [ (T Tl o) P )
= [[ W) P ) Py
This implies that
(T8 Tps AT Toh)(w) = / (Tps AT, Toh)(z) P(x|w)dz
_ / / (AT, Toh)(y) P(yle) Pxio (e |w)dyds
_ / / (AT, Toh)(y) P(yle, ) Py (lw) dydz
~ [ T3 Tah) ) Pra(uleldy
= [ [ 0 P 10 Ve P () Pricho) e dy
= [[ [ Mot Pritol) Pt ) Pty

as desired.
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Appendix B

Proofs for Chapter 3

B.1 Proof of Theorem [3.2

Proof Let f* = > uyu;, and g* = 3 s;u;v;. For this f*, the maximum in Eqn. (B.1)) is
attained by g*, so it suffices to show that g* satisfies Eqn. (3.3). By Bayes rule, we have

PH(A|A=a)= /P+(A'|X = )Pt (2|A" = a)dz,

which implies that P (A’ = ¢/|A = a) = k(a,a’)Pa(a’). Therefore, we have
ExpyEaanp(x))9"(A)g"(A)] = Eavp Eavp(a)lg (4)g"(4)]
—Balg () [ o' @)Pa| = Eaor () [ @kt Patera | = (o7 1),
A

Since T}.+g" = Ty Tp+g* = 3_ siu;vi, Eqn. (3.3) is equivalent to - (s7 —sj)uf < 2¢ 37 s7u;
Meanwhile, we have > s?u? > (1 —€)*> u? > (1 — 2¢) Y. u?. By Cauchy-Schwarz in-
equality, we have (>~ stu?) (D u?) > (32 stu?)? > (1 — 26)(>_ u?)(> s?u?), which proves
Eqn. (3.3). |

B.2 Proof of Theorem 3.4

Proof Since span(®) is at most rank-d, thus there exists f; € span{ui,-- -, fta+1} with
| fillp» = 1 that is orthogonal to span(®). Thus there exists fi, fo € span{yu1,--- , fta+1}
with || fillpy = || f2||py = 1, f1 is orthogonal to span(®) and f5 € span(®) (thus f1 L f3),
and p; € span{fi, fo}. Suppose (11 = o f1 + azf2 (without loss of generosity, assuming
ap,ay € [0,1]) and denote fy = asfi — ay fo. Then || follp, = 1 and (u, fo)p, = 0. Since
f1, f2 € span{p1, - - , pat1}, we have fy € span{ps, - - - , pat1} and thus E[fo] = 0.

Consider f = By + faofy € f(P*) where 82 + 32 = 1, 81,58, € [0,1]. Denote
f =2 i>1 wipis Then, we have 3, u; = 1 and

1—¢)
ﬁgg(—stu >31512+32+1522:s%—(5 3d+152_ (1—¢) Zu

ST San i>1

Since f = (a1 + a2f2) f1 + (a2f1 — a102) f2, the approximation error of f is (a5 +
a232)?. Define a function F(a;) = 181 + aefBs = 181 + /1 — 28y (ag € [0,1]). We
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can show that dis function first increases and then decreases with ay. Thus, F(a;)* >
2 2

min{F(0)?, F(1)?} = min{ﬁf,ﬁ%} If 32 = # < 1, then the approximation error is

d+1

51 (1—e¢)

s1— Sd+1

s5.105. This implies that f; = 441, indicating that span(¢s, - - -, ¢q) = span(u1, - - - , fla)-

Thus, ® must learn the contexture of T+ .

On the other hand, if ® learns the contexture, then the approximation of ® on f will
be A:= 3", ui. Then, we have

(- < 3 st <sfzu+sd+lzu—sl (52— )

i>1 i>d+1

always at least . To attain this lower bound, we must have ., sju; = s757 +

and this implies that

2 _ _ )2
A= min_ [w'®+b—f|, ca-(-o

— 2 2

weRd, beR x S1 — S
2_(1_.\2 2_
When u? = 1 — ﬁ uy, = Sf(TH the equality holds. Thus, the lower bound
# is attained if and only if ® learns the contexture.

S1— 5d+1
The converse part is obvious because for any ® we can simply choose f = 311 + B2 fo
as defined above Then, we have f € F.(P7), and the approximation error of ® on this

—(1—¢)?
f is at least > IT. [ |

d+1
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Appendix C
Proofs for Chapter 4

C.1 Proof of Theorem 4.4

Proof By the proof of Theorem R; can be written as

2 d . -
5 =d— ; <¢i, Tkj¢i>PX-

Therefore, the weighted sum £ =}, w;R; is equivalent to

T d r
,C:ij (d— <<13i,Tkj(5i>P ) Id—z<ﬁgz‘,2(ijkj)95i> ;
=1 " i=1 P

j=1
where ) . w;Ty; is equal to the integral operator of the linearly combined kernel } ; w;k;.

Thus, minimizing this £ subject to the orthonormality constraint will make ® learn the
contexture, as shown in Theorem [2.11 [ |

R;=d— B, | (15:9)(4))

d

=1

X

C.2 Proof of Theorem 4.9

For ease of reading and better use of notations, we restate our algorithm in Algorithm [¢]
and use the notation defined there in our proof. It is easy to verify that they are equiva-
lent. We first prove the following lemma.

Lemma C.1. Suppose R}, < C holds for all t, k, for some constant C. If nC < 1, then for any

w e AT,
T r t 1
Z (Z ka2> — th < C*Tn + Elog T (C.1)
t=1

Moreover, suppose T' > logr and n = Vc}f/gf, Egn. (C.1)) becomes
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Algorithm 6 Solving the game Eqn. (4.1)) (Rewritten)

Input: Embedding dimension d, priors P;, - -- , P.f, step size 7

1

. Initialize: LO < [0,---,0], ® : X — R, Uy : A, — R for k € [r]

2: fort=1,--- . T do

3:
4.
5

W= Y, exp(Ll ), wh = LD
QY W, .- Wl < argmin ), wi Ry, and get corresponding loss R
Update the loss vector L < L1 + R

t
k

= >k Wi R,

Proof Consider the following potential function:

Q(t) = %log(Wt) = %bg (Z eXp(nLZ)> -

k=1

Since ¢* < 1 + x + 22 when z < 1, thus we have

77 Wtfl p
1 T
< Jlog (Z Wil + R} + (77732)2]>
k=1
1

— “log (1 +n Y wi[R) + 77(732)20

k=1

3

<> WiRL + (R
k=1

=D WiRL 1) wWi(RY)?
k=1 k=1

< ZW};RZ +C*n=1"+C*.
k=1

Summing over ¢t = 1,--- ,T and we can get

Q(T) — Q(0) < Zt: I'+ C*T.

t=1

On the other hand, we know that for any k € [r], there is

T
AUT) > L] =) Rj.
t=1

Thus we can get for any w € A,

AUT) > > w i =) (Z ka',;> .

t=1 k=1

Since Q(0) = . logr, combining ) and (C.3) yields

T
t=

2

1

r t
1
ZkaZ —th < CQTn—i——log?"
k=1 t=1 n
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for any w € A".
Moreover, take n = C}\O/g% L and Eqn. (C.1)) becomes

=1 \k=1
as desired.
Now, we finish the proof of Theorem 4.9 4.9
0, by the optimality of &, ¥}, ...  U! we have

Proof Forany &, U, -

T T r T r
Z Z Z Wi R < Z Z WZEXNPXEYNPJ(-|X) |®(X)
t=1 t=1 =1 k=1

Z 4 i
%EX~PXEY PI(|1X) ||(I)( ) \Ifk(Y)Hg

=1

bl

< max ; WiBxpy By pt (10 [9(X) = Tu(Y)]5.

This implies that
T r

1 .
— E {; < min max
T ‘ DU weAT —

On the other hand, for any w € A7,
1 r t
L(w) = T ; (; w/ﬂ%) :
Applying Lemma we can get
) < = XT: I, + 20\/@ < min max Z W Ry + 205_@

DU weAT

for any w € A", completing our proof.
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Appendix D

Proofs for Chapter 5

D.1 Context Complexity of Masking

Example D.1. Consider a random masking augmentation, i.e. for any x € X, each coordi-
nate £ is randomly and independently masked to be 0 (i.e. 0 denotes the [MASK] token) with
probability o € (0,1) . Then, its context complexity is given by k? = (2 — a)%,

Proof We know that x* > [ — L (alz da, whose right-hand side is a constant for all z by

symmetry. Given an q, suppose a has r coordinates masked and (dx — r) coordinates
unmasked. Then, there are 2" possible = that can be masked to become a. For each of
these x, P*(a|z) = o"(1 — )~ ". So p(a) = [ P*(a|z)Pyx(z)dz = 2"~%*a" (1 — a)®* .
Thus, we have

Pt 2 dx 2r 1— 2dy —2r
2 :/ (alz) da=Y" dy\ a”(1—0a)
Py(a) r ) 2r-dxar(l — a)dx—r

r=0
dx
d
— ( X) a’(2 — 2a) "
r
r=0
= (@ +2—2a)% = (2 - )%
which completes the proof. [
Example D.2. Consider random block masking, i.e. masking @ z(+D ... z(+r=1) for

r = [ady] and a uniformly random i € [dx — r] forany x € X. Then, k? < [20-9)]dx,

_ 1 1 + 1 .
Proof For any a, we have Pa(a) = ;— 5=, and P (a|z) = To—r71 if a is a masked

version of z. So there always is P(‘(”g)”) 2dx—r < 9(1—a)dx Thus, we have k2 < 20-®)dx 1

Example D.3. Consider random block masking with flipping, where for any = € X, first
mask @ ... =Y to be 0 for r = [ady] and a uniformly random i € [dx — 7|, then
randomly flip the sign of each remaining coordinate independently with probability <. Then, its

context complexity is bounded by k? < [(a2 — 2a 4 2)(7/2]7, dx

Proof For any a, we have Py(a) = m Srv=- Suppose a is a masked version of z, and
among the unmasked (dy — ) coordinates, a and x have k disagreeing coordinates. For

a given k, there are (dy —r +1)(**. ") possible a, and we have P*(a|z) = o (3) (-
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2)dx=r=F_ Thus, we have

U

1 a )de —2r—2k

x—T . —L (2 2k(1 - 2
=+ () T Sifing

1 1
k=

d)(—’r‘-i-l QdX_T
dx—r o\ k o\ dx—r—k
dac =T gdx—r (L l—a+ > )
k 4 4
k=0

2 a d)('l‘
= 20T 1-
(4+ oz+4>

< (0 =20+ 2)" 7 < (o — 2a 4 2) P

P*(alz)?
/ Pa(a) da

o

which proves the bound. [

D.2 Proof of Lemma

Proof Let f; = Zj wijsipj, and U = (u;;) = [uq,- -+, ug4). U is a matrix with d columns
and infinitely many rows. Then, since (f;, f;),, = Ili = j]|, we have U'U = I, Let
M(z) = [s1p1(2), s2p2(2), - - -], and for a set of samples S = {zy,--- ,z,,} denote M, =
M (z;). Then, we have

Rs(Fa) = Eoy o o, | SUP — Zal (z;)

FE]'—d

B m d

1
SEooon| sup  |— D> oju] MM/ u,
U.UTU=1, | "=

- o _
=Ko, . om sup Tr {UT (E Z aijMjT> U}

_UZUTU:Id j=1 i
- . :
1 T T
=FEo oom| sup |Trq | — E o;M;M; |UU ,
v.uTu=I, m =
L J= n
where o1, - - - , 0,, are Rademacher variables, which are i.i.d. uniform random variables

taking values in {—1,+1}. Let 8, > 5, > - - - be the singular values of .- >~ | o; M; M.
For any z, M (z)" M (x) = 3 sjp?(x) < x*, which implies that M;' M; < 2.

For any U, the singular values of UU " are d ones and lots of zeros. Moreover,
oMM

1 & T T
T{(EZ;O—]-MJMJ. )UU }
p

=Y, B%. So by von Neumann'’s trace inequality, we have

sup
U.UTU=I,

d
<) Bi<
=1
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Thus, for any .S, we have

Vd

Y T
mS(Fd) S EEUU“,UWL Zngij

j=1

:

.
\/E m m
= — By [Tr > oMM (> oMM

j=1 =1

d m
< £ Eoy .0, | Tr (Z ajaleMjTMlMlT>] (Jensen)
m\
\/E m
= H\ Tr | Y Elojo| M; M MM,
4i=1

J=1

Since R, (Fy) = Eg[Rs(F,)], we have R, (F,) <

ﬂla

D.3 Proof of Lemma5.13

g\ Ir (i MjMJTMijT> = \/EJ i (M]M;)” <

§\§

Proof Let f1 = Zulszul and fg = ZUZ‘SZ‘[LZ'. Let u = [Ul,UQ,"‘] and v = [Ul,UQ,"'].
Then, ||ul|, < 1and ||v||, < 1. Forany S = {z1, - ,z,}, let M (x) = [s101(2), Sopia()]

and M; = M (z;). Then, we have

Rg(F) < Eq, ... 0, sup oju’ M, MT
l[ully <1, ||v||2<1 Lt i
1 . 1 -
< =By, ||| D oMM || | < ~Eo > oMM
| [1=1 9 | [15=1
. T, 1/2
1
= ;]EUI,"',Un Tr (Z O']MJMJT> (Z O'lMlMlT>
j=1 =1
1 n
< =i Eopon | T {Z ajaleMjTMlMlT}] (Jensen)
n
=1

1

J,l=1

- 1 - 1
= ﬁ\ Tr {Z E[o—jo—,}MjM]TMle} = HJ Tr {; MjMJTMjMJT} < Vst

Here the first line is not equality because of the absolute value. Since this holds for any

S, we have R, (F) = E,[Rs(F)] < £
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By [[148] Theorem 4.10], for any § € (0, 1), with probability at least 1 — §, both of the
following hold simultaneously for any f € F:

%Zlf(fi) —Ex.p, [f(X)]| < K—2<2+ 210g§>;

%;f(xz) —Exop[f(X)]| < \/;_;(2"‘ \,210g§).

For any unit vector u € R?, let f,(z) = ' ®(x). Then, || full,, = 1,50 f. € F. Moreover,
we have

qu 7;)? = |Glvy, - - 'u,H2 Z)\u >\,

Thus, using the above inequalities, assuming that m > n, we obtain

which implies the result since ||®ul|; = >y f(E5) [

D.4 Proof of Corollary 5.14

Proof Denote F' = f* — fg. Then, y — yo = [F(21),- -, F(Z,)], and HFﬁ € F, where F
was defined in Lemma Therefore, by Lemma we have

_ZF ) < Expy [F(X)] + |yF\|;k%<2+ \/2log§),

as desired. [

D.5 Proof of Theorem [5.22

Proof Let p1, (12, - - be the eigenfunctions of Tj. First, let us show that #, must be an
RKHS. since y; is the common top-1 eigenfunction of T}» for all p > 1, we have 74 (1) >
ree(f) for all f € Hji. By the condition of preserving relative smoothness, this implies
that for all f € H; C Hy, we have r.(111) > r(f). Let Co = r¢(p1). Then, for any f € H,,
we have || f||p. < v/Col/fll;,. In other words, ||-||,,, is a stronger norm than |-[| ,_ on #,.
Thus, for any sequence (h;) € H; such that [|h; — hl[;, — 0: first, we have h € H;, because
Hy is a Hilbert space; second, we have ||h; — h|p, — 0. Similarly, if [|h; — 2’|, — 0, then
e R, 0.

Consider the inclusion map I : H; — Hj, where Ih = h. For any sequence (h;) € H;
such that ||h; — h|l,, — 0and [|h; — B'||,, — 0, h; converges to both hand i’ under ||-|| . ,
so we must have »' = h = [h. This means that the graph of I is closed, so the closed
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graph theorem [[18, Chapter 2] guarantees that / must be a bounded operator, meaning
that there exists a constant C such that || f[[;,, < C|/fll;, forall f € H,.

Let o, : f — f(x) be the evaluation functional at point z. Since #; is an RKHS,
there exists a constant M, > 0 such that |f(z)| < M, f||,, forall f € H;. Thus, for any
f € H, C My, we have |f(x)| < M| fll, < MoC||fll;,- Thus, by Proposition .20} #, is
also an RKHS. Let k, be the reproducing kernel of H;. From now on, we will use Hy, to
denote H,.

Second, we prove by induction that (4, - - , 14 are the top-d eigenfunctions of 7},
and (u;, p1),, = 0 forany i # j. We have already shown that ;1 maximizes ry, (f)
over all f € Hks Thus, 11 must be the top-1 eigenfunction of H;,. Suppose d > 2,
and i, - - , ftg—1 are the top-(d — 1) eigenfunctions and are orthogonal to each other in
Hy.. Let 7—[0 ={h|Vie[d=1]:(h )p, = 0}. Obviously, HoNH» is a closed subspace
of H;» for any p > 1. Moreover, for any f € HoNHy, and any i € [d — 1], we have
(f, Mi>HkS = s; Mf, i) pe =0, where s, is the eigenvalue of T}, corresponding to ;. Thus,
Hyi, NH, is a closed subspace of Hy,. By the condition of preserving relative smoothness,
ftq maximizes 7y, (f) over f € Hy, NHo. Thus, 114 is the d-th eigenfunction of T}, , and is
orthogonal to ju1, - - -, f1g—1 in Hy,.

Third, we prove by contradiction that s; < M\, for all <. If this is false, then obviously
one can find t; <ty < --- such thats;, > 1-\;, foralli. Consider f = .7, \/i ™' - A\, iz,
Then Hng{ = >.i7! = +o0. Since Hi, C My, this implies that Hink = +oo =

Zl P S = < 400, which is a contradiction.

Fourth, we ﬁnd a function s(\) that satisfies the conditions in the theorem to interpo-
late ()\;, s;) for all i. We first point out that we can without loss of generality assume that
Ai < 241 for all ¢: If there is an ¢ that does not satisfy this condition, we simply insert
some new \’s between \; and \;;1, whose corresponding s’s are the linear interpola-
tions between s; and s;1, so that s; < M), still holds. With this assumption, it suffices
to construct a series of bump functions {f;};°,, where f; = 0 if \; = \;;;; otherwise,
filA) = s; — s;41 for A > \; and f;(A) = 0 for A < \;41. Such bump functions are C*>° and
monotonically non-decreasing. Then, define s(\) = . fi(\) for A > 0, and s(0) = 0.
This sum of bump functions converges everywhere on (0, +00), since it is a finite sum
locally everywhere. Clearly this s is monotonic, interpolates all the points, continuous
on [0, +00) and C* on (0, +00). And for all A that is not \;, for instance A € (A1, \;),
there is s(A\) < s(\;) < MA; <2M N1 < 2MA. Thus, s(A) = O(X) for A € [0, +00). [

Remark D.4. In general, we cannot guarantee that s(\) is differentiable at A\ = 0. Here is a
counterexample: \; = 37", and s; = 37" if i is odd and 2 - 37" if i is even. Were s(\) to be
differentiable at \ = 0, its derivative would be 1 and also would be 2, a contradiction.

D.6 Proof of Theorem [5.25

Proof Let 5\1 > > 5\m+n be the eigenvalues of m(?fn It is easy to show that @Q has the
same eigenvectors as Cff , with eigenvalues g()\), - - -, g(\2). By Lemma|5.29/and Borel-

Cantelli lemma, asn — oo, \; == \,. For simplicity, let us assume that ) is slightly larger

than )\, so almost surely there is A1 < \. Then, all eigenvalues of @ are in [pumin; Pmax)-

The first part of this proof is to bound ||w,|,, where w, := (m + n)IL,(;2£)" (6, — 6,).
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Let 6, be the 0 at iteration ¢, and 6, be the optimal solution. Since 8, = 0, we have

0, — 6, = K n — ’y[(m + ”)j"(m(ikny +TnﬁnQD0* - wg]
_ ij+n — [(m +n)I, (mci’“n> + nﬁnQDHt_l + vg]

— (Im+n - {(m +n)I, (m(ikn)r + nﬁnQ:| ) (0. —6;1)

— (Im+n — {(m + n)fn (ij’fn>T + nﬁan) 0.

(D.1)

Note that

Gk r/2 ~ Gk r
Gk 7“/2~ Gk r/2 Gk r/2

Thus, by propagating (-£-)" " from left to right, we get

G r/2 G r/2
( ) <9*—0t>:<1m+n—vR>f( ) 6.,

m+n m+n
where R := (m +n) (mc’in)T/ I, (m ") 4+ nB,Q is a p.s.d. matrix. Denote the smallest

and largest eigenvalues of R by Ay, and Amay. Then, Anin > 78, pmin. In terms of Ay,
we have

)r/2

G V' ( G\ [ G\ T N G\
(m+n)( k ) In( k > —( k > (G,%I Gk>( k > .
m-+n m-+n m-+n m-+n

1.1
By Sylvester’s theorem, all non-zero eigenvalues of G I,,G; are the eigenvalues of

I,G,1,, ie. the non-zero eigenvalues of G ,. By Lemma %HGKTLH2 25 )\, so
suppose |G pnll, < nA. Then, Ayax < nA” 4 18, pmax-

Since M6, = g, and (= )r/2M R(ern)T/ we have R(;%:
Note that R(I,,.,, — 7R) = (Im+n vR)R. Thus, we have

G " 0.~ 0) = (Lpn —1R) (-G .
(55) ()

m-+n m-—+n

)7"/20 _ ( Gy )T/Qg.

m+n

) . Gk r/2
=R (I,.,—YR)'R 0.
( + " ) (m+n>

G r/2 )
= R_l(Iern - P)/R)t( d ) Y.

m+n

Now we bound ||u,||». First, note that for any matrices A, B € R%*? where B is p.s.d.,
thereisu' A" BAu < || B||o||Aul? < ||B|2||A"T A|l2||u||3 forany u € RY, so |ATBAJ; <
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|B|2|AT All2. Second, note that the last m elements of g are zeros, which means that

y = I,,y. Thus, we have

_/ G \"
e = |+ 2, (25 ) (6.6
_ Gk r/2 » . Gk 7‘/2~
(m+n)”(m~l—n) B (Inin = 7R) m+n y2

= ||(m+n)I G T/Z(I —vR)"*R'(I,,., — YR)"* G T/ZI”
- n m+n m+n /Y m+n /Y m+n ny

m-—+n 9

2

(Im+n - PYR)t/QRil(Iern - PYR)t/Q

IN

2

1 r
= S\—HImm = Rl (nA7) 1yl

min

where the last step is because we have already proved H m +n)I, (mcifn)rf nll < nATL
2
Now, for v = )\T’ when n is suff1c1ently large it is less than # because 5, =

o(1). Thus, || Inin — YR, <1 — ﬁ <1- B’Li’%. Thus, we have

6npmin ! )\T
<[1-— .
[|e]|2 < ( X ﬁnpmin”yH2

The second part of this proof is to bound [|Q(6. — 6,)||s. Let us return to Eqn. (D.1)),
which says that

1. — 8ie)lly = | (Lsn — MHQ)Q(O. — 8) — Qi
s(l—ﬁ"”mm)um 80) -+ 2 [ .

)\r
Here again, we assume that n is large enough so that A" > /3, pyin. This implies that

5npmin tpmax||yH2
1Q(0. — 6,11)]l, — t<1 XN ) nBupam

N
<(1-? ”f““)luczw—et)uz (0= 1)1 P pm“‘""""“Q]

nﬁnpmin

Bnpmin)t |:< Bnpmm) pmax||y||2:|
< < (1- 1 - Q.| +
(1-22 1o + Ll

Thus, there is |Q(6. — 6,)], < (1 — 22£22)"||Q8, || + t (1 — Ezfmn )" lﬂggjg]jf Using 1 —
, we have

Bnpmint ﬂnpmm(t - 1) pmaxl|y||2
1Q(6. ~ 00, < exp (=5 ) QoL 4 oxp (- PoLeist =) Lol

r<e?®

I . — 4N" 2" pmaxHyHQ
Whent =ty := Ap— log ~ iz Q0T , by log(2x) < x for z > 0, we have

T 2 T‘ s
exp (&pmf) >( 2\ pmax [y 2 ) o AN pmax|lyl2 log( 2N pmax ||y 2 >
A 2) T Bl Q0.2 ) T 105l Q64| B il QO 2
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Let F'(t) := exp (5"2&2““ t) — - Bnp;:;z"‘fg;*‘b t. Then we have F'(t;) > 0. And it is easy to show

that for all ¢t > t2°, there is F’(t) > 0. This means that when ¢ > t,, there is F'(t) > 0, so
we have

n mint n Mmin t
1Q16. ~ 00, < exp (-5 ) @6 o+ exp (- (1) Y101

log 2 + 2, t[)}, we have ||Q(0. — 6,)]|, < €/|Q8.]|>, which

B Pmin -
implies that the relative estimation error of ¢& is less than . u

Hence, when ¢t > maX{

D.7 Proof of Theorem

Proof Let us look at the three conditions used in Theorem [5.12]
e Eigenvalue decay (EVD): This is a condition of the theorem.
e Embedding condition (EMB): For any f = > wu;u; € Hy, for Py-almost all z we

have f(2)* = (S wpni(2)) < (X 5) (2 Aii(w)?) < 115,62 < 2 MIIf |3, Thus,
EMB holds with ¢y = kv M.

* Source condition (SRC): This holds with c3 = /e[| f*|| . -
Thus, the theorem can be proved using the result in [41]]. [

D.8 Proof of Theorem [5.28

Proposition D.5. For any p.s.d. matrices A, B € R™?, we have Tr(AB) < || Al|, Tr(B).

Proof An elementary proof can be found at https://math.stackexchange.com/
questions/2241879/reference-for-trace—-norm-inequalityl. |

Lemma D.6. Forany § € (0,1), with probability at least 1 — ¢ the following holds for all p > 1:

4
<(p —1)Aﬁlai\/%<2+\/210g%> forall j € Im+nl,z € X,
m n
s(\) K4 1
<V, 22 2+4/2log = |.
= A( \ )A:Amwm( ty2logs

Proof For any 2’ € X and any p > 1, we have
2 /
_ Z /\zpu’z(x )2 < )\ip—Ql{Q'

Z A7 1 () i ( 4 N
Hp, ?

Let F,(x) = uT(&)pvk(x),whereu € R™*" satisfies ||u||, < 1. Since (k(z;, ), k(x;,-))

m+n

k(z;, ), we have (vg, vi),, = Gy Thus,

G p G P G2p+1
Iy = (o7 (G ) e (CE ) o) = G
k m+n m+n e (m +n)?

110

lz:p(x,xj) — kP (z, x))

which implies that

/%s(ac,mj) — ks(x, x))

1R?(- 2 I3, =

Hi


https://math.stackexchange.com/questions/2241879/reference-for-trace-norm-inequality
https://math.stackexchange.com/questions/2241879/reference-for-trace-norm-inequality

Since G, is p.s.d., we can define G,lﬁ/ ?. Using Proposition we have

[pas ZuTﬂu:Tr u' G)/? G 2pG1/2u
P (m +n)? P \m+n k

B G, \” 12 T /2 < 2p 12 T
=Tr¢{ | —— | G/ uu G/)” » < \"Tr (Gk uu Gk).

m+n
Moreover, Tr (G,lﬂ/QuuTGk) =u' Gu = ZZ”;;? wiujk(x;, ;) < ZZ’:} luiuik(z;, ;)] <
k2||u|? < K2 Thus, we have 1 Fpllyy, < Nk for all p > 1.
For any p > 1, define vye(z) € R™*" as vy (2)[i] = kP(z, ;) for i € [m + n]. Then,

k,p(x’ $j) - l%p(xv mj)
1 _
= |F1s2) = () G o)
1
< |kP(x,x;) — e nvkp—l(x)TUk(xj)
p—2
1 . Gy
+ 3 G o) G o) = o o) S ()

Since f(z) = kP(z,2)k(x;, 2) € F, where F was defined in Lemma the first term
can be bounded as

1
‘/{;p(m, z;) — e (2) Tok(z5)
1 m-+n
- |/k:p_1(m, 2)k(xj, 2)dPy(2) — - ; kP, )k (z, 2;)

4 1
<2 f 2+ 1/2log =
= A m( * Og(s)’

where the last step uses ||k*~"(x, )|, < N2k, and ||k (z;, My, < 5.
For the second term, since vy (z;) = Gre; wheree; = [0,---,0,1,0,--- , 0], we have
p—2
q; (m +n)4 V- (2) TG g (z5) — ’Ukp*qfl(x)—rm fnvk(xj)

= ‘/kpql(x,z) {e;(mcifn)qvk(z)] dPx(z) — min gkpql(%xj) [e;(m(iknyvk(%)ﬂ

. 4 1
< ypa2je P 24+ 1/2log =
=M wm( tyeoss )

where the last step uses ||k*~4"!(z,-)||,,, < X""*k, and HGJT(mG—fn)qkaH < Mk since
k

|le;||, = 1. Finally, note that V (s(;)> = > oy Tp(p — 1)AP%. Combining all of the above

yields the result. u
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Corollary D.7. Under the settings of Lemma we have

k82(xi7'rj) - <I%S(xi7 ')7 ks(xj7 '))Px + <]%S(xi= ')7 ]%S(xjv ')>PX - <I%S(xi7 ')7 ks(xﬁ '))PX

s()\)) K1 1
< 25(Amay) Vi [ 222 5 (o4 4/210g >

A
holds for all i, j € [m + n], where Ap.x = max {)\1, 5\1}.

Proof Let F,4(z) = u" (;2:) vy (2) for any [|uf; < land any p > 0,¢ > 1. By Proposi-
tion[D.5, we have

G. \* G, \’
2 _ T
[ Fpalla, = u (m+n) Gk?q_l(m—I—n u

e (G NG (G N iy o
m-—+n m-+n\m-+n k k

cor_ 1 || Gr2a—1
<A ZES T (6 T G?)
m-+n 9
_ ;\2p—1 G201 uTGku < 5\2p—1 G201 K2
! m-+n 9 =1 m-+n 9
For any unit vector w € R™*", we have
. e 1 1
)\1 Z ’lUT—’lU = Z wiij(xi,xj) = Z )\thMtw,
m—+n m—l—nm,:l m-+n -

where M, € Rm+mx(m+n) jg defined as M;[i, j] = pu:(2:)p:(x;). Thus, we have

G20 1 _ _
w Ty = Z)\fq 'w " Myw < X372
m4+n m+n <

1
m+n

> " Maw < A2
t

which implies that H Gn’f—j:

< A7 Thus, || F I3, < A2 APk
Note that (vg, vi) p, = Gj2. So for any p, ¢ > 1 and any 4, j € [m + n], there is:

-1
Gp
B;I—kaJrqej — GT k

quJrl €;

kP4 (2, ) — </%1v(xi7 D), k4 (z, )>

Py t (m + n)p_l
p—1 —t —t-1
GY G

< BZ%qu-&-tej — e;-rk—_t_leq-H+1€j

— (m+n)P (m +n)p

p—1 m+n p—t—1

1 G,

- e Z [eiT (—m n n) vk] (1) [€] vgare ] (21)

t=1 =1

G >p—t—1 >
T( k T
—( e, ’l)k,ej'l)kq+t
< m—+n Py
p-1 A 1 KA 1
< STt (9 [2log < | < (p— DA (24 /210g = |.
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Thus, we have

bia13) = G e | = 30 [ (17901 25) = (). K03 0), )
pg=1
< — D24 [210g < ).
—p%z:lﬂ-pﬂ-CI(p ) max m+n< + og 5)
Similarly, we can show that:
(B e b)) = (R () ()
GV Gi! Gy
T k k T k
— le; ) —el Tk @Ge.
G (m+n)y—1" (m—i—n)q_lej i (m+n)pp—1*" €
-1 — — — i
< N T Gz : G GZ : . — TLIGM 2 GZ -
- = (mt et (m+n)=t™ 7 (m+n)p-! (m +n)e-t-1"
q—1 m+n p—1 q—t—1
T Zlmin lz; [e" (m—l—n) WH] () [ej m+n v | (1)
G p—1 g—t—1
—<€ZT( b > vkt+1,eT( Gk ) Vg
m+n TAm+n
Py

Q

- iptet2 K / 1 o K / 1
< AT —— [ 2 2log = | < (g — )Nt 2 2log —
— 171 m + Og5 — (q ) max m+n + Og(s ’

t=1

which implies that

<'I%S(‘ri7 ’)7 ’I%S(mjv ')>PX - <’IA€S(xiv ')7 ks(xj’ ')>PX

_ 221 ﬂpwq(@p(xi, ),k (j, ->>PX = (W), (s, '>>px>’

0 4
+q—2_ N 1
<Y mpmglg — AR Jmin (2 +1/21log 5)-

p,q=1

Combining the above inequalities, we obtain

st(x% SE]') - <]%S<xi7 ')7 ks(xjﬁ ')>PX + <]%S(xi7 ')7 ]%S(x% '))PX - <I%S(xi7 ')7 kS(‘rj’ '))PX

> K 1
< +qg—2)N1 2 | 24 4/2log -
— p’qZZI 7Tp7Tq<p q ) max /—m _I_ TL( Og 6)

S()\)2) K1 / 1
= Amax V 2+4/2log - |,
A( AeAn, VM N 85

A2
so we get the result by expanding the derivative. [

We now prove Theorem
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Proof Define vy, ,(z) € R" such that vy, ,(7)[i] = ks(z,z;). Define v;_, () similarly.

T

Recall the formulas [ = &' v, , and f = &' v;_,. Define [T := &' vy, ,. Since Gj,_, is

p.s.d., we can see that ||, < 22 and ||&|); < v/nllél)s. So by Corollary |D.7, we have

nBn’

2
_ ft ATy . A
f f Py (8 ’Uks,n ’vks,na ’Uk;sm Vi, n Py 84

a’ <<];8(va ')7 ]%8(1‘]" ')>PX + k2 (:Ei’ xj) - 2<I%S(:Ei’ ')7 kS(‘Tj? )) )d

I
7

s B2k fo10e L | 1215
< 25( M) Vi [ 222 n 24+ 4/2log = .
< 2s( ) A( A ) AApa VT * %5 ) 0
By the definitions of & and &, we can also see that:
(Gro + 1L (6 — 6) = (G — Gy, )& (D2)
Note that HGM - G,;MH2 < nHGkn ~ G| - Here|M],,, = max|Mli,j]|. Thus,
we have -
~ 2
|7=11 =@-a Grula-a)
M

— (6~ ) (Grn— Gy )& —nbi(a- &) (a-a)

< lally|Gr.n = Gt

cam()

2

Jallo +llells||Grn = Gi

—2,.4 1 2
ﬁn K 2_|_ 210g_ HyHQ
A, VLT V 0] n

-1

2
)
B2kt / 1) llyll3
L 2+4/2log - ,

AAm, VN g5 n

as desired. [ |

x|, — 0
i,

And note that we have H f — ft

=
s(\)

< 85(Amax) Va (T)

< s(A1)

2
- < $(Amax)

Py Hig

~

i F-r, +]F-7
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Appendix E

Proofs for Chapter 6

E.1 Proof of Theorem [6.4

We need the following classical result in convex optimization.

Theorem E.1 ([141]], p. 16). Let f be a convex and L-smooth function (Definition [6.9) on
D C R%. Suppose it has a unique finite minimizer x*. If one minimizes f with gradient descent
T = xp — NV f(xy), staring from xy with a fixed learning rate n < %, then we have

1
flxr) < f(2") + n—Ton — "2 forall T > 0.

Now let us prove Theorem

Proof Static GRW. We first prove the result for static GRW where qgt) = ¢; > 0 for
all t. Let ¢* = min; ¢;. The minimization objective is F(8) = >_"" | ¢:(z; 0 — y;)?, whose
Hessian is V2F(0) = 237, qzia] . Let A = 327 |||l Since ¢; € [0,1], for any unit
vector v € R%, we have

vIVIF(O)v =2 qi(x]v)? <2 gilluill; < 24,
=1 =1
which by Definition [6.9)implies that F' is 24-smooth. Thus, we have
F(QQ) S F(gl) + <VQF(01),92 —01> +A||€2 —91”2 for all 91,92 S Rd"‘/. (El)

Denote g(0)) = XT0®) —Y € R". Let /Q = diag(,/q1, - ,/qn)- Then, we have
F(OY) = ||lv/Qg(6™) z, which implies that VF(®)) = 2XQg(0"). The update rule of
static GRW with gradient descent is thus given by

gt =10 — UZ q@‘iﬂz‘(f(t) (@) — yi) =0 — UXQQ(QG))'

=1
By Eqn. (E.I)), we have
F(OUD) < F0O) — 20g(0")TQTX T XQq(0") + Al X Qg(0")]];.

Since w1, - ,, are linearly independent, X ' X is a positive definite matrix. Let its

smallest eigenvalue be A, > 0. Note that || Qg(6®)]], > /@ || vVQg(0D)||, = V¢ F(6D).
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Thus, we have g(0")TQTX T X Qg(0Y) > ¢*A\nin F(0®). So we have

2
F(OU) < F(09) ~ 206 Ain F(0) + AnQHXf H Hf 9(6)
< F(0Y) — 2ng* \min F (67)

< F(09) = 2ng" Auin F (0) + An? HXHF ( )
= (1 — ¢ Amin + A2 2) (Q(t ).

.

Let ny = “33. For any i < 1o, we have F(6®+)) < (1 — ng*A\pin) F(6) for all ¢, which
implies that F()) must converge to zero. Since every ¢; > 0, this implies that the ERM
risk must converge to zero.

Dynamic GRW. By Assumption for any € > 0, there exists ¢, such that for all
t > t., we have q(t)

)

eigenvalues of X T X, where A\, > 0. Fix € = min {q* (4" Mmin)* } Then, ¢. is also fixed.

€ (¢ — €,¢; +¢€) for all i. Let \yax and A,y be the largest and smallest

37 12)2

max

Denote Q = diag(qi,- - ,¢,). Whent > t., the update rule of dynamic GRW is
oD = 9 —px QLY (XT6® —Y'). We use the subscript ¢ to indicate that HQEt)

€. Because ¢; +¢€+/(q; + 3¢)g; and ¢; — € > /(¢ — €)g; for all e < £, we can rewrite QE as
QY = \/ Qé? v/ Q. So by Eqn. (E.1)), we have

F(OIFD) < F(O0) — 20g(09)TQTXT X/ QY v/Qg(0) + AHUX\/QT,? VQg (0"
Forall e < %, we have \/g; + 3¢ — \/§; < V/3e and /@; — /¢; — 3¢ < /3¢. Thus, we have
507 QXX (V@ - V@) Vsl
< [va'xx (Vai - va)| |vasen|;
Vel - va| |vasen||

. * )\min 2
Since g(0M)TQTXTXQg(0) > ¢* Amin F(01), and € < (112A?nax) , we have

/ 1
(e(t TXTX i(%te \/_g (q*/\min o )\max\/i> F(Q(t)) Z 5q*)\mm}7<9(15))

Thus, for all € < %, we have

<

< Amax V3eF(01).

F(OUD) < F(6Y) = ng* Anin F (09) + An? Q!

|vaser

2
|
)2

(1 = 7" Ain + A202(1 4 3€)) F(8Y)

<
< (1 = g Ain + 24%2)F(6D)

Let ny = £, For any < 19, we have F(0%D) < (1 — ng*Apin/2) F(0W) for all t > ¢,,
which implies that lim, ,, F'(#)) = 0. Thus, the ERM risk converges to 0. [
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E.2 Proof of Theorem 6.6

The proof of this theorem is largely based on the following result.

Lemma E.2 (Approximation Theorem). For a wide NN f® trained by any GRW satisfying
Assumption 6.3| with the squared loss, let ) (z) = fO(x) + (60 — 60 V,fO (z)) be its
linearized neural network trained by the same GRW (i.e. q( ) are the same for both networks for
any i and t). Under the conditions of Theorem|6.6| with a sufficiently small learning rate, for any
d > 0, there exist constants D > 0 and C' > 0 such that as long as d > D, with probability at
least (1 — &) over random initialization we have: for any test point x € R® such that ||z||, < 1,

fin @) = fO@)| < cd !

sup
£0
Proof We will use the following short-hand in the proof:

g(0") = fO(X) -y
J(0W) = Vo f(X;00) € R
Ol = J(M T J(pW)

For any ¢ > 0, there exists ¢ such that for all t > ¢, and all , qgt) € (¢ —€,q+e). Let

Q = diag(q:,- - , ). Similar to Appendix|E.1, we can rewrite Q) = Q%" = /Q{"\/Q.
The update rule of GRW of wide NN is

plt+1) — g _ nj(@(t))Q(t)g((g(t)%

and when ¢ > t,, this can be rewritten as

oD = g — g (o \/> [\/_ g 9@)} (E2)

Next, we need three lemmas.

Lemma E.3 ([[147]], Corollary 5.35). If A € RP*9 is a random matrix whose entries are in-
dependent standard normal random variables, then for every t > 0, with probability at least
1 —2exp(—t?/2),

VP — Vi —t < Ain(A) < Anax(A) < Vp+ Vg +t.

Lemma E.4 (Local Lipschitzness of the Jacobian). There exists a constant M > 0 such that
forany Cy > 0 and any § € (0,1), there exists a D such that: If d > D, then with probability at
least (1 — 0) over random initialization, for any x such that ||z||, < 1, we have

;

Vof(z;0) — Vo f(x;

||Vef($,9)|\2 < M

i v V0,0 € B0, Cy), (E.3)
|-, < 3%
\ SOl < M
where B(0®, R) = {0: |0 — 69|, < R}.
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Proof By Lemma forany ¢ € (0, 1), there exists D > 0and M, > Osuch thatifd > D,
then with probability at least 1—4, the following holds for all § such that ||§ — (%) H2 < Cy:

WO<I<L—1:|W!,<3Vd |We|,<Co<3d/ Wo<i<L:|bl|| <MV

With these inequalities, for any x such that ||z||, < 1, we have

1 3 =
I = | v < (WOl el + ], < (o ) Vi
1
R, = —~W’wl+ﬁbl < — W, [|=']|, + || 5] (Wl > 1);
2 d , \/c_l 2 2 2

o], = [lo(h) = o(0) + (0], < Lo [, + (VA (v1=1).

Here, L, is the Lipschitz constant of o and ¢(0") = (¢(0),--- ,0(0)) € R%. Thus, we can
prove by induction that there exists an M, > 0 such that ||z'||, < Mod

MQ\/;Zforalll =1,---,L.
Denote ! =V, f(x) = Vjh*!. Forall1 < < L, wehave o' = diag(s(h')) %2l

vZi

< % Lo. Since o is Lo-Lipschitz, we have
d

it = 1and [[at]), = '

diag(&(hE)) ¥
g(a(h™)) VAl
o(z) < Ly for all z € R. Thus, we can prove by induction that there exists an M; > 1
such that HalH2 < Mg/f/gfor alll =1,---, L (note that this is not true for L + 1 because
aLJrl — 1)
Forl = 0, Vyof(r) = Fza’al’, so [V f(2)]l, < HwOuQualnz < =M/ V.
And forany ! =1,--- L, Vg f(z) = \/g:vlcu“rl o [V f(z)]], < \/_ HmlHQ Ha”le <

M, Ms. (Note that if M3 > 1, then HaL“HQ < Ms; and since d > 1, there is HalH2 < M;y
for | < L.) Moreover, forl = 0,--- ,L, Vy f(x) = Ba!™, so ||V f(z)||, < BM;. Thus,
there exists an M, > 0, such that |V, f(z)|l, < My//n. And since ||x;||, < 1 for all i, so
7Ol p < Ma.

Next, we consider the difference in V, f(r) between ¢ and 0. Let f,W,b, &, h,é& be
the function and the values corresponding to 6. We have

< g Iwe=wel et sl - < (G +2) o),
th+1 B ;Ll+1H2 _ %Wl(ml — &)+ %(W’ _ Wl):;;l + B(b — Bz) 2

- 2|, +
I, [l = &[], +

R N
2 2

\/HW’

<3la' -, +n+p)[o-0 =D

et = )|, = |o(n') — o(h)|| < Lo||p' B!

(V1> 1).

Thus, we can prove by induction that there exists an M; > 0 such that Ha:l — ! H2 <
M, ‘
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For !, we have o' = a**! = 1,and forall [ > 1,

o~ ], = |ding(o )™ - " — (s >>ngl“2
< diag(d(hl))WT;(al“ R R diag(d(hl))%dl“ 2
+ |diag((6(h') — 5(R) > ~at

Vi

< 3Lol|at* = G|, + (MyLod /2 4 8MsMs Lid ) [0 0|
2

2

(E.4)
where L; is the Lipschitz constant of ¢. In particular, for [ = L, though a**! = 1, since

H wi H < 3d"/*,Eqn. (E.4) is still true. Thus, we can prove by induction that there exists
2

an Mg > O such that ||/ — &/|, < 4%\/‘1&
I=L+1).

Thus, for all 8,6 € B(A, Cy), and any z such that ||z||, < 1, we have

60— 0~H2 forall [ > 1 (note that this is also true for

vaof( ) Wof H = \/_ H:Ua1 _mal"er
< 7 o'~ ],

1 M6 '

27

and for/ =1, ---, L, we have
HVsz(x) B szf(x) ‘2 \/:Z sz 1417 ~ldl+1TH2
1 - . ~
Szamfmwwl—d“%+Hf—fMHdHM)

Vi o Vd

Moreover, for any [ = 0, - - - , L, we have

M2M6 M5M3> ‘

B Mg
Vd

|Vus@) - Vi f@)|, = Bllatt - &), <

Combining all the above, we can see that there exists a constant M; > 0 such that
HV@f(I)—ng(m)H < M7 ’ sothatHJ H M7 6 — QH |

Lemma E.5. There exist constants M > 0 and ¢y > 0 such that for all € € (0, ¢, n < n* and
any & > 0, there exist Ry > 0, D > 0 and B > 1 such that for any d > D, the following (i)
and (ii) hold with probability at least (1 — ) over random initialization when applying gradient
descent with learning rate 1:
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(i) Forallt <'t., thereis

Hg HQ < BtRU (E5)

t t £
> |69 =69V, < nMRy Y BT < ]\QB_ Jf‘) (E.6)

Jj=1

(ii) Forallt > t., we have

t—t

q*>‘min ‘
H\/ag(@“)) ‘2 < (1 - "T> B“R, (E.7)

¢ t N\ J—te
S |[69 — 60-V||, < pvTF3MB Ry S (1 L Smm)
J=te+1 j=tet+1 (E8)
_ 3VIT 3eMB"Ry
>|<)\II"IIH

Proof Note that forany z, f(¥)(z) = 8b" where b” is sampled from the standard Gaussian
distribution. Thus, for any § > 0, there exists a constant R, such that with probability at
least (1 — 6/3) over random initialization, we have ||g(*)||, < Ro. And by Lemma
there exists Dy > 0 such that for any d > D,, with probability at least (1 — §/3), we have
o~ 00 < B

Let M be the constant in Lemma [E.4] Let ¢y = @) B +n*M?, and Cy =

108M71 7
MEB*Bo 4 3v o “fo By Lemma [E.4} there exists D; > 0 such that with probability

at least (1 — §/3), for any d > D, Eqn. (E.3) is true for all 6,6 € B(§(”, Cy). By union
bound, with probability at least 1 — ¢, all the three above inequalities holds.

Let us prove Eqns. (E.5) and ([E.6)) by induction. They are obviously true for ¢ = 0.
Suppose they are true for t. Then, for ¢ + 1, we have

o= =00, < )@, 0], < 0@ 6]
<096 | a6, < AR

which means that Eqn. (E.€)) is also true for ¢ + 1. In terms of Eqn. (E.5)), we have

)= o) ~ g(6) + 56
.

— J(g(t))T(g(tH) _ g(t)) + g(g(t)>
= |18 T 16)QVg(60) + 9(6")

gt

.
-0 10D)QY|| a0,
(1 s @ 20Q"| ) 90,

< (14 |1@ | 176)) o,
(1 + 77*M2) Hg(e(t)>H2 < Bt+1Ro.

IN

IN

IN

Hence, Eqns ) and ( are true for all ¢ < t., which implies that H\/_ g H

(6], BtERO Thus, Eqn. .) is true for ¢t = t.. And Eqn. () is obv10usly true
fort =t..
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Next, let us prove Eqns. (E.7)) and (E.8)) by induction. Suppose they are true for ¢. By
Eqn. (E.2)), for t + 1 we have

Q (Q(t)

),
<allaenyeid) |vasen),
< VT4 3¢ ]|70)] . | V@)
< M1+ 3e (1 — %Amm)tte B Ry,

Hg(t+1) _ Q(t)H2 <n HJ(W)

which implies that Eqn. (E.8) holds for ¢ 4 1. In terms of Eqn. (E.7]), we have

H\/ag(@““)) )22 VQy(04) \/_g )+ 1/ Q") ‘
= |[v/QJ(0M)T (oY) +\/_g 0) (
= —77\/57(9(1t )TI(OD)QWg(0V) + \/Qg(0)

I—1/QJ(@HY) 1Y
I—1v/QJ(@" 5

‘ 2

IN

(0)

t
77q>k/\1nin)
I ———— Ry,
o

where ) is some linear interpolation between #*) and #**). Now we prove that

H [— g J/QJ(0 1Waow
For any unit vector v € R", we have

v (I-1nv/QOVQ)v=1-1v"/Q0\/Qu,

where ||\/_’UH2 V@5, 1], so for any n < n*, v (I — n/QOVQ)v € [0,1 — nAming*],
which implies that ||[T — 7/Q0v/Q H2 <1-— n)\mmq Thus, we have

IN

TIQ* >\min

<1-
2

(E.9)

|1 -nv@i@e seval,
<|1-nv/@eval| +n|vae-eva| +u|vaue®) ™) - 1@ 0)ve,
1= Mhuing” +1||VQ(O =)@+ |[VQUE)TI(6) — J(E)TI(6) f HF

L= Mhuing” +1|€ = O, 11|76 IO = 7(6) T I(6)

g

_ s, N9 Amin nM? ® _ p(0) ’~(t)_ (0) ) N Amin
<1 —nAuing” + 3 + % <H0 0 H2+ 0 0 , <1 5
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for all d > max {Dl, D,, (H*M 200) } This implies that

>\m1n

7= vy aeyel|
<1 M2y H VQI@Y)T (\/Qse @)

)\ *Ami
1 nq2 +M2\/—<1_77q3

2

holds for all € < €y. Thus, Eqn. ) holds for ¢ + 1. [ ]

Now let us return to the proof of Lemma Choose and fix an € such that ¢ <

. 2
min{eo, 5 (%) }, where ¢ is given by Theorem [E.5 Then, ¢, is also fixed. There

exists D > 0 such that for any d > D, with probability at least (1 — d), the inequalities in
Lemmasﬂand.hold and ||© — ©©)||,, < ©2min_This implies that

q* )\mln
3

10, < 1611, + [|© = O] . < Amax +

We still denote B = 1 + n*M? and Cy = #55 telRO GoR 142331\4 Bl T emma [E.5guarantees

that for all ¢, we have 0®) ¢ B(9©, Co). Thus, we have

|1 e < |- nvaeval, +n|vae -e1val,
N Amin _ 4 219" Amin-
3 3

S 1—- n)\minq* +

It follows that

7 Qe oy

<HI 1/ QO \/_H +H \/_@<0><\/> \/6)

2 )\mm >k>\m1n
S 1_17QT+T](/\max+ 3 )\/i

2

2
l q*)\min
Thus, forall e < 3 <3 pw— /\min> , we have

*Amin
HI —nV/Qe\/Q| <1 o, (E.10)
2
The update rule of the GRW for the linearized neural network is:
O = 0 — 1T (0™) Q" g1in (0) (E.11)

where we use the subscript “lin” to denote the linearized neural network, and with a
slight abuse of notion denote gy, (0®) = g(6\").
First, let us consider the training data X. Denote A; = Gin(0D) — g(6®)). We have

gin () = gun(0) = =0T (0) T (0°7) Q" gun(0)
g(0"D) — g(61)) = —J (6)TI(6)QWg(6")
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where 0 is some linear interpolation between () and #*+1. Thus, we have
Avas = A =n [JEO)TI(60) - J60)TI(60)] Qg(6?)
— nJ(Q(O))TJ(Q(O))Q(t)At.
By Lemma [E.4, we have
Hj(é<t>)TJ<e<t>) - J(9<0>)TJ<9<0>)H

F

I

< H (J@9) - J(0<0>)>T J(6)

‘ +[[7(0O)T (J(6W) — J(01))
F

< 2M2Cod 4,
which implies that for all ¢t < ¢, we have

1Al
<[|[1 = na @) IE)QUY A, + |[n [1ED) 16 — (0T T(0)] QVg(6)

2

<[ 1 =g (@) TIENQY| 1Al +n | JED)TIED) — S0 IO 96,
<(1+nM?) | Ally + 20M3CoB' Rod ~1/*

<B || A, + 2nM>CoBt Ryd~'/*.

F

This implies that
B~V A ], < BTHA|, + 2nM32Co B~ Ryd /4.
Since Ay = 0, it follows that for all ¢t < ¢., we have
1A, < 2tnM>CoB'™ Rod/*,

and in particular, we have
H\/aAtE‘L < |A I, < 2t M2Cy Bl Ryd /4.
For t > t., by Eqn. (E.2)), we have

V@A~ VQA =n/Q ()T (67) — J(6) (0] 1/ QS | VQo(6)]
~V/QIEV) IV QF) | Ve
Let A =TI —ny/QJ(0O)TJ(0)/QY = I — ny/QO©1/QL. Then, we have

\/aAtH = A\/aAt + 7]\/6 [J(é(t))TJ(Q(t)) _ J(Q(O))T(](Q(O))} N éte) (\/ag(g(t))> '

Lety=1- % < 1. Combining the above with Lemma and Eqn. , we have

H \/aAt—i-l

2

< [|All, H\/aAt ) +n H\/a [J(é(t))TJ(Q(t)) _ J(@(O))TJ(H(()))] @ 2 H\/ag(@(t)) ‘2
<[ V@, +nf 7697500 — a0 TI60)|| VIEEe B,

SWH\/@At

+ 20M?Cov/1 + 3ey' ' Bl Rod /*,
2
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which implies that

—(t+1) \/aAtH ) < ,_Y—t ) + QHMQCom’Y_l_tEBtGROCZ_l/LL-
Next, we consider an arbitrary test point  such that ||z||, < 1. Denote 6, = f{(z) —
f®(x). Then, we have
' (2) = il (2) = =0V  (2:00) T (0) Q" gin(6):
FU () = fO(@) = =nVof (2:69)T1(0“)QWg(0").
Therefore, we have
B — 8 =n | Vol (:09)TI(09) = Vof (2;0) I (0”) | Qg(6)
—nVof(w;69)T7(0)QUA,.

For ¢t < t., we have

t—1 ~

0lly <03 |[[For s 0 T(6%) = Vg (230®) T (09)] Q|| [lg(6™)],
s=0

-1
+0 Y || Vos (@8 TIE)QW |, 1A,
s=0

t—1
<n> HVef(x; GOV J(09) — Vo f(z; Q(O))TJ<9(0))HF a0,
s=0

t—1
03 [Vof @ 0, 170 1A,
- t—1 t—1 .
<M?Cod " " B* Ry +nM* Y (2snM*CoB* ™ Rod /%)
s=0 s=0

Hence, there exists a constant C; such that ||0; ||, < Cyd~1/4. Then, for t > t., we have

<Y

S=te

19¢1, =

19t 115

[V a:09)7 2(0) = Tar (a:0) " 769)] Q12|

t—1
Vof (2;0) T J(0©)/ QY
s=t¢ 2

t—1
<OnM?*Cod "1 + 3¢ Z vl B Ry

Ss=te

t—1
+ MV + 3¢y (275*t€nMQCOBtfRO [tﬂl VT3 3ey (s — te)} d*1/4> .

Ss=te

Note that ) ",° ¢+ is finite as long as y € (0, 1). Therefore, there is a constant C such that
for any ¢, |6, < Cd~'/* with probability at least (1 — §) for any d > D. |
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Now, let us finish the proof of Theorem

Proof Consider the linearized neural network fl(ifl) (x) defined in Eqn. l) If we view
{ng(o)(xi)}?zl as inputs and {y; — f©(z;) + (619, ng(o)(xi»}?:l as the targets, then
the linearized neural network is a linear model. Thus by Theorem we have the fol-
lowing corollary.

Corollary E.6. If Vo f(z,), -, Vo fO(z,) are linearly independent, then there exists ny >

0 such that when fl(ii) (x) is trained with any GRW method that satisfies Assumption o

converges to a unique 0* that does not depend on the sample weights .

(2

Let 7, = min{ny, n*}, where n, is given by Corollary Let fl(ii) () and fé;)ERM(x) be
the linearized neural networks of f)(z) and f, (t) () (which are two networks trained
with GRW and ERM)), respectively. By Lemma for any & € (0, 1), there exists D > 0
and a constant C' such that with probability at least 1 — 9, the following holds:

i) = [0 @) < Cd*

sup
>0

¢ ¢ -
St‘ig fl(in)ERM(m) - f]gR)M(x)‘ < Ccd4

By Corollary [E.6, we have

lim
t—o00

(@) = Finera(@)] = 0.
Summing the above yields

lim sup )f(t)(x) — fE(;)M(x)’ < 206?’1/4,

t—o00

as desired. [

E.3 Proof of Theorem [6.7

Similar to Theorem [6.6] proving this result needs a slightly different approximation the-
orem. We start with two necessary propositions.

Proposition E.7 ([77], Proposition 1). If o is Lipschitz and d; — oo for | =1, - - , L sequen-
tially, then forall | = 1, - - , L, the distribution of a single element of h' converges in probability
to a zero-mean Gaussian process of covariance X' that is defined recursively by:

1
Si(e,af) = el + 5
0

' (x,2") = Eglo(f(x)o(f(2))] + 5%
where f is sampled from a zero-mean Gaussian process of covariance L=,

Proposition E.8. For any positive definite symmetric matrix H € R"*", denote its largest
and smallest eigenvalues by Amax and A\yin. Then, for any positive semi-definite diagonal matrix
Q =diag(q1,- - . qn), HQ has n eigenvalues that all lie in [min; g; - Amin, MaxX; ¢; - Amax)-
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Proof H is a positive definite symmetric matrix, so there exists A € R"*" such that H =
AT A, and A is full-rank. First, any eigenvalue of AQA" is also an eigenvalue of AT AQ,
because for any eigenvalue A of AQAT we have some v # 0 such that AQA™v = \v.
Multiplying both sides by A" on the left yields AT AQ(A"v) = A\(A"v) which implies
that ) is also an eigenvalue of AT AQ because A" v # 0 as A\v # 0.

Second, by condition we know that the eigenvalues of AT A are all in [Ayin, Amax)
where A\, > 0, which implies for any unit vector v, v/ AT Av € [Apin, Amax), Which is
equivalent to [|Av|l, € [V Amins VAmax]- Thus, v' ATQAv € [Ayin min; ¢, Amax max; ¢,
which implies that the eigenvalues of AT QA are all in [\, min; ¢;, Amax max; g;.

Thus, the eigenvalues of HQ = AT AQ are all in [\, min; ¢, Apax max; g;). [ |

Lemma E.9 (Approximation Theorem for Regularized GRW). For a wide fully-connected
neural network f, denote J(0) = Vof(X;0) € RP*™ and g(0) = Vy((f(X;0),Y) € R".
Given that the loss function ( satisfies: Vgg(0) = J(0)U(0) for any 0, and U () is a positive
semi-definite diagonal matrix whose elements are uniformly bounded, we have: for any GRW that
minimizes the regularized weighted empirical risk Eqn. (6.5)) with a sufficiently small learning
rate n, there is: for a sufficiently large d, with high probability over random initialization, on any
test point x such that ||x||2 < 1, we have

b | fing ) — S| < €T (E:12)

nreg reg

where both fl(ifl)rgg and fr(f; are trained by the same reqularized GRW and start from the same initial
point.
Proof Without loss of generality, assume that all elements of U () are in [0, 1] for all 6,
and set 7 < (4 + Amin + Amax) '+ If the elements of U (6) are bounded by [0, C], then we
can set < (g + CApin + CAmax) ~* and prove the result in the same way.

With L, penalty, the update rule of the GRW for the neural network is:

P+ — g _ nj(g(t))Q(t)g(g(t)) — 77M<9(t) — 9(0))‘ (E.13)
And the update rule for the linearized neural network is:

O = O — nJ (0)QVg(01) — nu(bf, — 0). (E14)

lin — Vlin lin

By Proposition f(z;6) converges in probability to a zero-mean Gaussian process.
Thus, for any 6 > 0, there exists a constant R, > 0 such that with probability at least
(1—=0/3), [|[g(0™)||, < Ro. Let M be given by Lemma Denote A = nM R, and let
Co = % be given by Lemma Note that Lemma only depends on the network
structure, but does not depend on the update rule, so we can still use the lemma here.
By Lemma there exists D; such that for all d > D,, with probability at least (1—9/3),
Eqn. (E.3) holds.

Similar to the proof of Proposition we can show that for any 6, all the non-zero
eigenvalues of J(0)QWU (A)J(§)T are also eigenvalues of J ()T 7(0©)QWU (). This
is because for any eigenvalue \ # 0 such that .J(0©)Q®U (A)J () v = \v for some v,
we must have J(6©)T.J(0OYQWU (A)(J(#)Tv) = A(J(0@)Tw), and J(0©)Tv # 0 since
Av # 0, 50 \ is also an eigenvalue of J(#®)TJ(6©)Q®U(h). On the other hand, by
Lemma 6.5, J(#)TJ(0)Q®MU () converges in probability to ©Q® U (§) whose eigen-
values are all in [0, A\yax| by Proposition Hence, there exists D, such that for all
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d > D,, with probability at least (1 — §/3), the eigenvalues of J(#?)QWU (/).J ()T are
all in [0, Apax + Amin] for all ¢.

By union bound, with probability at least 1 — ¢, all the above “(1 — §/3)” statements
are true. Now we prove that there exists Dy such that for all d > Dy, sup,, [|0® — 6|,
is bounded with high probability. Denote a; = 6 — §©. By Eqn. (E.13), we have

ae =(1 = npa; =l (V) = T Qg(0")
—nJ(09)Q"[9(6) = 9(6°)] = nJ (6)Q (6,

which implies that

lacslly < |0 =m0 T =na@)QUUE)IE) | Jail,

(E.15)
+ 0 [[70C) = JO)|: (9@, + 2 [[ 7O [[9(0)]

27

where §®) is some linear interpolation between #*) and 6*). Our choice of 7 ensures that
np < 1.

Next, we prove by induction that ||a;||, < Cp. Itis true for ¢t = 0. Suppose ||a;||, < Co,
and consider ;1. Let us look at the three terms on the right-hand side of Eqn. (E.15)).
For the first term, we have

| = 1 = 90 QOU(E)7(6)T

2

2

+ 07009, Hj(é(t)) — J(6©)

Since 17/(1 — np) < (Amin + Amax) ' by our choice of 7, we have

<1

2

U OV\OO (0 (9O
I-— JEQWU (D) J(6

On the other hand, since |||, < Co, we have || J(6©)]| . HJ(é(t)) — J(Q(O))HF < {4\47200 by
Eqn. ). Therefore, there exists D such that for all d > Dj,

- (E.16)

|a =1 - n1euu@) @) <1-2

For the second term, we have

lg®“Dl, < [l9(®“) = 9@l + [la(6™]],

_ _ E.17
< HJ(H(“ (6M) ‘ 6@ — 09|, + Ro < MCy + Ro. (E17)
2

For the third term, we have
0 [ 7O 190 )], < nMRo = A.

Thus, we have

M(MCy+ R
Jaeall, < (1= ) fau), + PO |y

7

127



Thus, there exists D, such that for all d > Dy, ||asi1]|, < (1 — ™) ||as|l, + 2A. This shows
that if ||a.||, < Cp is true, then ||a;41 ||, < Cy will also be true.

In conclusion, for all d > D, = max{Dy, Dy, D3, D4}, HQ(t) — 00 H2 < () is true for
all ¢. This also implies that for C; = MCy + Ry, we have ||g(6")||, < C; for all ¢ by
Eqn. . Similarly, we can prove that [|0) — 0©)||, < C, for all t.

Second, let A; = oY

lin

Avr = By =n(J(0)QUg(0") = J(0'))QVg(b1) — ),
which implies that

2

0® . Then, we have

Arer = (L= )T =T EO)QUUE)IE)T] A+ n(7(6°) — 1(6)Qg(6).

where ) is some linear interpolation between §®*) and 91(;2. By Eqn. (), with proba-
bility at least (1 — §) for all d > D,, we have

18l < |[(1 =m0 T =g @)QUUEN)IE)T|| Iaddl, + 1 |16) = TO)] - [l9(6)],

< (1= ), 4 %Oocl

Again, as Ay = 0, we can prove by induction that for all ¢,

2MC O ~
1A, < =———=d /",

For any test point « such that ||z||, < 1, we have

FO(@) = Flg@)| = [ £(:6) = fin(a: 6(2)
<1 F(2:69) = fun(w; 09)] + | fun(x:6©) = fi(; 62)
< |£(@30") = fun(a: 09| + ||V f (a0, || ~
< [F(369) = fin(w; 6] + M A,

For the first term, note that

f(x;e(t)) — f(;p;g(O)) — ng(x; é(t))(e(t) . 0(0));
flin(m; Q(t)) — fhn(z; 9(0)) = ng(x; Q(O))(Q(t) _ 9(0))’

where %) is some linear interpolation between 6 and 6©). Since f(z;0©) = fyn(z;6),

[F(@569) = fin(2;6)] < |[Vof (2:89) = Vof (26| [6® - 69, < %OQ
Thus, for all d > D,, with probability at least (1 — ¢) for all ¢ and all z,
F9(@) = fieg(@)] < ( MC? + QMTCoCl> Q1 = O(dYY,
which proves the lemma. [
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Lemma E.10. Suppose there exists My > 0 such that || Vo f© ()|, < My for all = within the
unit ball. If the gradients Vo f O (1), - -+, Vo f O (x,,) are linearly independent, and the empirical
training risk of fl(ifl)reg satisfies lim sup,_, .. R( fl(ifl)reg) < € for some € > 0, then for any x within
the unit ball, we have

timsup |fie(r) = fien ()| = O(Ve).

Proof First, for all ¢ we have ) — 0(0) € span{V,fO(zy), -, VofO(z,)}. Let §*
be the interpolator in span(Vg f O(zy),--+,Vof9(z,)), then the empirical risk of ¢ is
S (0 — 0%, Vo fO(3:))? = o ||[VofO(X)T (9—6*)“;. Thus, there exists T' > 0 such
that

|6 @(X)T (0" — e*)||§ <2ne forallt>T.

Let the smallest singular value of \/iﬁvg fO(X) be spin. Then, we have s, > 0. Note

that the column space of V(0 (X) is exactly span(V,yf© (z,),- -+, Vaf©(z,)). Define
H € RP*" such that its columns form an orthonormal basis of this subspace, then there
exists G € R™*" such that V,f(©(X) = HG, and the smallest singular value of \/LEG is

also s, Since 8 — 0O is also in this subspace, there exists v € R” such that 00 — g =
Hwv. Then we have v2ne > ||GTH Hol|, = |GTv||,. Thus, |jv], < Y2 which implies

that
V2e

<
Smll’l

||g(t)

We have already proved in the previous results that if we minimize the unregularized
risk with ERM, then 6 always converges to the interpolator §*. So for any ¢ > 7" and any
test point  such that ||z||, < 1, we have

Mo/ 2¢
(@) = fitera(@)] = 189 — 67, Vo fO ()] < =25,

Smin

as desired. ]

Now we prove Theorem|[6.7]

Proof Given that R( fhnreg) < e for sufficiently large ¢, Lemma [E.9|implies that

Thus, for a fixed ¢, there exists D > 0 such that for all d > D, for sufficiently large ¢,
R(FL) < € = R(fimnes) < 2¢

By Lemma [E.2land Lemma [E.9] we have

(t) (t) ‘ ~1/4),
inERM (2 Frm ()| =

fhmeg< 7) - fssgml = O(d™1").
Combining these with Lemma [E.10] ylelds
freg ERM ‘ =0 d '+ Ve).

Sup

Sup

hm Sup

Letting d — oo leads to the result we need. [
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Remark E.11. One might wonder whether |[Vqf© ()|, will diverge as d — oco. In fact, in
Lemma we have proved that there exists a constant M such that with high probability, for
any d there is | Vo f O ()|, < M for any = such that ||z||, < 1. Therefore, it is fine to suppose
that there exists such an M.

E.4 Proof of Theorem 6.8

Proof First, we show that éMM is unique. Suppose both #; and #; maximize min; y; - (9, x;)
and ||64]|, = [|62ll, = 1. If 6; # 65, then we define 6 = (0, + 02)/2 and 6, = 6/]|0)|,.
Obviously, ||0]], < 1, and for all i € [n] there is y;(0,x;) = (yi(61,x;) + vi(02, Ti))/2.
Thus, we have y; (0o, ;) > min {y;(61, x;), y; (02, ;) }, which implies that min; y;(6y, ;) >
min {min; y; (01, &;), min; y; (62, ;) }, which contradicts the fact that 6,, 6, are max-margin
classifiers.

Without loss of generality, let (1,41), - , (®m, ym) be the samples with the smallest
margin for u, that is arg min, y;(u, ;) = {1,--- ,m}. Denote v = min; y;(u, x;); then, v >
0 since the training error converges to zero. Note that for the logistic loss, if y; (0, z;) <
y; (0, x;), then for any M > 0, there exists an R); > 0 such that for all R > R, there

Vol((RO,x:),y:) . . ,
A Aoy > M. Since the training error converges to zero, we have || )H2 — 0.

So when t is sufficiently large, the impact of (x;, ;) on §®) for j > m is an infinitesimal

is

compared to j < m since liminf;_, q](t) > 0. Thus, we must have u € span{z;,--- ,x,,}.
Letu = aqy11 + - - - + Y@, Now we show that o; > O foralli =1,--- ,m. Fora

m g exp(yi- (0D z; .
sufficiently large ¢, thereis () —() ~ 37" | & +ex§(;y;,(<:<t>,;c;>>)) yix;. Since [|#®|| — oo, for

) o (- (0 . ) .
4 Pl OD@)) gy a;(T), where Ty, is suf-
Oéz‘(T) 7]

1+exp(y:- (0 ;)
ficiently large. Here the notion «; o limy_, a;(7') means that limy_, ) = o for any

pair of ¢, j and «; # 0. Note that each term in the sum is non-negative. This implies that
ai, -+, o, have the same sign. Meanwhile, > oy = > iy, - (w, &) = (u, u) > 0.
Thus o; > 0 for all i € [m] and at least one is positive. Now suppose u # N
which means that 7 is smaller than the margin of buni. Then, for all i = 1,---.,m,
there is y; - (w,x;) < i - (fym, ;). This implies that (w,u) = S0 oy - (u, x;) <
Yoy <éMM, x;) = (9MM, u), which is a contradiction. Thus, u = N [ |

all i € [m] we have «; o limp_, o ZtT:TO

E.5 Proof of Theorem [6.10

Proof Denote the largest and smallest eigenvalues of X ' X by A" and A™", and by
(g*Amm)?

condition we have \™» > 0. Lete = min{%7 Temmaxz ;- Then, similar to the proof in
Appendix there exists ¢, such that for all ¢ > ¢. and all 7, qi(t) € (¢; — €,q; + €). Denote
Q = diag(qi, - ,q), then for all t > ¢, Q) := Qg) =/Q Qg?, where we use the
subscript € to indicate that HQ?) - QH2 < e

First, we prove that F'(#) is L-smooth if ||z, < 1 for all i. The gradient of F'is

VE@®) = a:Vl({0, @), yi) ;.

i=1
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Since ((y,y) is L-smooth in g, for any 6,, 6, and any i, we have
({02, i), i) — L0, i), yi)
< Vl((01, i), i) - ((02, ) — (01, ) + §(<92>wi> — {01, z))?
= (Vgl((b1, i), yi) - 5,00 — 01) + £((‘92 —b1,2i))°
< (Vyl({br, i), yi) - i, 02 — 1) + — H92 — 015

Thus, we have

F qu 927331 Yi) _€<<91>wi>>yi>]

<Zqzw<el,wz> Yi) - @i, 02 — 01) + ZqzueQ 01l

=1

L
=(VF(01),0, — 01) + 3 162 — 015,

which implies that F'(#) is L-smooth.
Denote §(0) = V((f(X;0),Y) € R, then VF(0) = XQj(6"), and the update
rule is
oD = 9 _ nxQWg(p"). (E.18)

So by Definition [6.9] we have

.

FOY) < PO) — (X Qa(0). XQU3(0") + L | XQUa0) 2. (E19)

Letn = % Similar to the proof in Appendix [E.1, we can prove that for all

n <, and for all ¢t > t., we have

PO < 70 = | ato [+ 2 [/l |
< 109 - T2/ + R x5 1+ 30) | Va0
< (") - ”q*jmm Vi)
< F(09) - 2 g0

This implies that (")) is monotonically non-increasing. Since F'(§) > 0, F(6)) must
converge as t — 0o, and we need to prove that it converges to 0. Suppose that F(6")
does not converge to 0, then there exists a constant C' > 0 such that F(§®) > 2C for all ¢.
On the other hand, it is easy to see that there exists 6* such that ¢((6*, z;),y;) < C for all
i. The above inequality also implies that ||g(6'")]| , — 0ast — oo because we must have
F(0W) — F(pt+1)) — 0.

Note that by Eqn. (E.I8]), we have

||9(t+1) — b

- " - 2
>+ 20(XQW5(09), 6" — 00) + n? | XQWg(6D)|; -
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Define Fy(0) = > ", ql 6((6 x;),y;). F, is convex because /¢ is convex and qgt) are non-
negative, and VF;(0) = XQWj(0®). Convexity guarantees that F,(y) > Fy(x) +
(VFi(x),y — x), so for all t we have

(XQU3(H0),0° — 69) < F(8%) — F(60) < F(#") - SFI) <O - = = -2

because q(t)

)

such that for allt > T and all n < 1,

> ¢ —€e>2¢and ), qi(t) = 1. Since Hf](ﬂ”)]b — 0, there exists T > 0

2_7]0

(t+1) _ g n-
He 3 ’

< [|6® -

which means that ||§() — ¢~ 2 — —oo because % is a positive constant. This is a contra-
diction! Thus, F(#Y)) must converge to 0, which is result (i).

(i) immediately implies (ii) because / is strictly decreasing to 0 by the condition.

Now let us prove (iii). First of all, the uniqueness of 05 can be easily proved from
the convexity of F'(#). The condition implies that y;(0g, ;) > 0, i.e. 8z must classify
all training samples correctly. If there are two different minimizers 6 and 6} in whose
norm is at most R, then consider 67, = 1 (6z+6%). By the convexity of F, we know that 0%
must also be a minimizer, and ||0%||2 < R Thus, F(IIG;’%H 0"%) < F(0%) and || 5 AR 0% = R,
which contradicts with the fact that 7 is a minimizer.

To prove the rest of (iii), look at Eqn. ( On one hand, for all ¢ > t., we have

‘ 2

(XQWg(0"), X (QW — Q)g(0"))| < QWG(o™)

)\mln

Since we chose € = min{%- & 192»,%2

}, this inequality implies that

1QWg(p (t))Hz > AT (g ¢) H@g(g(t))
D)= 4]x@a60), X (@ - @)3(0")]

[VE@E)|, = [XQV30)], = A

)\mln *
VQW5(0

On the other hand, if n < 7y, =

’ 2
2

5 L, then we have

L .
S 1XQUaE||; < T [VEED)];.
Combining the above with Eqn. (E.19)), we get
FOUDY — F(pY) < HVFt (60) ||2 .

Denote u = limp_;o ”;ﬁ. Similar to Lemma 9 in [[79]], we can prove that: for any o > 0,

there exists a constant p(«) > 0 such that for any 6 subject to |||z > p(«), the following
holds for all ¢:
F((1+a)]|0]2u) < Fy(0).

Let t, > t. satisfy that for all t > t,, [|[0V]|» > max{p(a), 1}. By the convexity of F}, for
all t > t,, we have

(VE01),00 = (1+a)[[09]2u) > F(0") — F((1 + @)[|0"]l2) > 0. (E.20)
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Thus, we have
<9(t+1) N e(t)’ u> — <_UVE<9(t))’ u>
> (—nVE(0Y),00)

(1+a)[|6®]]
1 (E.21)

(1+a)[00]

o G e R R e e
BY%OW“*”Hz—HH“UI) > 0, wehave (3 |00 ][54 [09[[,)/169]2 > [|6“+V]],~ [[0]],.
Moreover, by Eqn. (E.20]), we have

, _ P IVEED)],

R M A
20+ )0 = 2 2

:<6) (t+1) Q(t 0 >

<0 (F(09) - F(0+).

Summing up Eqn. (E.21)) from ¢ = ¢, to ¢ — 1 yields

0[], — [|o"| 69, — []o“~]]
e(t)_e(ta) H 2 2 F Q(t) _ F e(ta) > 2 2 _ F H(ta)
( , T (F(0) - P(p) > (g
which implies that
o) 1 1 169 ]|
— > g(te) N S | A AR
(o) = o * oy, (00 = gt - v
Since limy_, o [|0® ||y = oo, we have
6®) 1
liminf ( ——— u ) > :
B\l "/ = T+

Since « is arbitrary, we must have lim,_, H;((t))H = w as long as n < min{n, 72} [ |

E.6 Analysis of the Logistic Loss

Here, we show that the logistic loss satisfies all the conditions in Theorem and
limR_>oo % = éMM-
m < max; %, so ¢ is smooth.
Second, let us analyze limp ., % . For the logistic loss, it is easy to show that for any
0 # Oy, there exists an R(6') > 0 and an 6(¢') > 0 such that F(R-6) > F(R - HMM) for
all R > R(¢)and 6 € B(0',6(¢")). Let S = {0 : ||f]|], = 1}. For any € > 0, S — B(fym, €)
is a compact set. And for any § € S — B(fw, €), there exist R(A) and §(6) as defined
above. Thus, there must exist 6,,--- ,60,, € S — B (GMM, ¢) such that S — B (QMM, €) C
U™, B(60;,6(0;)). Let R(e) = max{R(Ql) ,R(0,,)}, then for all R > R(e) and all 6 €
S — B(bym, €), F(R 0) > F(R - bym), Whlch means that % € B(fw, ) for all R > R(e).

Therefore, limp_, o, 72 R I exists and is equal to GMM

First, for the logistic loss we have Vgﬁ (9,y) =
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E.7 Proof of Theorem

Proof Let M, be the bound of va fO(2) H ,- We first consider the regularized linearized
neural network fl(ifl)reg' By Proposition|E.7} f(°)(z) is sampled from a zero-mean Gaussian

process, so there exists a constant M > 0 such that |f(©)(z;)| < M for all i with high
probability. Define

F(0) = Zqu((@, Vo fO(x:)) + (), yi).

Denote A = arg miny{ F(R-6) : ||0||, < 1}. when the linearized neural network is trained
by GRW satisfying Assumption[6.3|with regularization, since this is convex optimization
and the objective function is smooth, we can prove that with a sufficiently small learning
rate,ast — 00, 0") — R-0+0©) where R = lim,_,., ||#) -0, (which is the minimizer).
And define X

Y= min y;- (Ovv, Vo f O ().

=1,

First, we derive the lower bound of R. By Lemma with a sufficiently large d, with
high probability R( r%;) < ¢ implies R( fl(ifl)reg) < 2e. By the convexity of ¢, we have

2¢ > %Zﬁ(RéR, i) + fO(z;), 1) > log (1 + exp <_% Z(<RéR7 ;) + f© (xz))%))

i=1 i=1

I~ 5
> log (1 + exp <_ﬁ ZR<9R7%>?J¢ - M)) :
i=1

which implies that R = Q(—log 2¢) for all e € (0, §).

Denote § = ||y — Orll2. Let ¢ = éMMT*éR, then we can see that ||0'||» = - %. Let
0 = ﬁ By the definition of Ay, there exists j such that y; - (6, Vo f©(x;)) < -, which
implies that

<éMM+§R 1
X

2 /1 _ %
Thus, we have

~ 2 A
i O Vol O e)) < 24/1— S = gy - (B, Vo O )

7V9f(0)($j)> <.

< (2(1——2)—1)7 (m«:ﬂgl—g)

On the other hand, we have

g;log(1 + exp(—y; - (R-0r, VofO(x;)) — M)) < F(R- 0g)
< F(R - Oyiv) < log(1 + exp(—Ry + M)),
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which implies that

2
q*log (1 + exp (—(1 - %)R’y - M)) <log(1 + exp(—Ry + M)).

Thus, we have

52 * 2

I J
I4+exp(—Ry+M) > (1 + exp (—(1 — Z)R’y — M)> > 1+q¢" exp (—(1 — Z)R’y - M) ,

which is equivalent to

(52
—Ry+M>—(1- Z)R’y — M +log(q).

From this, we conclude that
6 = O(R™Y%) = O((—log 2¢)71/%).

So for any test point z such that ||V, f© (2)|| < My, we have

(vt = 0 Vo fO(2) )| < 3Mg = O((~ log 2072,
Combining this with Lemma with high probability, we have

limsup |R - fum(x) — fr(éé(x)| = O(R - (—log2e)™V2 4 d~ V4.

t—o00

Hence, there exists a constant C' > 0 such that: As d — oo, with high probability,
for all € € (0,1), if | fum(z)| > C - (—log2e)~'/2, then fi4(x) will have the same sign as
fum(z) for a sufficiently large t. Note that this C' only depends on n, ¢*, v, M and M,, so
it is a constant independent of e. [

E.8 Proof of Proposition 6.16
Proof We have
Ry p.e (05 Porain) = inf {RDM(Q; P') : 3P’ s.t. Poain = (1 — )P + 615/}
= inf {es(ER[(400: 2) —m)T17 +n} (£22)

— it {calp)ighll [P0 2) = ) > i) 40}
n Ry
Since Piain = (1 —€)P' + eP, for all ¢, € R, we have
P(((8: 2) < to) < min {1, LR (t6:2) < eo>} |
— €

and we can show that there exists a P* = P’ that attains the equality for all ¢,. This is
because P.in(¢(0; 2)) is a continuous function of z for any fixed 6 since both ¢ and P,
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are continuous, so there exists an ¢* such that P;,.;,(¢(6; Z) > ¢*) = e¢. Hence, we can
define

. = Poain(2) 0(0;2) < 0%
P(z):{ T 0(0;2) > 0.
For this P*, we have fXxy P*(2)dz = & fé(é;z)<£* Prrain(2)dz = 75 Poain(0(0; Z) < *) =1
because Piain(£(0; Z) = ¢*) = 0, which means that P* is a proper probability density
function.
Letv = u. Plugging P*(¢(0; Z) < {y) = min {1 7 Pirain(0(0; Z) < ﬁo)} into Eqn. ([E.22
produces

n

RDﬁ7p7€(0;Ptrain) = inf {cﬁ(p) [/R [1— P*((¢(0; 2) — 77)% < UB*)]deB*] B +7]}

n

— inf {cﬁ(p) UR+[1 - ipm(e(e; Z) <n+ v)hdvﬁ*} o + n}

n

E-ms 1 £5
= inf < c5(p) /0 - E[(1 —€) = Poain(0(0; 2) <+ 0)]odv® | 413 .

On the other hand, we have
]EP train [( )

e*
<
— [ APl < )

0

~Porain (U605 Z') > 0(0;, Z)) > €]

P Prsal < ][ = [ Pt < i - i}

0 0

=
{ -6 - /: Prrain(l < >((“—n)ﬁ*)}

z —n)+ (& —n)+
(1-— e)dv / Piain(0 <+ w)dwﬁ* ,
0

where w = (u — n). This completes the proof. |

Remark E.12. We can prove a similar dual formula even if P,,.i, is not continuous. For any
P1ain, there exists an (* such that Py (0(0; Z) > 0*) < eand Poan(0(0;Z) < 0*) <1 —e. If
Pirain(L(0; Z) = 1*) = 0, then we still define P* the same as in the above proof. If Py, (¢(0; Z) =
0*) > 0, then we define

ﬁptrain(z) 7£(Qa Z) < €*7
P*(Z) = [1 - ﬁptrain(g(e; Z) < g*)] /-Ptrain(g(e; Z) = ‘g*) 7£(6a Z) - €*7
0 (0 2) > 07,

with which the dual formula becomes

RDﬁ,p,e(G; -Ptrain)

= i%f{cﬂ(P)(wEZW(e; Z) =05 | Po(U(0;2') > ((0; Z)) > €]
# 2=l B g .

1—c¢
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E.9 Proof of Theorem

The proof relies on the following key technical lemma.

Lemma E.13. For any distributions P, P', non-negative loss function l(-, Z) and 1 < 5, < 2k,
such that Ep[l(0, Z)*] < oo, we have

Ep[(¢ —n)}]% <

Ep((£— n) 1% +Ep[(1(6, 2) — )= TV(P, P 30) 7o (2/@2—]66*)5*

Proof By the definition of the total variation distance, we have P(¢(0; Z) > u)—P'({(0; Z") >
u) < TV(P, P') for all u > 0. Let sy := E[(£ — 1)**]2%. By Markov’s inequality and the
non-negativity of ¢, we have

Pl —n>u)< E[(¢ — )] = (Sik)z’“ for all p > 0. (E.23)

u2k U

Using integration by parts, we have
Ep[(¢ —n)” / Bt —n) VPl > t)dt = / BBV P(l —n > u)du.
This implies that

Ep[(¢ - )] — Ep[(t — n)*] = / Bl (P(C — 1> u) — P(C — 5 > u)) du

(/ /)5“5*1 P(t—1>u) = P'(C—n>w)du).

Here, M is a positive parameter whose value will be determined later. For the first inte-
gral, we have

M M
0 0

= M*TV(P, P).

For the second integral, by Eqn. (E.23)), we have

/Bu BV (Pl —n>u)— P'({ —n>u) du</ BuPVP(l —n > u)du

/5u(5*_1 8%)
32k

1
T 2k — B. M5

Therefore, by setting M = so;,(TV(P, P')3,) /% which minimizes the sum of two terms,
we have

Ep(0 — )] —Ep[(t —n)T] <
. 8 / 832 1
nf, (M B P) + 505 s

2%
% — B,

. Bx
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Using the inequality (A + B)B%s < A% + B# when 8, > 1, we have

1

1 1 A(L_1y L 2k B
Epl(6—n)F 1% <Epl(l—n)1F +suTV(P, P55, ( ) |

as desired. [

Now we prove Theorem
Proof By Lemma for any P’ such that TV(P, P') < =, we have

€
1—¢

By Corollary if Riax(0; P) > 3o\ /7=, then CVaR,(¢; P) > 3o 'o,/7=, which
implies that

CVaR,(0; P) — CVaR,(¢; P') < 2a'o

CVaR,(0; P') - CVaR,(0; P') - 5 - 2070 /75 1
Rumax(0; P)  — CVaR,(0; P) CVaR,(0; P) — 3&—10\/: ~3

holds for any P’ such that TV(P, P') < ;=. By Lemma taking the infimum over P’
yields the first inequality of Eqn. (6.10). And by Corollary we have D,2 ,(0; P') >
CVaR, (¢; P') for all @ and P'. This combined with the above inequality yields the second

inequality of Eqn. (6.10)). [
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