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Abstract

Recently, large language models (LLMs) have enabled agents that can perceive,
reason, and act in increasingly complex environments. Yet today’s agents remain
constrained by the interfaces they rely on, hampering generalization. This master
thesis advances the goal of a unified agent framework.

Examining web agents, we found that web browsing agents, though intuitive to
humans as they simulate human behaviours by browsing the web, are less effective
and efficient. Thus, we proposed an API-based web agent that calls APIs through
code generation, and demonstrated superior performance compared to browsing
agents. Building on this, we further proposed a hybrid web agent that could inter-
leave API calling and web browsing, broadening the agent’s interface and allowing
it to operate more effectively and efficiently in diverse environments. Beyond web
agents, we aim to extend the unified interfaces to generalist agents across diverse
environments as a future work.

Alongside a unified framework, strong reasoning abilities are crucial for agents
to make correct decisions, plan, and execute tasks based on users’ goals. We thus
introduced VisualPuzzles, a benchmark that could evaluate models’ multimodal rea-
soning abilities in a knowledge-light environment, which could provide guidance on
the future development of models with strong multimodal reasoning capabilities.

Last but not the least, to serve people around the world, agents need to under-
stand and generate multilingual contents. Thus, we proposed and trained Pangea, a
multilingual model that achieved SOTA results on multilingual benchmarks.

Together, these contributions pave a path towards unified interfaces for generalist
agent in diverse environments, providing the conceptual, empirical, and engineering
foundations for the next generation of generalist Al agents.
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Chapter 1

Introduction

Humans use natural language to convey knowledge, coordinate collective collaboration, and
shape cultures. Today, advances in Natural Language Processing (NLP) have enabled Large
Language Models (LLMs) that extend human-human communications to human-Al communi-
cations. LLM-powered Al agents can perceive the world, reason about the environment, act in
complex settings, and perform tasks as instructed by humans. We can imagine creating slides,
booking travel (or “trips”), and implementing software, all through language agents.

However, current agents remain fundamentally constrained by the interfaces they rely on.
Agents have different interfaces when interacting with different environments. For instance,
browsing agents interact with the web through graphical user interfaces (GUIs), while coding
agents interact with integrated development environment (IDE) command palettes. These agents
usually have limited action spaces that only support them in performing well within specific
environments. Moreover, agents that are trained on one interface learn specialized actions and
state representations that may not generalize to other interfaces. Therefore, this master’s thesis
advances the goal of a unified agent framework.

We begin our exploration by examining web agents that can perform web tasks such as shop-
ping online, generating itineraries, and posting on forums. Existing browsing agents interact with
browsers by simulating human behavior — browsing the web, clicking buttons, and typing text.
Although intuitive to humans, the GUI action space is often ineffective and inefficient for agents.
Thus, we proposed an API-based agent that calls Application Programming Interface (API) end-
points through code generation, thereby enlarging the action space of web agents (Chapter 3).
We found that allowing agents to interact with APIs greatly improved the performance of web
agents empirically, suggesting that agents benefit from interfaces designed specifically for ma-
chines, not just human usability — or at least complementary to traditional GUIs. Building on
this, we further proposed a hybrid web agent that could interleave both web browsing and API
calling, demonstrating superior performance to pure browsing agents and API-based agents. The
hybrid agent further broadens agents’ interfaces and allows them to operate more effectively and
efficiently in diverse environments. For the future work of this project, we aim to extend the
unified interfaces beyond web agents to generalist agents across diverse environments.

Alongside a unified interface, robust reasoning ability is also critical for agents to make
decisions, plan, and act reliably toward users’ goals. To measure and improve this capabil-
ity, we introduce VisualPuzzles, a benchmark that evaluates models’ multimodal reasoning in



a knowledge-light setting, decoupling reasoning from domain knowledge recall (Chapter 4).
Current models remain below human performance; even thinking models do not consistently
outperform their base counterparts.

Finally, to serve people globally, agents must have the ability to understand and generate
across languages and cultures. We thus present Pangea, a fully open multilingual multimodal
LLM covering 39 languages (Chapter 5). Built with Pangealns, our newly curated corpus of
6M multilingual multimodal instructions, Pangea achieves state-of-the-art results on multilingual
benchmarks and is fully open to facilitate further multilingual research.



Chapter 2

Background

2.1 Web Agents

2.1.1 The Web Task

Various benchmarks have been developed to evaluate web browsing agents. MiniWoB (Minia-
ture World of Bits) is an early benchmark that provides simple web-based tasks such as clicking
links or typing into forms, but it remains limited in complexity and realism [120]. Mind2Web
scales up these tasks, introducing more complex interactions across websites, but it primarily
focuses on basic web operations [31]. WebArena [164] advances web browsing benchmarks by
creating reproducible sandboxes of various websites, such as managing repositories, posting on-
line, performing online shopping, and planning trips using map services, while VisualWebArena
extends WebArena to the vision modality [62].

2.1.2 Existing Web Browsing Agent

A wide variety of agents have been proposed for such web navigation tasks, many of which are
built on GUIs. In this work, we build upon a baseline browsing agent [164], which operates
purely through web interaction by leveraging the accessibility tree', a structure that exposes
interactive elements such as buttons, input fields, and hyperlinks [44, 146]. Each element of the
accessibility tree is characterized by its functionality (e.g., hyperlink), its content, and specific
web attributes [49, 85, 90]. This representation exposes webpage elements in a hierarchical
structure that is easy for agents to navigate [18, 115].

Agents based on this framework utilize an action space that simulates human browsing be-
havior, incorporating actions such as simulated clicks, form inputs, and navigation between pages
[46, 84, 123]. Importantly, these agents maintain a comprehensive history of their previous ac-
tions, allowing them to contextualize their decision-making based on past actions.

While agents utilizing this method can navigate arbitrary webpages and often perform well
on simple layouts, challenges arise with the complexity of GUIs. Many large language models
(LLMs) are not familiar with accessibility trees, which leads to difficulties in completing tasks

"https://developer.mozilla.org/en-US/docs/Glossary/Accessibility_tree
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Howmany commits (1) goto "gitlab.com”™ (2) login with credentials \

did the user SaptakS (3) click "allyproject’ (4) click "Repository"

make to "allyproject"? (5) click "Commits® (6) No commits found -> scroll down
(7) No commits found -> scroll down ...... (15) No
commits found but no steps left, conclude 0 commits are
Qade by SaptaksS. j

Web Browsing Traces. Failed after 15 steps.

/<execute_ipython> N
(1) r=requests.get ('gitlab.com/api/allyproject/commits")
(2) commits=r.json ()

(3)len([c for c in commits if c['author'] == 'SaptakS'])

P >\</execute_ipython> )

S

[ API-Based Agent ] API Calling via Python requests library

Figure 2.1: The 'API-Based Agent often solves problems in fewer steps than the
Browsing Agent . In this task, web browsing failed to solve the intent “find the number of com-

mits the user SaptakS made to the repo al Iyproject” after 15 steps, while the API-Based Agent
successfully completed the task with only three lines of code.

that require numerous or complex interactions, resulting in lower accuracy [31, 38, 83]. These
methods also struggle with content that needs to be dynamically loaded or content not immedi-
ately visible within the tree [2, 24, 89].

To give a motivating example, in Figure 2.1, we demonstrate a task where agents need to
determine the number of commits made by the user SaptakS$ in a repository named al lyproject.
For each task, agents are given a fixed number of steps within which to complete the task. Using
a traditional browsing approach, the agent follows a complex trajectory, starting with logging in,
navigating to the correct project, accessing the repository, and finally attempting to view the list
of commits. However, due to the large number of commits made by other users, the commits
by SaptakS are located much further down on the webpage, requiring the agent to scroll many
times. As a result, despite completing 15 steps, the browsing agent is unable to retrieve the
required information.

2.2 Where Are Agents Beyond the Web

Beyond web environments, agents increasingly operate across:

* Software engineering: code editing, building, testing, and other systems via editors, shells,
and APIs.

* Data and cloud services: databases, storage, and model serving exposed through MCP / API
interfaces.

* Productivity ecosystems: email, calendars, spreadsheets, and knowledge bases (GUIs, APIs,
and other app-specific actions).

* Embodied settings: simulated and real robots, where actions target controllers and sensors

4



provide multimodal streams.

* Multilingual settings: operating across languages and cultures to serve people around the
world.
These domains expose heterogeneous interfaces, reinforcing the need for a unified, language-
centric interface. The subsequent chapters instantiate this idea on the web (via APIs and hybrid
control) and extend it to broader agentic tasks.






Chapter 3

Beyond Browsing: API-Based Web Agents

Existing agents often have limited actions spaces that only support them to perform well within
specific environments. To achieve broad generalization. To unlock the full potential of au-
tonomous agents, we must equip them with broad action spaces that allow them to execute effec-
tively and efficiently. In this chapter, we introduce our work on expanding the web-agent action
space from interactions with GUIs to API calls that are specifically designed for machines to
interact with the web, and on designing a hybrid agent that can interleave both browsing and
API calling when needed. This project broadens the action space of web agents, marking a step
towards the unified interface for generalist agent. This project first appears in:
* Yueqi Song, Frank F. Xu, Shuyan Zhou, and Graham Neubig. 2025. Beyond Browsing:
API-Based Web Agents. In Findings of the Association for Computational Linguistics:
ACL 2025, pages 11066—-11085, Vienna, Austria. Association for Computational Linguis-
tics.

3.1 Overview

Web agents use browsers as an interface to facilitate humans in performing daily tasks such as
online shopping, online planning, trip planning, and other work-related tasks [22, 37, 54, 73, 76,
98, 99, 111]. Existing web agents typically operate within the space of graphical user interfaces
(GUI) [157, 160, 164], using action spaces that simulate human-like keyboard and mouse op-
erations, such as clicking and typing. To observe webpages, common approaches include using
accessibility trees, a simplified version of the HTML DOM tree, as input to text-based models
[33, 164], or multi-modal, screenshot-based models [53, 62, 140, 149]. However, regardless of
the interaction method with websites, there is no getting around the fact that these sites were
originally designed for humans, and may not be the ideal interface for machines.

Notably, there is another interface designed specifically for machine interaction with the web:
application programming interfaces (APIs) [19]. APIs allow machines to communicate directly
with backends of web services [ 15], sending and receiving data in machine-friendly formats such
as JSON or XML [93, 132, 141]. Nonetheless, whether Al agents can effectively use APIs to
tackle real-world online tasks, and the conditions under which this is possible, remain unstudied.
In this work, we explore methods for tackling tasks normally framed as web-navigation tasks
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Figure 3.1: The Browsing Agent performs tasks through browsing only, utilizing the accessi-
bility tree to interact with webpages, achieving an average performance of 14.8% on WebArena.
Without reliance on web browsing, the |API-Based Agent performs tasks by making API calls
and generating code without relying on web browsing, achieving an average accuracy of 29.2%.
Dynamically interleaving web browsing and API calling, the [Hybrid Agent executes either API
calls or browsing actions, or combining both, achieving performance of 38.9%.

with an expanded action space to interact with APIs. To do so, we develop new API-Based
Agents that directly interact with web services via API calls. This method bypasses the need to
interact with web GUIs.

However, not all websites have extensive API support, in which case web browsing actions
may still be required. To overcome this limitation, we propose a hybrid approach that com-
bines API-Based Agents with Browsing Agents, as depicted in Figure 3.1. Rather than choosing
between API calling and web browsing at the task level, our Hybrid Agent is capable of dy-
namically interleaving both actions. We found that agents benefit from the flexibility of this
hybrid model. When APIs are available and well-documented, the agent can directly interact
with the web services. For websites with limited API support, the agent seamlessly interleaves
API calling and browsing, combining the power of both to complete each task.

We evaluated our API-Based and Hybrid Agents on WebArena, a benchmark for real-world
web tasks [164], and the results are shown in Figure 3.1. Our experiments revealed three key
findings: (1) The API-Based Agent outperforms the Browsing Agent on WebArena by around
15% on average. (2) The API-Based Agent yields a higher success rate on websites with good
API support (e.g., Gitlab) compared to those with limited API support (e.g., Reddit). This result
underscores the importance of developing comprehensive API support for more accurate and ef-
ficient web task automation in the future. (3) The Hybrid Agent outperforms solely Browsing
and solely API-Based Agents, further improving accuracy by 10% compared to the API-Based
Agent. By dynamically interleaving approaches, the Hybrid Agent is able to provide more con-
sistent and reliable outcomes.

In sum, our results suggest that allowing agents to interact with APIs, interfaces designed
specifically for machines is often preferable or at least complementary to direct interaction with
graphical interfaces designed for humans.



# Commits
## GET /api/{id}/commits: Get a list of commits in a project.

| Attribute | Type | Description |
API NN . . c
. | ~id | integer/string | The ID or path of the project.
Documentation .. . . . .
| “since | string | Only commits after or on this date.
| “until® | string | Only commits before or on this date. |

Output: JSON containing all commits that meet the given criteria.

<execute ipython>
API Calling requests.get ('gitlab.com/api/allyproject/commits"')
</execute ipython>

"id": "ed37a2f2",
"created at": "2023-03-13T21:04:49.000-04:00",

JSON Output "title": "Update README.md",
"message": "Update README.md",
"author": "Saptaks",

}H]

Figure 3.2: An example of API documentation showing how to get commits of a project, the API
call using a Python script to retrieve commits from a project repository, and the resulting JSON
response.

3.2 From Web Browsing to API Calling

In contrast to web browsing, API calling allows machines to directly communicate with web
services, reducing operational complexity. In this section, we explore an API-based approach
when performing web tasks.

3.2.1 APIs and API Documentation

For websites that offer API support, pre-defined endpoints can be utilized to perform tasks ef-
ficiently. These APIs, following standardized protocols like REST', allow interaction with web
services through sending HTTP requests (e.g., GET, POST, PUT) and receiving structured data
such as JSON objects” as responses. Websites often provide official documentation for the APISs,
which can give guidance on how to utilize the APIs. Some documentation is provided as plain
text, some in README ° format, and some in OpenAPI YAML* format. Figure 3.2 shows
an example of the Gitlab README documentation of GET /api/{id}/commits, docu-
menting it’s functionality, input arguments, and output types. For example, one could use the
Python requests library to call requests.get“gitlab.com/api/allyproject/
commits”), to retrieve all commits to allyproject. This returns a JSON list containing
all the commits to this repo, as shown in Figure 3.2.

'https://en.wikipedia.org/wiki/REST
https://www. json.org/json-en.html
*https://en.wikipedia.org/wiki/README
*https://yaml.org/
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3.2.2 Obtaining APIs for Agents

One important design decision is how to obtain APIs for agents to use. The way agents interact
with APIs depends heavily on the availability of APIs and quality of API documentation. In
this work, we acquired APIs by manually looking up official API documentation on a website,
although this process could potentially be automated in the future. We classify the availability of
APIs according to the following three scenarios:

Sufficient APIs and Documentation Many websites provide comprehensive API support and
well-documented API documentation in YAML or README format. In this case, simply use
the APIs/documentation as-is. Figure 3.2 depicts an example of API documentation.

Sufficient APIs, Insufficient Documentation There are some challenging situations where
APIs exist but good documentation is not officially available. In such cases, additional steps may
be required to obtain a list of accessible APIs. In this case, we inspected the frontend or backend
code of the website to extract undocumented API calls that can still be utilized by the agent.
Then, based on the implementation of APIs of the website, leverage an LLM (GPT-40°) to gen-
erate these YAML or README files. By prompting GPT-40 with the relevant implementation
details of the APIs (for example, the implementation files of the APIs or example traces of API
calls), we generate comprehensive documentation, including input parameters, expected outputs,
and example API calls.

Insufficient APIs In the more challenging cases, where only minimal APIs are available, it
may be necessary to create new APIs. These custom APIs allow agents to perform tasks that
otherwise would require manual web browsing steps. In our case, this was necessary for 1 of 5
websites in the WebArena benchmark that we utilized, such as creating Reddit APIs discussed
in Section 3.5.2.

3.2.3 Using APIs in Agents

Once we have the APIs and documentation, we then need to provide methods to utilize them in
agents. We utilize two different methods based on the size of the API documentation.

One-Stage Documentation for Small API Sets For websites with smaller numbers of APIs®,
we directly incorporate the full documentation into the prompt provided to the agent. This ap-
proach of directly feeding the full documentation worked well for websites with a limited number
of API endpoints, as it allowed the agent to have immediate access to all the necessary informa-
tion without the need for a more complex retrieval mechanism.

Shttps://openai.com/index/hello-gpt-40/

®We use a threshold of 100 APIs, but this could be adjusted depending on the supported language model context
size.
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Two-Stage Documentation Retrieval for Large API Sets For websites with more APIs, pro-
viding the full documentation in the prompt is impractical due to size limitation of agent inputs.
To address this, we use a two-stage documentation retrieval process, allowing access to only the
needed information to keep the initial prompt concise.

In the first stage, the user prompt provides a task description, with a list of all available APIs
along with a brief description of each. For example, {“GET /api/{id}/commits™ “List
commits in a project”}. This initial summary helps in understanding the scope of all
the available APIs while staying within the prompt size constraints.

In the second stage, if the model determines that it needs detailed information about one
or more specific API endpoints, it can use a tool named get_api_documentation, which
maintains a dictionary that maps each API to its documentation respectively. The dictionary
is generated using Python pattern match to retrieve substrings related to each endpoints. This
tool is able to search the dictionary and retrieve the full README or YAML documentation for
any given endpoint with the endpoint’s identifier. The resulting documentation might include
the input parameters, output formats, and examples of how to interact with the endpoint. For
example, to retrieve the documentation for the APIGET /api/id/commits, the agent would
call get_api_documentation ('‘GET /api/id/commits’’). An example returned
API documentation is the documentation in Figure 3.2.

This retrieval method allows the agent to make flexible and informed decisions to perform
tasks. If the agent finds that an API does not meet its needs or if it encounters an error, it can
easily retrieve the documentation for a different API by calling the tool again. This dynamic
approach promotes adaptability and minimizes the risk of incorrect API usage when the number
of APIs available is large. The prompt can be found in Appendix A.5.

3.3 Hybrid Browsing+API Calling Agents

We have proposed API-based methods for handling web tasks, but the question arises: given the
benefits of API calling, should we discard browsing altogether? The most obvious bottleneck is
that not all websites offer good API support. Some platforms offer limited or poorly documented
APIs (e.g. no API for shopping on Amazon’), forcing agents to rely on browsing to complete
tasks.

To deal with these situations, we propose a hybrid methods that integrates both browsing
and API calling, and developed a Hybrid Agent capable of dynamically interleaving API calls
and web browsing based on task requirements and the available resources. Specifically, for each
task, the agent is given the fixed step budget within which it has to finish the task. In each
step of a task, the agent could either (1) communicate with humans in natural language to ask
for clarification, or 2) generate and executes Python code which could include performing API
calling, or 3) performs web browsing actions. The Hybrid Agent could choose freely among
these options, depending on the agent’s confidence in which method is the best for each step.

Ideally, for websites with good API support, the Hybrid Agent can utilize well-documented
APIs to perform tasks more efficiently than it could through only browsing; for websites with

"https://www.amazon.com
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limited API support or poor documentation, the Hybrid Agent could rely more on browsing. We
find that enabling it to interleave API calling and web browsing boosts task performance (see
Section 3.5).

Prompt Construction The Hybrid Agent’s prompt construction extends upon the API-Based
Agent by incorporating both API and web-browsing documentation. Similar to the API-Based
Agent, the Hybrid Agent is provided with a description of available API calls as discussed in
Section 3.2.3. In addition, the Hybrid Agent receives a detailed specification of the web-browsing
actions, which mirrors the information given to the Browsing Agent described in Section 2.1.2,
including a breakdown of all potential browser interactions. It also maintains a history of all its
prior steps such that the agent could make more informed actions. The prompt can be found in
Appendix A.6.

3.4 Experimental Setup

3.4.1 Dataset Description

We utilized WebArena [164] as the primary evaluation benchmark. WebArena is a comprehen-
sive benchmark designed for real-world web tasks, providing a diverse set of websites that simu-
late various online interactions, allowing comprehensive evaluation of agents’ abilities to handle
both API calling and web browsing across varied web settings. WebArena mainly includes five
websites, each with various intents representing different tasks: Gitlab, Map, Shopping, Shop-
ping Admin, Reddit, and Multi-Site tasks. A detailed descriptions of the tasks is in Appendix
A2

3.4.2 API Statistics for WebArena Sites

The API support for WebArena web-  Sites  Gitlab Map Shop Admin Reddit
sites can bg categorized into three’ level's: # APIs 088 53 556 556 31
go.()Fi, med1u.m, a_“d poor. - APIs av.all— Quality Good Good  Fair Fair  Poor
ability, functionality, and documentation,
as described in Table 3.1, play a crucial Table 3.1: Number of endpoints and API / docu-
role in the efficiency and flexibility of our mentation quality for WebArena websites. *See Sec-
agents®. tion 3.5.2.

Good API Support

Gitlab Gitlab supports 988 endpoints, which offer extensive coverage across a wide range
of functionalities, including repositories, commits, and users. This comprehensive API support
allows for effective interaction in most WebArena tasks, making Gitlab one of the best-supported
platforms in terms of API availability.

8See Appendix A.3 for where to find the WebArena APIs.
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Map The Map website offers 53 endpoints. Despite the smaller number of endpoints, the APIs
available are well-documented and cover most of the essential WebArena use cases.

Medium API Support

Shopping and Shopping Admin The Shopping and Shopping Admin websites share a com-
mon set of 556 APIs, which provide a reasonable level of support for common shopping tasks.
However, some features, such as adding items to wish lists, are absent, and thus these tasks must
be handled via browsing. Despite this, the documentation is fairly detailed. Overall, API calling
is a solid, though not exhaustive, solution for handling shopping tasks.

Poor API Support

Reddit The WebArena Reddit is a self-hosted limited clone of the actual Reddit” with only 31
endpoints. It offers minimal API support and no documentation, making it the least API-friendly
site in WebArena. Many critical functionalities such as searching posts are missing, significantly
hampering task execution on Reddit, highlighting the need for a hybrid browsing+API approach.

3.4.3 API Implementation Details

We follow the methodologies discussed in Section 3.2.3 to provide APIs to agents. Appendix
A3 contains the sources of the public API documentations.

One-Stage Documentation for Small API Sets

For websites with fewer than 100 API endpoints, namely the Map and Reddit websites, we
directly provide the full documentation to the agent.

Map The README documentation was inputted directly from the public API documentation.
Reddit Since there was no pre-existing documentation for the APIs, we leveraged GPT-40'"
itself to generate these README files. By prompting GPT-40 with a file containing all im-
plementations of the API endpoints, we generated a README documentation, including input
parameters, expected outputs, and example API calls.

Two-Stage Documentation Retrieval for Large API Sets

For websites with more than 100 endpoints, namely GitLab, Shopping, and Shopping Admin,
we employ a two-stage documentation retrieval process.

We obtained Gitlab README documentations from the official website. For Shopping and
Shopping Admin, the documentation is provided as OpenAPI specification, structured in YAML
format.
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Agents Gitlab Map Shopping Admin Reddit Multi AVG.

WebArena Base [164] 15.0 156 13.9 10.4 6.6 8.3 12.3
AutoEval [98] 25.0 275 39.6 20.9 20.8 16.7 269
AWM [139] 35.0 422 32.1 29.1 54.7 188 355
SteP [121]7 32.2 312 50.8 23.6 57.5 104 36.5
Browsing Agent 12.8 202 10.2 22.0 10.4 104  14.8
API-Based Agent 43.9 454 251 20.3 18.9¢ 8.3 29.2
Hybrid Agent 44.4 459 25.7 41.2 519+ 167 389

Table 3.2: Agents’ performances on WebArena. "Note that SteP uses prompts inspired specif-
ically by WebArena tasks, while other agents are task-agnostic. Our Hybrid Agent achieve the
highest accuracy among these agents. ¥ We report these results using a set of APIs introduced by
the authors to mimic the official Reddit website, constructed task-agnostically without access to
WebArena tasks. See Section 3.5.2 for more discussions.

3.4.4 Evaluation Framework

We employed OpenHands as our evaluation framework to facilitate the development and testing
of our agents [137]. OpenHands is an open-source platform designed for creating and evaluating
Al agents that interact with both software and web environments, making it an appropriate in-
frastructure for our proposed methods. The OpenHands architecture supports various interfaces
for agents to interact with. Moreover, this framework allows agents to keep a detailed record of
past actions in the prompt, enabling agents to execute actions in a way that is consistent with
earlier steps. For coding tasks, it implements an agent based on CodeAct [135] that incorporates
a sandboxed bash operating system and Jupyter IPython'' environments, enabling Python code
execution. Additionally, it includes a BrowsingAgent Browsing Agent that focuses solely on
web navigation. This agent operates within a Chromium web browser powered by Playwright'?,
utilizing a comprehensive set of browser actions defined by BrowserGym [34]. However, while
the Browsing Agent can browse websites, and the CodeActAgent make API calls and execute
code, there is not an agent that can natively do both. Given this base, we developed two varieties
of agents for API-based solving of web tasks.

API-Based Agent Our API-Based Agent essentially uses the CodeAct architecture [135]. In
addition to the basic CodeAct framework, we tailor the agent for API calling by adding special-
ized instructions and examples that guide its understanding and using of APIs. At each step, the
agent could utilize all previous actions to make informed selection of actions. The prompt of the
API-Based Agent is included in the Appendix A.5.

9See Appendix A.3 for more explanations.
Ohttps://openai.com/index/hello-gpt—40/
Uhttps://ipython.org
12https://playwright.dev/
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Hybrid Browsing/API Calling Agent In addition to the API-Based Agent, we developed a
Hybrid Agent that integrates Chromium web browsing functionalities powered by Playwright
into the existing API-Based Agent framework. This Hybrid Agent is provided the prompt de-
scribing both the APIs and the browsing actions, allowing for free transitions between API calling
and web browsing. At each step, the agent can utilize the current state of the browser, all previ-
ous actions taken by the agent, and the results of those actions to determine the next course of
action. The prompt of the Hybrid Agent is included in the Appendix A.6.

For the Browsing, API-Based, and Hybrid Agents, we utilized GPT-40 as the base LLM.
However, this could be easily changed to other LLMs.

3.5 Results

3.5.1 Main Results

The main results of our evaluation, as summarized in Table 3.2, demonstrate the performance of
three different agents across WebArena websites.

The API-Based Agent consistently achieved higher scores on most websites compared to the
Browsing Agent. This agent’s strong performance is attributed to its specialized design for API
calling, enabling it to efficiently interact with websites and complete tasks with no reliance on
browsing.

In contrast, the Browsing Agent, designed solely for navigating web interfaces, demonstrated
significantly lower performance across most domains. It achieved its best scores on Shopping
Admin and Map, but struggled more on the other websites.

The Hybrid Agent, integrating both API calling and web browsing, outperformed the Brows-
ing and API-Based Agents on all websites. The agent’s ability to interleave API calling and web
browsing proved beneficial. API calling delivers high performance for web tasks when well-
supported APIs are available, while web browsing serves as a backup when API endpoints are
unavailable or incomplete. Even if the website provides comprehensive APIs, there might be
corner cases where APIs are not supportive. Thus, relying on web browsing is still needed for
tasks that would otherwise fail through API-only interactions. Table 3.3 show the frequency of
each action type of the Hybrid Agent: it chooses to do both Browsing and API in 77.7% of We-
bArena tasks, and it shows higher accuracy when choosing API only and API+browsing. More
detailed analysis on action types, steps and cost and case studies are in Appendix A.4 and 3.5.4.

Overall, the results indicate that the Hybrid A tions Frequency (%) Accuracy (%)
Agent‘ is the most effect‘lve for I}andllgg diverse Browsing only 113 250
tasks in WebArena, particularly in environments  Apy only 8.0 40.0
that require a blend of API and browsing actions.  Browsing + API 77.7 42.0

The API-Based Agent excels in tasks that are pri-

marily API-driven, while the Browsing Agent is Table 3.3: Frequency with which the Hybrid
more suitable for simple navigation tasks but lacks Agent chooses each action type and the cor-
the versatility needed for more complex scenarios. responding success rate.
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3.5.2 Does API Quality Matter?

Yes, API quality does significantly impact the performance of agents. High quality APIs provide
comprehensive and well-documented endpoints that enable agents to interact accurately and ef-
ficiently with websites. With comprehensive API support, the API-Based Agent is able to tackle
more tasks through API calling, while the Hybrid Agent rely less on browsing; on the other hand,
clear and detailed documentation allows agents to use APIs effectively, ensuring that requests are
accurate, and minimizing potential errors in task execution. For example, Gitlab and Map, with
the best API support as mentioned in Section 3.4.2, demonstrate highest task completion accura-
cies among websites by the API-Based and Hybrid Agent.

Conversely, low-quality APIs, characterized by incomplete functionality or ambiguous doc-
umentation, can significantly degrade performance. In such cases, the absence of necessary
endpoints may prevent the API-Based Agent from completing tasks. Moreover, poorly docu-
mented APIs can result in misusing parameters and headers, further reducing the effectiveness
of the agent. This highlights the importance for websites to maintain comprehensive and well-
documented API support.

An illustrative example of this is the case of
Reddit, where the initial performance of the API-  Number of Endpoints 18 31
Based Agent was suboptimal due to limited API
availability. As depicted in Table 3.4, initially,

Reddit offered only 18 APIs, lacking the major Table 3.4: Effect of adding new Reddit

functionality that common online forums have, APIs on the API-Based Agent’s accuracy.
such as post voting. Recognizing this limitation,

we manually introduced 13 additional APIs including one API on post voting, with our best ef-
fort trying to mimic the official Reddit website. This results in a marked improvement in the
API-Based Agent’s performance, underscoring the direct correlation between the availability of
high-quality APIs and the average performance of the API-Based Agent.

Accuracy on Reddit 9.4% 18.9%

3.5.3 Error Analysis

We randomly sampled 100 tasks from
WebArena and performed error analysis

on the API-Based Agent. Figure 3.3
11%

shows the distribution of error categories Category

among these 100 tasks. We found that API Usage

33% of the tasks are correctly performed 33% e Correct .
with oply API calling, 50% are unsolv- %fsli)}{/ggfersmndmg
able with solely APIs, 6% are incorrect 6%

due to incorrect task understanding, and

11% are incorrect due to error in calling

APIs such as mal-formatting and wrong  Figure 3.3: Error analysis on 100 WebArena tasks.
input. In other words, among the 50 API

solvable tasks, 66% are performed correctly by the API-Based Agent. This showcases the strong
capability of the API-Based Agent when given sufficient APIs to solve the task.
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Additionally, the average API calls required to solve API solvable tasks are 2.1 API calls,
demonstrating how API calling could reduce operational complexity for web tasks. Although
the API-Based Agent took an average of 7.8 steps to complete WebArena tasks, most of the
steps were taken to retrieve API documentation, resolve errors from it’s previous generations, or
verify it’s outputs.

3.5.4 Case Studies

We analyze two contrasting instances as shown in Figure 3.4 and Figure 3.5, where the Hybrid
Agent and API-Based Agent exhibited different levels of performance on WebArena tasks. These
case studies highlight the strengths and weaknesses of each agent, demonstrating scenarios where
hybrid browsing outperforms API-only or browsing-only approaches, as well as cases where the
API-Based Agent excels over the hybrid method.

Case 1 One example where the Hybrid

Agent succeeded, while both the API-Based (‘Task: delete all negative reviews for

and Browsing Agents failed, involved a task Ethe product Sybil running short. }
from the Shopping Admin domain. The query
was to “delete all negative reviews for Sybil
running short”, a product listed in the shop-
ping admin interface. In this instance, the
API-Based Agent failed because no relevant
APL enc.lp omts. were a.\/al'lable for retrlev%ng Web browsing has complex traces and lower success rate

or deleting reviews. Similarly, the Browsing  cxgraps £t cneering ana Geieting reviewsy)
Agent failed, as Completing this task Purely API Calling fails due to no useful API available to solve the task
through web navigation required too many
steps, as depicted in Figure 3.4. This complex-
ity made the task challenging for an agent re-
lying solely on web interactions. However, the
Hybrid Agent successfully completed the task
by leveraging both API and browsing func-
tionalities. An example trace of the Hybrid Figure 3.4: The _ succeeds while
Agent shown in Figure 3.4. This case high- e Browsing Agent and API-Based Agent
lights the Hybrid Agent’s ability to efficiently pqh fail.

combine API calls with web interactions, al-

lowing it to tackle complex multi-step tasks that would be difficult or impossible for solely
browsing or solely API-Based Agents.

(1) goto “admin.com’ (2) login with
credentials (3) click “store’ (4) click
‘products’ (5) search "Sybil running
short®™ (6) iteratively click products on
search result and see if it’s the product
wanted (7) click review 1 (8) if negative,
then delete (9) click review 2 ......

Hybrid Agent simplifies task traces and solves the task

Case 2 Conversely, there are instances where the API-Based Agent outperforms the Hybrid
Agent. One such case occurred in the GitLab website, where the task was to "tell me the email
address of the contributor who has the most commits to ai." The API-Based Agent success-
fully completed this task by utilizing the GET /api/id/contributors endpoint to re-
trieve the contributor with the highest number of commits and their associated email address.
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On the other hand, the Hybrid Agent at- [Task: tell me the email of the contributor}
tempted to solve the task through browsing but (who has the most commits to "ai.
encountered significant challenges. Access- (1) goto ‘gitlab.com' (2) login with Y
ing this information through web browsing re- |¢¥edentials (3) elick ‘projects’ (4) eclick
. . . . . . ai® (5) click "Repository (6) click

qulred navigating GitLab’s interface, locatlng "Commits” (7) For each contributor, count
the correct repository and branch, and iden- |commit number ...... (15) did not find all
tifying the top contributor manually, a task \COMMEES in 15 Steps 4
that might be too difficult to perform through
web navigation alone. As a result, both the
Browsing Agent and the Hybrid Agent failed
to complete the task. This case demonstrates
an example where API access provides a more
straightforward solution than browsing in con-
texts requiring structured data retrieval.

Web browsing has complex traces and lower success rate

r = requests.get ('/api/ai/contributors"')
email = r.json () [0]['email']
API Calling successfully completes the task after one API call

Hybrid Agent fails the task as it only attempts browsing

3.6 Conclusion Figure 3.5: The |API-Based Agent suc-

ceeds while the Browsing Agent and the
In this paper, we propose new web agents that _ fail.
use APIs instead of traditional browsers. We
find that API-Based Agents outperform Browsing Agents, especially on websites with good API
support. Thus we further propose Hybrid Agents capable of interleaving API calling and brows-
ing that empirically outperforms agents that only use one of the two interfaces.

3.7 Limitations

API Availability A key limitation of API-Based Agents is the inconsistent availability and
coverage of APIs across websites. Even platforms with extensive API ecosystems, such as Git-
Lab, may lack support for specific functionalities (e.g., retrieving a user’s official username from
a displayed name), leading to edge cases where API-Based Agents are unable to complete tasks
due to incomplete API support. However, advancements in techniques like Automatic Web API
Mining (AWM) [139] could potentially address this limitation by automatically generating APIs
for unsupported tasks, reducing reliance on manual API creation.

Incorporating APIs Unlike Browsing Agents, which can adapt to new websites without man-
ual intervention, the API-Based Agent requires additional effort to integrate the necessary APIs
documentation to the action space of the agent for each website. This manual integration process
increases complexity, particularly when the agent must support a wide range of websites, limit-
ing scalability compared to agents that rely solely on web browsing for interactions. However,
future advancements could explore automatically inducing APIs using methods such as Agent
Workflow Memory (AWM) [139] and self-improving [161]. These methods could identify and
generate API calls for websites lacking formal API support, further expanding the applicabil-
ity and efficiency of API-Based Agents. By automating the discovery and utilization of APIs,
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we envision even more robust agents capable of handling diverse web tasks without reliance on
interaction through browsing.

Evaluation Benchmark In this paper, we evaluate web agents exclusively on WebArena tasks.
While WebArena offers realistic and diverse challenges, the number and variety of tasks may be
limited. Other benchmarks, such as Webshop [145], MiniWoB [120], Mind2Web [31], WebVoy-
ager [50], and VisualWebArena [62], provide alternative valuable evaluation platforms. How-
ever, as discussed in Section 2.1.1, WebArena aligns more closely with real-world scenarios
and our use case, while other benchmarks lack support for API calling. For example, Visual-
WebArena is less applicable to our study because WebArena APIs lack support for interacting
with images, a core component of VisualWebArena tasks. This could be potentially solved by
aforementioned future approaches to automatically induce APIs that support image interactions.
Nevertheless, we consider our work as a foundation for such future explorations.
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Chapter 4

VISUALPUZZLES: Decoupling Multimodal
Reasoning Evaluation from Domain
Knowledge

Alongside a unified framework, strong reasoning abilities are crucial for agents to make correct
decisions, plan ahead of time, and execute tasks based on users’ goals. In this project, we thus
introduced VisualPuzzles, a benchmark that could evaluate models’ multimodal reasoning abili-
ties in a knowledge-light environment, which could provide guidance on the future development
of models with strong multimodal reasoning capabilities. This project first appears in:

* Yueqi Song, Tianyue Ou, Yibo Kong, Zecheng Li, Graham Neubig, and Xiang Yue. 2025.
VisualPuzzles: Decoupling Multimodal Reasoning Evaluation from Domain Knowledge.
arXiv preprint arXiv:2504.10342.

VisualPuzzles Accuracy vs. Human Performance Percentiles

100

Human 95th Percentile (89.3)
80 Human 50th Percentile (75.0)
<
< 60 Human 5th Percentile (57.5) 54 57.0
25 495 51.8 54.0
5 379 41.1 42.3 42.3 :
3 401 31.8 343 Y, | * * Random
20 Il (25.0)
0 T T T T T T T T T T T T
LLaVA- LLaMA- QvQ-72B  GPT- Qwen2.5- Gemini- Gemini- Claude-3.7 Claude- Gemini- ol 03 o4-mini
OV-72B  3.2-90B -Preview 40 VL-72B 2.0-Flash 2.0-Flash -Sonnet 3.7-Sonnet 2.5-Pro
-Thinking -Thinking

Figure 4.1: Model accuracy on VISUALPUZZLES compared to human performance percentiles.
All evaluated models fall below the human 5th percentile (57.5%), highlighting the difficulty
of VISUALPUZZLES. Interestingly, models with explicit ’thinking” modes do not consistently
outperform their base versions, suggesting that current reasoning strategies do not yet generalize
well to VISUALPUZZLES’s scenarios, even though these strategies have proven effective in ex-
isting reasoning tasks that often rely heavily on domain-specific knowledge.
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Figure 4.2: Example VISUALPUZZLES instances within each reasoning category

4.1 Overview

Reasoning is a cornerstone of both human and artificial intelligence, enabling systems to solve
problems, draw inferences, and make decisions from information. Recent advances in multi-
modal large language models (MLLMs) [36, 69, 78, 97, 105, 155] exhibit early signs of rea-
soning in tackling complex tasks such as answering expert-level visual questions [152, 153],
interpreting scientific diagrams [113], and solving challenging math word problems [87].

Many of the tasks mentioned above are inherently knowledge-intensive; large amounts of
knowledge in domains such as science or math are necessary to answer questions correctly [152].
However, in reality, reasoning does not necessitate knowledge. Even non-expert humans can suc-
cessfully solve logic puzzles, spatial reasoning problems, and analogical tasks using general in-
ferential skills, without requiring deep domain expertise. This raises an important question: Can
we measure MLLMSs’s reasoning ability independently of measuring their acquisition of domain-
specific knowledge? This question is particularly important with the recent rapid development
of reasoning models in the textual domain [29, 55, 106], and emerging application to the visual
domain [104].

To address this question, we introduce VISUALPUZZLES, a multimodal benchmark explicitly
crafted to assess reasoning capabilities independent of specialized knowledge. VISUALPUZZLES
comprises 1,168 carefully curated puzzle-like questions that span five distinct categories of rea-
soning: algorithmic, analogical, deductive, inductive, and spatial, each annotated with varying
difficulty levels. VISUALPUZZLES only requires basic common knowledge and the informa-
tion presented in the question to solve problems, disentangling reasoning from domain-specific
knowledge recall. Our experiments show that VISUALPUZZLES requires significantly fewer
domain-specific knowledge concepts compared to benchmarks like MMMU, and models have
sufficient knowledge required to solve VISUALPUZZLES questions, enabling us to better assess
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multimodal reasoning versus pretrained factual knowledge. While VISUALPUZZLES minimizes
reliance on domain expertise, its reasoning complexity exceeds that of existing benchmarks: in
VISUALPUZZLES, 82.1% of models’ solution steps are logical reasoning steps, compared to
71.5% in MMMU. Additionally, no current MLLM surpasses even the Sth-percentile human
performance, highlighting the benchmark’s difficulty and the limitations of today’s models in
general-purpose visual reasoning.

Our experiments with VISUALPUZZLES reveal critical limitations in current MLLMs’ mul-
timodal reasoning ability by factoring out domain-specific knowledge requirements and only
focusing on reasoning. Specifically, we uncover four key findings:

* Strong performance on knowledge-heavy benchmarks does not transfer well. Models
that rank highly on MathVista and MMMU often experience substantial performance drops
on VISUALPUZZLES, highlighting a disconnect between knowledge-rich and knowledge-light
multimodal reasoning tasks.

* Humans outperform models on easy and medium tasks, while both degrade on harder
ones. Human participants show strong and consistent performance on easy and medium-level
questions across reasoning categories. In contrast, models struggle even on simpler tasks.

* Reasoning enhancements (e.g., long CoT and “thinking” mode) yield inconsistent gains.
While explicit reasoning strategies help certain models tackle complex reasoning tasks, these
techniques do not consistently improve performance across all model families and task types.

* Scaling model size does not ensure stronger reasoning. We observe no clear trend indicating
that larger models outperform smaller ones on VISUALPUZZLES, suggesting that scaling up
parameters alone is insufficient to improve domain-agnostic multimodal reasoning.

4.2 VISUALPUZZLES

4.2.1 Motivation and Design Principles of VISUALPUZZLES

Existing benchmarks often conflate multimodal reasoning with domain-specific knowledge, mak-
ing it difficult to isolate and measure the pure reasoning capabilities of these models.

VISUALPUZZLES is designed to explicitly address this issue by providing a testbed focused
on evaluating multimodal reasoning in isolation from specialized knowledge. Specifically, VI-
SUALPUZZLES centers on puzzle-like questions that rely solely on the provided image, question
text, and basic common-sense reasoning. The core design principle behind VISUALPUZZLES is
to limit the need for external or pretrained domain knowledge. Figure 4.2 shows examples of
VISUALPUZZLES within each reasoning category.

4.2.2 Data Collection and Curation

We curated VISUALPUZZLES using a multi-stage pipeline. The process involved sourcing,
adapting, and validating questions with an emphasis on reasoning quality and minimal reliance
on specialized knowledge.
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Question Sourcing. We collected questions from three primary sources: (1) online resources
and textbooks focused on logical, visual, and spatial puzzles, (2) synthesized items using images
from large-scale vision datasets paired with text prompts, and (3) carefully repurposed items from
existing multimodal reasoning benchmarks. Each source was selected to ensure a wide variety
of reasoning challenges while avoiding trivial or fact-heavy questions. One major source of
our questions is manually translated logical reasoning questions from the Chinese Civil Service
Examination'. Other sources are listed in section B.1.

Format Adaptation. All collected items were adapted into a consistent multiple-choice format
with four options, balancing between text-based and image-based answer choices. This modality
balance allows us to better test models’ abilities to perform reasoning across diverse formats.
Data Validation. During curation, we applied strict filtering criteria to eliminate questions re-
quiring advanced mathematical knowledge, specialized domain knowledge and facts. Questions
were retained only if they could be solved using information present in the image, the question
prompt, and basic common sense. A multi-round validation process was conducted by human
annotators, focusing on question clarity, solvability, and reasoning type classification.

Attribute Annotation. Finally, each question was annotated with two key attributes:

* Reasoning Category: Each item was categorized as algorithmic, analogical, deductive, induc-
tive, or spatial reasoning. These five categories were selected as they represent fundamental
forms of reasoning widely discussed in literature [39, 81, 87, 152]. At the same time, we
aimed to balance comprehensiveness with conciseness, avoiding an overly fine-grained taxon-
omy that could dilute the benchmark’s clarity and usability. This categorization ensures that
VISUALPUZZLES covers a broad yet manageable set of reasoning skills relevant to multimodal
LLM evaluation.

= Algorithmic Reasoning involves reasoning over algorithmic rules.

= Analogical Reasoning requires analyzing the relationships between a pair of entities.
= Deductive Reasoning involves logically drawing conclusions from known premises.
= Inductive Reasoning focuses on generalizing rules from observed patterns.

= Spatial Reasoning requires interpreting and manipulating spatial relationships.

* Difficulty Level: Labeled as easy, medium, or hard, based on annotators’ estimated cognitive
load and time-to-solve metrics.
This pipeline ensures that VISUALPUZZLES presents a diverse set of high-quality questions
designed to challenge multimodal LLMs on their reasoning abilities without involving pretrained
domain knowledge.

4.2.3 Dataset Statistics

VISUALPUZZLES comprises 1,168 multimodal reasoning puzzles. It is designed to provide a
balanced distribution across different reasoning categories, difficulty levels, and option formats
for comprehensive evaluation. The statistics of VISUALPUZZLES are shown in Table 4.1.

! Chinese Civil Service Examination (Logic Test), FEEZRASLZ TN (GBHEHER)
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Across the five reasoning types, we maintain a

nl e ) " ol Category Statistics
roughly even dlSt.I‘lbuUOIl, ensuring that no single rea- o ons 1168
soning style dominates the benchmark. .Slmllarly, We  _ Algorithmic Reasoning 262
balanced the dataset across the three difficulty levels - Analogical Reasoning 211
(easy, medium, hard) to capture a wide spectrum of - Deductive Reasoning 200
cognitive demands. Approximately half of the answer - Isnd‘tl?tll‘g Reasoning 522

. . . - atia €asonin
choices in the dataset are image-based and the other half P £

Easy/Medium/Hard 46%/39%/15%

are text-based, engbhng evaluation of models’ abilities Option Type (Image/Text) S79/43%
to reason across diverse query formats. In terms of lan- v Question Length 154.9
guage complexity, VISUALPUZZLES was constructed % Easy Words 54%
with an emphasis on accessibility. Most of the question
text uses Basic English vocabulary” to minimize the im-
pact of linguistic complexity on reasoning performance,
focusing the evaluation strictly on multimodal reasoning.

Compared to prior benchmarks, VISUALPUZZLES is unique in that it explicitly minimizes
domain-specific knowledge requirements while maintaining high reasoning complexity. We
demonstrate these traits of VISUALPUZZLES in Section 4.5.

Table 4.1: Statistics of VISUALPUZ-
ZLES

4.3 Experiments and Results

4.3.1 Experimental Setup

We comprehensively evaluated the reasoning abilities of a variety of MLLMs on VISUALPUZ-
ZLES. Additionally, we performed human evaluations to better understand the gap between hu-
man and models’ reasoning capabilities.

We selected a diverse set of proprietary and open MLLMs to ensure broad coverage in terms
of model architecture, training scale, and intended application domains. This diversity allows
us to capture a wide spectrum of current approaches and capabilities in the field. We integrated
VISUALPUZZLES into Lmms-eval [67].

Proprietary Models. We evaluate several leading proprietary models that represent the current
state of the art: (1) GPT-40, o1, 03, and o4-mini [55, 97]; (2) Gemini-1.5-Pro, Gemini-2.0-Flash,
Gemini-2.0-Flash-Thinking, and Gemini-2.5-Pro [127]; (3) Claude-3.5-Sonnet and Claude-3.7-
Sonnet [6]. Among these, o1, 03, 04-mini are explicitly optimized for reasoning, while Gemini-
2.0-Flash-Thinking and Claude-3.7-Sonnet incorporate dedicated modules for extensive step-by-
step problem-solving.

Open Models. We further evaluate widely used open MLLMs to gauge how open models com-
pare against proprietary models: (1) LLaVA Series [69, 78, 80]: LLaVA-1.5 (7B/13B), LLaVA-
1.6 (7B/13B/34B), and LLaVA-OV (0.5B/7B/72B); (2) Llama-3.2-Vision-Instruct (11B/90B)
[36]; (3) Qwen-VL Series [9, 104, 105, 144]: including Qwen-VL, Qwen2-VL (2B/7B/72B-
Instruct), Qwen2.5-VL (3B/7B/72B-Instruct), and QvQ-72B-Preview; (4) Cambrian (8B/13B)
[130]; (5) Pangea-7B [155].

2https ://en.wiktionary.org/wiki/Appendix:Basic_English_word_list

25


https://en.wiktionary.org/wiki/Appendix:Basic_English_word_list

We apply both direct multiple-choice prompting and Chain-of-Thought (CoT) prompting to

each model, following recent findings that CoT can significantly enhance model reasoning on
complex multimodal tasks. For each model we report the best performance, whether achieved
by direct multiple-choice prompting or CoT prompting.
Human Performance. To establish a strong baseline for comparison, we conducted human eval-
uations with 70 college-level volunteers. Human performance provides a valuable upper-bound
reference for assessing the current capabilities and limitations of multimodal reasoning models.
While this serves as a benchmark for present-day systems, it is possible that future models could
surpass this level of performance. Each participant was randomly assigned a subset of the puzzles
and completed them under the same resource-constrained conditions as the models (i.e., without
access to external tools or the internet). On average, participants completed each puzzle in 78
seconds, reflecting the typical cognitive load and time demands imposed by VISUALPUZZLES.

4.3.2 Overall Results

Table 4.2 and Figure 4.1 compare the performance of humans and a selected set of models.® All
evaluated models, even the proprietary ones, perform below the 4th percentile of human accuracy,
underscoring the significant gap in multimodal reasoning abilities. These results reinforce our
finding that, although models have made progress in multimodal understanding, there remains
a substantial margin for improvement before they can match or surpass human performance on
multimodal reasoning.

This pattern holds across categories as well. In Table 4.2, top human participants (95th per-
centile) exhibit near-perfect accuracy on multiple reasoning categories, while model performance
remains substantially lower, even lower than the worst human performance (Sth percentile).
These results emphasize the need for continued innovation in model architectures and train-
ing paradigms if we aim to close the gap between model and human intelligence on complex
multimodal reasoning.

4.4 Disentangling Reasoning from Domain Knowledge

4.4.1 Knowledge Intensity of VISUALPUZZLES

Is VISUALPUZZLES less knowledge-intensive than existing reasoning benchmarks? This
question is central to our goal of disentangling reasoning ability from domain-specific knowl-
edge. Many current benchmarks blur this line, making it difficult to assess general reasoning
in non-expert settings. VISUALPUZZLES was designed to target visual reasoning skills while
deliberately minimizing reliance on specialized knowledge.
To test whether VISUALPUZZLES achieves this goal, we prompted GPT-40 to generate “knowl-

edge concept checklists” for 50 randomly selected questions from a widely-used knowledge-
intensive reasoning dataset MMMU and 50 from VISUALPUZZLES. We manually verified each

3Full results for every model discussed in Section 4.3 are provided in section B.4, including separate performance
outcomes for both direct multiple-choice and CoT prompting.
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Model Algorithmic Analogical Deductive Inductive Spatial Overall

Random Choice 25.0 25.0 25.0 25.0 25.0 25.0
Human (95th Percentile) 100.0 100.0 100.0 81.6 100.0 89.3
Human (50th Percentile) 88.0 66.0 80.0 50.0 90.0 75.0
Human (5th Percentile) 68.1 25.0 37.0 0.0 59.1 57.5
Proprietary Models
GPT-40 49.2 58.3 49.0 27.3 26.2 41.3
ol 63.7 68.3 67.5 29.2 343 51.8
o3 64.5 68.3 69.5 27.3 42.7 54.0
o4-mini 65.3 68.7 75.5 33.0 45.5 57.0
Gemini-2.0-flash 55.3 58.8 57.0 24.4 31.8 45.0
Gemini-2.0-flash-thinking 46.6 70.1 49.0 24.9 25.5 422
Gemini-2.5-pro 60.0 64.0 60.0 29.7 36.4 49.5
Claude-3.7-Sonnet 64.5 48.3 65.0 26.8 374 48.3
Claude-3.7-Sonnet-Thinking 67.2 44.1 61.5 31.1 37.1 48.2
Open Models (Qwen-Based)
LLaVA-OV-7B 27.5 28.0 40.5 24.4 28.0 29.4
Pangea-7B 32.4 23.7 38.5 28.7 32.5 31.3
Qwen2.5-VL-7B-Instruct 38.2 23.7 51.5 24.9 31.1 33.7
LLaVA-OV-72B 34.7 26.5 37.0 27.3 28.7 30.8
QvQ-72B-Preview 44.8 43.6 44.0 26.8 30.8 37.8
Qwen2.5-VL-72B-Instruct 534 46.9 58.0 25.8 29.5 42.3
Open Models (Llama-Based)
Cambrian-8B 31.3 24.2 36.0 24.0 29.0 28.9
Llama-3.2-11B-Vision-Instruct 31.0 30.8 39.0 21.1 26.2 29.4
Llama-3.2-90B-Vision-Instruct 45.0 23.2 43.0 26.3 31.5 34.1

Table 4.2: Performance (%) comparison of humans and selected models on VISUALPUZ-
ZLES. We report the best performance resulting from direct multiple-choice prompting and CoT
prompting for each method. We highlighted all the reasoning models .
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question as discussed in subsection B.5.3. Each checklist comprises knowledge-specific ques-
tions intended to assess whether a model possesses the background information required to solve
the original problem. For example, if a question depends on understanding two distinct physics
laws, its checklist would include a question to explain each. The number of checklist items per
instance serves as a proxy for knowledge intensity.

We found that MMMU problems resulted in signif-

) e Benchmark # Knowledge Qs.
icantly more checklist items on average (3.9) compared

to VISUALPUZZLES (1.1 h in Table 4.3. Thi MMMU 39

0 (1.1), as shown in Table 4.3. 1 VISUALPUZZLES 1.1

supports the hypothesis that VISUALPUZZLES is substan-
tially less reliant on domain knowledge. As a result, per-
formance on VISUALPUZZLES more directly reflects a
model’s ability to reason over visual and textual content,

Table 4.3: AVG. number of knowl-
edge concept questions generated
per instance on MMMU vs. VISU-

offering a clearer signal of progress in multimodal reason- A1 PUzZZLES.
ing. Full prompt examples and further discussion are pro-
vided in section B.5.
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Figure 4.3: Scatter plots with trend lines of the relationship between accuracy and model size
(top) and the relationship between reasoning and knowledge accuracy (bottom) on MMMU and
VISUALPUZZLES. The dots’ sizes represent relative model sizes. The correlation between
reasoning accuracy and knowledge accuracy is higher on MMMU (0.8) than on VISUALPUZ-
ZLES (0.4).
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Do models already possess the knowledge required to solve VISUALPUZZLES? To explore
this, we measured models’ knowledge accuracy—their ability to answer the knowledge checklist
questions correctly—on both benchmarks. This metric reflects how much of the required knowl-
edge is already known by the model, independent of reasoning. We found a stark contrast: while
many models exceed 90% knowledge accuracy on VISUALPUZZLES, most score below 60% on

MMMU, with smaller models frequently dropping under 50%. Only the largest models approach

80% accuracy on MMMU, underscoring its heavier reliance on domain-specific knowledge.

Does scaling up model size improve performance? We also plot reasoning accuracy (i.e.,

overall performance on the benchmark) in Figure 4.3, revealing some interesting trends:

* MMMU. Larger models tend to have higher knowledge accuracy, and this often translates
into higher overall benchmark performance. This aligns with MMMU'’s reliance on domain-
specific understanding; models with more parameters and training data are better at recalling
relevant factual knowledge, thus improving their overall performance.

* VISUALPUZZLES. Although many models achieve near-100% knowledge accuracy on VISU-
ALPUZZLES, we observe no clear increase in both knowledge and reasoning accuracy as model
size grows. In contrast to MMMU, simply scaling number of parameters does not guarantee
better performance on VISUALPUZZLES, implying that further gains on VISUALPUZZLES
must stem from improvements in models’ reasoning abilities rather than reliance on extensive
knowledge.

What is the relationship between knowledge and reasoning? Figure 4.3 shows two scatter

plots with trend lines that measure how knowledge accuracy correlates with reasoning accu-

racy across different open models, where the relative sizes of the dots represent the sizes of the
models. On MMMU (left), there is a strong positive correlation (0.8), suggesting that a model
possessing more knowledge strongly correlates better reasoning performance. In contrast, VISU-

ALPUZZLES (right) exhibits a more modest correlation (0.4). Although there is still an upward

trend, gains in knowledge accuracy lead to smaller improvements in reasoning accuracy. This

discrepancy implies that while overcoming knowledge gaps is central to reasoning success on

MMMU, VISUALPUZZLES tasks demand more nuanced inference steps that depends less on

domain knowledge.

Overall, these findings reinforce that VISUALPUZZLES’s comparatively lower knowledge
requirements are readily met by both proprietary and open models. By contrast, MMMU poses
a greater challenge to smaller models in terms of knowledge, for which scaling in size clearly
benefits knowledge-intensive tasks. However, on VISUALPUZZLES, larger model size alone is
not a decisive factor, which might imply that genuine multimodal reasoning depends on more
than just number of parameters or pre-trained knowledge.

4.4.2 Reasoning Complexity of VISUALPUZZLES

Do questions in VISUALPUZZLES require more complex reasoning than those in existing
benchmarks like MMMU?

Besides observing that models generally achieve lower accuracy on VISUALPUZZLES com-
pared to MMMU, we further investigated whether this gap stems from increased reasoning com-
plexity. To do so, we measured the proportion of reasoning steps required to solve each question.
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We began by gathering detailed, step-by-step solutions from the models for each question, which
are manually verified for completeness. Then we classified if each step is a logical reasoning

step with the help of LLM.

We show the result in Table 4.4. On average, logical “yogel MMMU  VISUALPUZZLES
reasoning steps take up 14.8% more total steps in solving  GpT40 75.1% 87.0%
VISUALPUZZLES questions compared to those of MMMU _Gemini-2.0-Flash _ 67.9% 77.3%

(82.1% v.s. 71.5%). This analysis is based on GPT-40 and
Gemini-2.0-Flash across 200 randomly sampled questions
per benchmark. These results suggest that VISUALPUZ-
ZLES demand more extensive reasoning, aligning with its
goal of evaluating deeper multimodal reasoning beyond factual recall. Prompt example is shown
in section B.6.

Table 4.4: Percentage of logical
reasoning steps in solving bench-
mark questions.

4.4.3 Do Reasoning Models Perform Better than Their Baselines?

GPT-40 vs 0l Claude 3.7 Sonnet vs Thinking Qwen2.5-VL-72B-Instruct vs QvQ

100 8k 100 8k 100 8k
GPT-40 6735 Claude 3.7 Sonnet Qwen2.5-VL-72B-Instruct
75 ol 6k 75 Claude 3.7 Sonnet Thinking 6k 75 QvQ-72B-Preview 6k
51.8
500 413 4 sof 483 482 4 S0| 423 5og 331 4k
25 2% 25 1744 1oy 25 2%k
289 420 312
0 0Ok O Ok O
Accuracy  # Response Tokens Accuracy  # Response Tokens Accuracy  # Response Tokens

Figure 4.4: Comparison of accuracy and average number of total completion tokens of
reasoning models and their general counterparts on VISUALPUZZLES. We didn’t include
Gemini-2.0-Flash models here because Gemini-2.0-Flash-Thinking does not reveal the number
of reasoning tokens of responses. The accuracies of Gemini-2.0-Flash and Gemini-2.0-Flash-
Thinking is 45.0% and 42.2% respectively. Despite much higher number of completion tokens,
reasoning models do not often achieve better performance on VISUALPUZZLES.

Recent reasoning models often scale up inference compute by generating longer chains of
thought (CoTs) to enhance reasoning ability. To assess the effectiveness of this strategy on VI-
SUALPUZZLES, we compare several reasoning models with their non-reasoning counterparts in
Figure 4.4. The reasoning model ol outperforms GPT-40 overall. However, structured “think-
ing” modes, despite much higher number of completion tokens, show no consistent benefit. Sim-
ilarity of output further reveals that the thinking mode primarily increases verbosity without
meaningfully altering the underlying reasoning process, as illustrated in Figure B.5.

4.4.4 Are Branching and Revalidation Reasoning Patterns Effective on
VISUALPUZZLES?

As discussed in Section 4.4.3, reasoning-enabled models do not consistently outperform their
non-reasoning counterparts on VISUALPUZZLES. To better understand this discrepancy, we
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Figure 4.5: Comparison of Reasoning Pattern of Claude-3.7-Sonnet-Thinking on MMMU and
VISUALPUZZLES. Left figure compares the accuracy of Claude-3.7-Sonnet and Claude-3.7-
Sonnet-Thinking on MMMU and VISUALPUZZLES. Middle figure shows frequency of each
pattern. Right figure shows correlation of the patterns with accuracy on the benchmarks.

examine Claude-3.7-Sonnet-Thinking’s reasoning behaviors present in long CoTs, specifically,
branching and re-validation, which are known to play important roles in enhancing reasoning
performance®.

As shown in Figure 4.5, our analysis reveals a striking contrast between benchmarks. On
MMMU, both branching and re-validation correlate positively with model accuracy. These
strategies help models explore alternative reasoning paths and revisit earlier steps, aiding in the
retrieval of relevant factual knowledge,an essential component for solving MMMU'’s knowledge-
intensive questions. An illustrative example is provided in section B.5.

Surprisingly, on VISUALPUZZLES, these | Question: Given a pair of chairs arranged at a specific
reasoning behaviors are more frequent, yet |angle, select the option that matches the angle of the
less predictive of success. Despite their in- | °Narrs in the question. (Answer: C)
creased presence in long-form responses, we % : H
observe no significant correlation between
these strategies and task accuracy. This sug- " _ r“( _7’ . l % _ g % %
gests that models may be using branching and m: g/ eV D ®
re-validation in ways that do not meaningfully | claude-3.7-Sonnet (With Thinking)
contribute to solving the problem. Let me examine the chairs in the question:

Figure 4.6 highlights this with an example |- The chairs are positioned 180 degrees apart.
from Claude-3.7-Sonnet-Thinking, where the |~ Th,ey are Shown,in Criile View} ,

. . Option A: ...; Option B: ...; Option C: ...; Option D: ...
model applies branching on a VISUALPUZ- Any of them is correct from an angular perspective.
ZLES puzzle. However, the additional rea- | However, looking more carefully at the exact orientation:
soning paths remain shallow and fail to en- | - The original chairs are shown in perfect profile view
gage with the core challenge—understanding | - Option A shows chairs in perfect profile view, .......
the spatial arrangement of chairs in the image. I'.II go with Option A as it presents thg cleanest proﬁle
The full response is included in section B.5. view that matches the arrangement in the question.

Figure 4.6: An example of Claude-3.7-Sonnet-

. Thinking utilizing branching to solve a VISU-
4.5 Analysis ALPUZZLES puzzle.

4.5.1 Do Models Approach VISUALPUZZLES Questions Differently?

“We examined Claude-3.7-Sonnet-Thinking as it explicitly provides thinking output.
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Benchmark Answer-First Option-First

Table 4.5 shows the statistics of Claude-3.7- “ymmuU 293% 707%
Sonnet-Thinking’s answering strategy. We ob-  visuaLPuzzLEs (Image Options)  72.5% 27.5%
serve a clear divergence in answering strate- _VISUALPUZZLES (Text Options) 98.3% 17%

gies between MMMU and VISUALPUZZLES.
On MMMU, the model tend to follow an
option-driven approach—using the provided choices early to eliminate unlikely answers and se-
lect the most relevant one, often without explicitly solving the problem. In contrast, models more
frequently adopt an answer-first strategy on VISUALPUZZLES, attempting to solve the question
independently before comparing the result to the answer choices. This pattern holds across both
textual and image-based options, though the option-first approach appears slightly more often
(around 30%) for image-based tasks—Ilikely due to the added complexity of visual comparison.

Table 4.5: Answering Strategy

4.5.2 Does model performance transfer between reasoning categories?

Figure 4.7 presents a corre-
lation heatmap illustrating the
relationships among the five
reasoning categories in VISU-
ALPUZZLES. We report model
0.70 . . . correlations averaged across all
models in Table 4.2. For hu-
mans, each reasoning category
0.94 . . likely engages different cogni-
tive or mental processes [8, 16,
42, 43], so performance in one
0.60 ) : category might not transfer to
performance in another. How-
ever, the correlation heatmap
of the models tells a differ-
ent story. We observe notably
strong correlations across rea-
soning categories, with values
ranging from 0.11 to as high

e 0.70 094 0.60 0.67

analogical algorithmic

inductive  deductive

spatial

algorithmic analogical deductive inductive  spatial

Figure 4.7: Correlation Heatmap among reasoning categories as 0.94. In particular, algorith-

for models (averaged across all models we evaluated). mic and deductive reasoning
show high correlation (0.94),

and other pairs such as algorithmic-analogical and deductive-analogical also exhibit strong asso-
ciations. This suggests that model performance tends to generalize across categories. However,
this generalization may not reflect true reasoning abilities. Instead, the high correlations could
indicate that models are leveraging shared surface-level patterns or shortcut strategies that hap-
pen to work across multiple structurally different categories, unlike humans, who may rely on
distinct cognitive processes.
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4.5.3 Error Analysis

Figure 4.8 shows a pie chart illustrating Reject to Answer

the distribution of error categories of 100 29
instances generated by Claude-3.7-Sonnet-
Thinking on VISUALPUZZLES, revealing that \
reasoning errors dominate at 56%, reinforc-

ing the fact that reasoning is greatest chal-

lenge to models in VISUALPUZZLES. Percep- Spatial /
tual errors (21%) and spatial / orientation er- Orientation Error
rors (17%) also constitute substantial portions 17%
of failures, reflecting difficulties in interpret- Reasoning Error
ing visual elements and understanding spatial 56%
relationships. These three categories together
account for 94% of mistakes, emphasizing a Ut el S
. . 21%
need for multimodal models with stronger rea-
soning capabilities with more robust percep-
tion and spatial understanding. Textual and
visual understanding errors (4%) and reject-
to-answer cases (2%) are relatively rare. sec-
tion B.9 shows samples of error and correct Understanding Error
cases of each reasoning and difficulty cate- 4%
gory. Figure 4.8: Error Distribution of Claude-3.7-

Sonnet-Thinking

4.6 Related Work

Multimodal Language Models (MLLMs), particularly vision language models have experi-
enced significant improvements recently. Large scale vision language models [127]; [97]; [6];
including open weight ones [69]; [155]; [82]; [130]; [36] are capable of utilizing both image and
text inputs to solve challenging questions.

Multimodal reasoning models, models that specialize in complex reasoning, further push

the boundary of MLLMs’ capabilities. Large scale multimodal reasoning models such as QVQ
[104], Claude-3.7-Sonnet-thinking [6], ol [55], Gemini-2.0-flash-thinking [127] excel in reason-
ing heavy tasks such as coding and solving math problems.
Multimodal Reasoning Benchmarks. There exists a number of multimodal benchmarks that
test on both the models’ world knowledge and reasoning abilities. These benchmarks [152];
[91]; [86]; [153]; [7] emphasize on the multimodal ability of models as a whole, without further
separation of knowledge and reasoning.

Recently, more multimodal benchmarks have placed emphasis on multimodal logical reason-
ing abilities. Many of them [87]; [134] focus primarily on mathematic problems, testing on both
mathematical knowledge and reasoning. Some others cover on more general logical reasoning
problems [26]; [39], testing on both models’ knowledge and reasoning in different domains.
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4.7 Conclusion and Future Work

We presented VISUALPUZZLES, a novel multimodal benchmark carefully designed to mini-
mize the impact of domain-specific knowledge and isolate models’ core reasoning capabilities.
Our results show that while proprietary and large-scale open models achieve relatively higher
performance, they still fall short of human-level reasoning—especially on more complex tasks
such as analogical and inductive reasoning. Moreover, we observe that strong performance on
knowledge-intensive benchmarks like MathVista and MMMU does not necessarily translate into
high accuracy on VISUALPUZZLES, underscoring the distinct challenge of knowledge-light rea-
soning tasks.

These findings suggest that purely scaling model size and knowledge resources may not suf-
fice for robust multimodal reasoning skills; rather, methods that promote structured reasoning,
such as explicit thinking modes or recursive reasoning steps, can offer substantial improvements,
particularly for hard questions. Future research can explore new training strategies, special-
ized architectures, or model interpretations tailored to reduce reliance on memorized facts and
enhance logical inference. Extending VISUALPUZZLES to include additional types of multi-
image reasoning or temporally dynamic visual information may further stress-test models’ core
inference abilities. By disentangling domain knowledge from multimodal reasoning, we hope
VISUALPUZZLES will serve as a valuable tool for developing and evaluating next-generation
MLLMs that excel at genuinely understanding and reasoning about the world without depending
heavily on specialized factual knowledge.

4.8 Limitations

Disentangling Knowledge Despite our best efforts to isolate domain-specific knowledge from
the evaluation of multimodal reasoning, VISUALPUZZLES is still not entirely free of knowledge
dependencies. Basic familiarity with everyday objects or common scenarios is still required;
complete knowledge free evaluation remains an ideal rather than a practical reality.

Real World Application VISUALPUZZLES emphasizes puzzle-like questions that may not re-
flect the full diversity of real-world scenarios, limiting generalizability to more specialized do-
mains.

Question Format VISUALPUZZLES focuses on multiple-choice questions, which may not
capture the breadth of open-ended reasoning tasks where models must generate complex tex-
tual or visual outputs.

Future work can address these limitations by including more varied question formats, broader
domains, and more granular analyses of a model’s knowledge versus its multimodal reasoning
abilities.
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4.9 Ethical Statement

This paper uses samples extracted from existing quiz sources for scholarly analysis and testing
purposes, in accordance to US fair use law and standard practice. These data are neither intended
for, nor capable of, substituting for the original works; thus, we believe their inclusion does not
diminish the market value or utility of the source materials. A complete list of references for the
data sources is attached in section B.1.
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Chapter 5

PANGEA: A Fully Open Multilingual
Multimodal LLM for 39 Languages

To serve people around the world, agents need to understand and generate multilingual contents.
Thus, in this project, we proposed and trained Pangea, a multilingual model that achieved SOTA
results on multilingual benchmarks. This project first appears in:

* Xiang Yue*, Yueqi Song*, Akari Asai, Seungone Kim, Jean de Dieu Nyandwi, Simran
Khanuja, Anjali Kantharuban, Lintang Sutawika, Sathyanarayanan Ramamoorthy, and
Graham Neubig. 2024. Pangea: A Fully Open Multilingual Multimodal LLM for 39
Languages. In Proceedings of the Thirteenth International Conference on Learning Rep-
resentations.

5.1 Overview

Multimodal large language models (MLLMs) [30, 36, 79, 80, 97, 127] have demonstrated im-
pressive capabilities in tasks such as image captioning, visual question answering, and complex
reasoning [153, 154]. Despite this rapid progress in their reasoning ability, a critical flaw per-
sists: the overwhelming focus on English- and western-centric training and evaluation datasets
[77, 124].

This homogeneity results in a lack of representation for the vast majority of the world’s lan-
guages and diverse cultural contexts [150]. Consequently, models predominately trained on such
data exhibit: (a) diminished performance in multilingual settings [14] with poor tokenization
further leading to higher inference costs [4]; (b) generate outputs misaligned with the socio-
cultural norms of underrepresented languages [5]; and (c) lack the ability to recognize objects
from geographically diverse regions [109] or rare objects belonging to the long-tail [45]. With
the increased adoption of these models into real-world applications across the globe, there’s an
urgent need to develop multilingual MLLMs that equitably serve a diverse set of users. Few
efforts have been made to develop multilingual MLLMs [41, 110], however, their performance
still exhibits inequalities across languages and lacks evaluation of cultural understanding.

In this paper, we address how to train and evaluate culturally inclusive multilingual MLLMs,
using limited open-source resources, tackling four major challenges [150]: 1) Data scarcity:
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high-quality multilingual multimodal data is scarce, especially in low-resource languages, mak-
ing it difficult to create large-scale training data; 2) Cultural nuances: visual interpretations
are context-dependent and vary across cultures [57, 108]; 3) Catastrophic forgetting: training
on many languages or modalities often results in suboptimal performance on some subsets and
require careful balancing; 4) Evaluation complexity: substantial resources and expertise are
required to accurately measure performance across languages and cultures.

To tackle these challenges, we introduce PANGEA, an open-source multilingual MLLM de-
signed to bridge linguistic and cultural gaps in visual understanding tasks. PANGEA is trained on
PANGEAINS (Figure 5.1), a high-quality multilingual multimodal instruction tuning dataset com-
prising 6 million samples in 39 typologically diverse languages. PANGEAINS combines existing
open-source resources with newly created instructions focused on multicultural understanding.
We curate high-quality English instructions, carefully translate and adapt them for multilingual
contexts. To address Western-centric biases in visual representations, we source images from
LAION-Multi [116], which includes images from various countries and captions in multiple lan-
guages. However, LAION-Multi contains images that are not culturally representative of the
country’s speaking population, and the associated alt text is often short, noisy, and lacks suffi-
cient detail. To combat these issues, we develop a multicultural multilingual multimodal instruc-
tion generation pipeline, leveraging an LLLM [36] to score and filter images based on cultural
informativeness. We then enhance the remaining data by generating detailed descriptions and
creating complex instructions that combine culturally relevant tasks with general multilingual
scenarios. This approach improves the model’s cultural understanding while maintaining robust
multilingual performance.

To evaluate PANGEA’s capabilities, we present PANGEABENCH, a comprehensive multi-
lingual and multimodal evaluation suite comprising five multimodal and three text-based tasks
across 14 datasets in 47 languages. PANGEABENCH assesses MLLMs’ performance on open-
domain multimodal chat, image captioning, cultural understanding, multimodal reasoning, and
text-only tasks including question answering and complex math reasoning. A key highlight of
PANGEABENCH is the introduction of xChat, a human-crafted benchmark designed to evaluate
open-ended, information-seeking multimodal conversations. xChat employs a fine-grained eval-
uation pipeline where human annotators annotate both reference answers and scoring rubrics for
each query. An LLM then uses these rubrics to score the model’s predictions on a 1-5 scale. This
approach offers a more precise assessment of MLLM performance, addressing limitations of
coarse LLM-as-Judge methods [162]. Additionally, we introduce xXMMMU, a translated version
of MMMU [153], testing college-level multimodal reasoning across seven languages. Together,
these components provide a robust, nuanced evaluation of PANGEA’s cross-lingual and cross-
cultural capabilities.

Our results demonstrate PANGEA’s abilities in both English and multilingual scenarios, sig-
nificantly outperforming existing open-source MLLMs on PANGEABENCH, surpassing the best
open MLLMs by 0.4% on English tasks and 10.9% on multilingual tasks on average. Notably,
PANGEA excels in multilingual and multicultural understanding, evidenced by its performance
on xChat, CVQA, and MaRVL benchmarks. PANGEA also matches or outperforms state-of-
the-art proprietary LLMs, namely Gemini-1.5-Pro and GPT4o, on several tasks such as XGQA.
However, some performance gaps remain in multimodal chat and complex reasoning, shedding
light on the need for further improvements in open MLLMs. We discuss key insights from train-
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Pangealns: 6M Multilingual Multimodal Instructions for 39 Languages
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Figure 5.1: Statistics of PANGEAINS, comprising 6M multimodal instructions in 39 languages.
The distribution of multilingual training data shows the percent of instances for each language
among the multilingual instructions. PANGEAINS includes general instructions, document and
chart question answering, captioning, domain-specific, culturally relevant, and text-only instruc-
tions.

ing PANGEA, including the scaling effect of instructions, the role of English data, the impact of
language-specific training proportions, and preliminary methods to improve multilingual OCR.
We fully open-source PANGEAINS, PANGEABENCH, PANGEA-7B, and code, to advance cultur-
ally inclusive MLLMs across diverse languages.

5.2 PANGEAINS: Multilingual Multimodal Instruction Tun-
ing

Creating a truly multilingual, multicultural MLLM presents unique challenges. We developed
PANGEAINS, a diverse and high-quality instruction tuning dataset. Comprising 6 million samples
in 39 languages, PANGEAINS was curated with a focus on linguistic and cultural diversity. We
implemented three key strategies to ensure comprehensive coverage, each addressing the specific
hurdles encountered in multilingual multimodal learning. Figure 5.1 shows the distribution of
PANGEAINS.

5.2.1 Machine Translated Instructions

To address the scarcity of human-annotated multilingual multimodal data, we primarily adopt
machine translation as a practical and scalable solution to extend data beyond English. While
human annotation is ideal, it is resource-intensive and impractical to cover a wide range of lan-
guages.
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Figure 5.2: Overview of multicultural understanding instructions data generation pipeline.

Constructing a High-quality Pool of English Instructions from Existing Sources. We
first collect a high-quality set of English multimodal instructions, which serve as the foundation
for translation into other languages. These instructions span a wide range of visual understand-
ing tasks, including general visual instructions and conversations [80, 130], visual reasoning,
captioning, and chart question answering [92]. Besides, we also added text-only high-quality
English instructions, covering general instructions [128], code [163], and math [70]. Figure 5.1
shows the statistics of our translated datasets. By leveraging existing English instructions, we
ensured comprehensive coverage of visual interpretation and text instruction following tasks in
English, preparing a pool of high-quality data for translation.

Translation Model Selection. To expand the English instructions to other languages, we ini-
tially experimented with strong open-source machine translation models, such as NLLB-3B [95].
However, we found that these models struggled with complex instruction-following scenarios
and context-switching tasks, particularly in specialized domains like code generation and mathe-
matical reasoning. For example, in code-related tasks, the model failed to recognize and correctly
translate programming language keywords, significantly reducing the quality of the instructions.
Based on these limitations, we shifted to using the proprietary Gemini 1.5 Pro model, which
shows slightly better performance in small-scale human evaluations compared with GPT4o.
Post-Processing Translated Data. Even with high-quality translations, inconsistencies arose.
To resolve issues such as mismatched conversation turns or missing candidates in multiple-choice
questions, we developed a post-processing pipeline. This pipeline automatically corrected these
errors or directly dropped the examples, ensuring that all translated instructions remained con-
sistent.

Overall, Gemini 1.5 Pro’s translation seems satisfactory, providing a fast, cost-effective alter-
native to human annotation, especially for scaling across languages. However, we acknowledge
that machine translation still has limitations, particularly in handling nuanced contexts and cul-
tural subtleties.

5.2.2 Multicultural Understanding Instructions

While machine translation enables scaling across multiple languages, data translated from En-
glish is still Anglo-centric in coverage of cultural concepts [150]. To address this, we developed
a pipeline focused on creating instructions for multicultural understanding. Both visual and
textual elements can convey deep cultural significance, and our goal is to design a dataset that
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allows models to not only recognize these nuances but also respond appropriately across various
cultural contexts. The pipeline of creating multicultural understanding instructions is shown in
Figure 5.2.

Curation of Culturally Diverse Images. To ensure that our dataset captures a wide array of
cultural contexts, we began by sampling 10 million images from the LAION-Multi dataset [116],
which includes images and short alt texts from diverse languages and regions. A filtering process
was proposed to guarantee both the quality and cultural relevance of the images.

* Heuristic Filtering: We implemented automatic filtering based on several key criteria: Im-
age Size, Aspect Ratio, Text Length, NSFW content, Offensive Text, Deduplication, and CLIP
Score (used to assess the alignment between the image and its textual description). This helped
remove low-quality or inappropriate images and ensured the remaining dataset adhered to qual-
ity standards.

* LLM Scoring: To further refine the dataset, we employed the Llama-3.1-8B-Instruct model [36]
to evaluate the quality, subjects, and cultural relevance of the accompanying text descriptions
(alt text) for each image. The model was instructed to perform the following tasks: 1) Evaluate
Text Quality: The alt text was rated on a scale from 1 to 5 based on how well it described the
corresponding image, assuming the model could not access the image itself. Alt text scoring
below 4 was removed. 2) Subject Classification: The model assigned a subject or category
to the alt text based on its content. 3) Country/Region Classification: The model determined
whether the alt text was closely related to a specific country’s culture. Images classified as “no
specific country” (approximately 60% of the dataset) were excluded to ensure we focused on
culturally identifiable content. The full LLM scoring prompt is included in Appendix C.2.

* Avoiding Overrepresentation: To maintain a balanced representation, we downsampled images
from frequently occurring subjects, such as objects, materials, and clothing, to avoid skewing
the dataset toward specific topics or regions. Then, we conducted an accessibility check, re-
moving 30% of the remaining samples due to image download or other issues. Ultimately, we
curated a final set of 1M high-quality, culturally specific images, forming the foundation of
PANGEAINS.

Captioning Images with Different Languages. To provide context and enhance the model’s
ability to interpret images, we regenerated more detailed captions using Gemini 1.5 Pro based
on high-quality alt texts. In this step, each image was accompanied by a caption written in the
language corresponding to its cultural origin. However, our approach was not just about using
a capable model. The alt text played a critical role in enriching the data, as it often contained
culturally specific and contextually important information that would otherwise be absent from
the images alone. For example, in Figure C.1, with high-quality alt text, models can incorporate
details such as “President and CEO of The Walt Disney Company” and “a model of Shanghai
Disneyland,” adding significant context that may not be immediately evident from the image.
This additional layer of information helps the model generate captions that better capture the
cultural and contextual nuances.
Generating Multilingual and Cross-Cultural Instructions.

After recaptioning, we generated multilingual instructions based on the detailed captions with
Gemini 1.5 Pro. Instead of only prompting the model to generate random instructions, we did a
careful prompt engineering where we first came up with 13 task types (e.g., Information Seeking,
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Coding & Debugging, Critical Reasoning, Cultural Interpretation, etc.). Then for each image,
up to two QA pairs were created, representing different instruction types to ensure a diverse set
of interactions. This approach ensures that the model not only recognizes these visual elements
but also responds appropriately across varied linguistic and different instruction contexts. The
captioning and instruction generation prompts are included in section C.2.

5.2.3 Curating Existing Multilingual Instructions

To further enrich PANGEAINS, we conducted an extensive survey of available multilingual mul-
timodal literature and datasets, including those hosted on HuggingFace. As a result, we in-
corporated several high-quality, open-source datasets into PANGEAINS. These include Chinese
ALLaVA-4V [21], Viet Document and OCR QA [32], Llava Chinese [75], Llava Medical Chi-
nese Instruction [17], LLaVA-Japanese-Instruct [131], MTVQA [125], Japanese STAIR Cap-
tions [148], Russian GQA [10], French Doc-VQA [122], and French Table-VQA [3]. Each of
these datasets brings unique linguistic and cultural perspectives to the mix, covering a wide range
of languages and task types.

5.2.4 Dataset Statistics

By combining these three methods, we created PANGEAINS, a comprehensive dataset addressing
major challenges in building multilingual MLLMSs: data scarcity, linguistic diversity, and cultural
nuance. Its balanced language and task distribution supports the development of more sophisti-
cated LLMs that can handle complex visual and textual content in a multilingual, multicultural
context.

Language and Task Distribution: PANGEAINS features an extensive and balanced distri-
bution of languages, tasks, and cultural contexts (as shown in Figure 5.1). We empirically keep
the final language ratio of English to Multilingual as 40%:60% as we found a significant portion
of English data plays an important role in cross-lingual transfer. See more discussions about the
ratio in section 5.5 and Figure 5.5. The inclusion of diverse multimodal instructions ensures that
the model develops a deeper understanding of varied linguistic and cultural environments. Ex-
amples of training samples from different languages and categories are provided in section C.8.
The comprehensive nature of PANGEAINS lays a solid foundation for training PANGEA, enabling
it to become a truly multilingual, multicultural multimodal LLM, capable of understanding and
interacting effectively with users from diverse linguistic and cultural backgrounds.

5.3 PANGEABENCH: Evaluation of Multilingual Multimodal
Models

5.3.1 Overview of PANGEABENCH

To assess the capabilities of PANGEA across a variety of languages, cultures, and task types, we
have developed PANGEABENCH, a comprehensive multilingual and multimodal evaluation suite.
PANGEABENCH integrates diverse benchmarks that encompass both multimodal and text-only

42



Multimodal Chat Captioning Cultural Understanding Short VOQA Reasoning
(Dataset: xChatBench & M-LlavaBench) (Dataset: XM3600) (Dataset: CVQA & MaRVL) (Dataset: MaXM & xGQA) (Dataset: xMMMU & M3Exam)
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(Q: What do the results in this graph

Q: ols sont situés les musiciens?

A: dans la rue / dehors /en extérieur

(Q: Where are the musicians located?)
(A: In the street / Outside / Outdoors)

Q: Opo arane wong seng nang
tengah embong iki?
(Q: What is the term for the man in

Q: Provide an one-sentence caption

indicate? What is the best algorithm to align| X N X the middle of the road?) Q: Hoeveel kubusse word benodig
a language model to human preferences? for Ehe pr9V|ded 'mage In Jaj)tar:_ese. A. Polisi cepek (Polisi cepek) Q: quel musicien de rue est avec le om die houer te vul?
ANSE D= M 7K CH 2 A: T*Z)L'U)J:U)\ RODZEHD B. Tukang parkir (Parking assistance violoncelliste? A: une joueuse de (Q: How many cubes are needed to
2 12|5—KT0, DPO, IPO—2| H52.. »HBINE man) harpe / une harpiste fill the container?)
(A: The graph you provided compares the (A: A small box with silver ¢. Mlijo (G ) (Q: Which street musician is with the
performance of three different algoritms.)f | o corations on the table.) . Tukang bocak (Pedicap man) cellst? A: Ferale harpist / A harpist) (A)120 (B)136 (C)320 (D)116
Category Tasks Datasets Forms Size  Languages Metric
. xChatBench Lon 400 zh,en,hi,id,ja,rw,ko,es LLM-as-Judge
Multimodal Chat & Ja] g
M-LlavaBench Long 600 ar,bn,zh,fr,hi,ja,ru,es,ur,en LLM-as-Judge
Captioning XM100 Long 3.6K 36 languages ROUGE-L
Multimodal Cultural CVQA MC 21K  en,zh,ko.mn,ja,id,jv,min,su Accuracy
Understanding MaRVL Short 6K id,sw,ta,tr,zh Accuracy
Multilingual xGQA Short 77K en,de,pt,ru,id,bn,ko,zh Accuracy
VQA MaXM MC 2K hi,th,zh,fr,en,iw,ro Accuracy
Reasoning xMMMU Short/MC 3K en,ar,fr,hi,id,ja,pt Accuracy
(Multi-subject) M3Exam MC 3K en,zh,it,pt,vi,th,af Accuracy
QA TyDiQA Short 5.1K ar,ru,bn,te,fi,sw,ko,id,en Accuracy
Translation FLORES-Sub  Long 18K  aren,fr,de,hi,id,iw,ja,pt,ro,tr ChrF
Text-only
Reasoning MMMLU MC 197K ar,bn,de,es,fr,hi,id,it,ja,ko,pt,sw,yo,zh  Accuracy
(Multi-subject, XStoryCloze MC 21K en,ares,eu,hi,id,my,ru,sw,te,zh Accuracy
Commonsense, Math) MGSM Open 3K bn,de,en,es,fr,ja,ru,sw,te,th,zh Accuracy

Figure 5.3: Overview of PANGEABENCH, which contains 5 multimodal and 3 text tasks covering
14 datasets (including two newly curated xChatBench and xMMMU datasets). The table pro-
vides details about the datasets, while the figure shows evaluation examples from five different
multimodal eval tasks in our PANGEABENCH.

tasks, enabling a holistic evaluation of PANGEA’s performance in cross-lingual, cross-cultural,
and multimodal contexts. Each task within PANGEABENCH is designed to probe specific aspects
of PANGEA’s proficiency, ensuring robust testing across a wide range of scenarios. All tasks in
PANGEABENCH are evaluated under a zero-shot setting.

5.3.2 Multimodal Tasks

The multimodal tasks in PANGEABENCH are categorized as follows: Multimodal Chat, Cap-
tioning, Cultural Understanding, Multilingual Visual Question Answering (VQA), and Multi-
Subject Reasoning. We incorporate these in PANGEABENCH to ensure comprehensive testing of
PANGEA’s multimodal capabilities. The overview and examples of PANGEABENCH are shown

in Figure 5.3.

Multimodal Chat. This task tests the model’s ability to engage in natural and dynamic real-
world conversations involving both text and images. Multilingual LlavaBench [110] (M-LlavaBench
for short) stands as the only benchmark for evaluating multilingual long-form generation capa-
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bilities from MLLMs. Following the evaluation pipeline from Zheng et al. [162] and Liu et al.
[79], M-LlavaBench uses a coarse-grained evaluation criteria (e.g., “Please rate the helpfulness,
relevance, accuracy, level of details of their responses.”). Previous works suggest that employ-
ing such coarse-grained evaluation criteria may lead to automatic evaluation results that diverge
from how humans would evaluate them [59, 60, 61, 66, 147]. To assess baselines with a more
accurate evaluation pipeline with fine-grained evaluation criteria on diverse scenarios, we addi-
tionally annotate a new multilingual multimodal generation benchmark called the xChatBench,
included in the multimodal chat category of PANGEABENCH. A more detailed explanation of
the annotation process of xChatBench is included in section C.5.

Captioning. The XM3600 [129] dataset was developed to evaluate models’ capability in mul-
tilingual image captioning. It contains images paired with captions in 36 different languages.
However, it includes many similar images and captions. To address this, we clustered the images
based on captions and manually selected 100 representative images (denoted as XM100). This
approach enhances the diversity of the samples and accelerates the evaluation process.

Cultural Understanding. To assess the model’s ability to reason about and understand culturally
diverse visual content, we use the CVQA [114] and MaRVL [77] datasets. These datasets are
designed to test the model’s performance in reasoning tasks involving culturally relevant imagery
and concepts across multiple languages.

Multilingual VQA. This task measures the model’s proficiency in answering questions about
images across multiple languages. The xGQA [101] and MaXM [20] datasets provide a diverse
range of visual question-answering challenges in several languages and scripts, addressing cross-
lingual visual understanding.

Multi-Subject Reasoning. The XMMMU and M3Exam [159] datasets are used to evaluate the
model’s reasoning abilities across different academic subjects. XMMMU is a machine-translated
version of MMMU validation questions, which focuses on multimodal reasoning in multiple
subjects. We randomly sample 300 questions from MMMU [153] validation set and employ
GPT-4o0 for the six languages translation. M3Exam challenges the model with real-world educa-
tional questions requiring both textual and visual comprehension. Details on how we ensure the
translation quality, as well as detailed descriptions of other datasets, can be found in section C.4.

5.3.3 Text-Only Multilingual Datasets

While multimodal tasks are critical for evaluating the holistic capabilities of models like PANGEA,
text-only multilingual tasks provide an equally essential dimension to assess. Most existing mul-
timodal evaluations tend to overlook the importance of text-only evaluation, especially across
diverse languages. Including text-only tasks in PANGEABENCH allows us to examine whether
the model can perform well in scenarios that require deep linguistic understanding without the
aid of visual context, highlighting its performance as a foundation model. We include three tasks
QA, Translation, and Reasoning covering five datasets for the text-only evaluations in PANGE-
ABENCH.

Specifically, we include TydiQA [27] to test the model’s ability to answer questions across 11
typologically diverse languages. We adopt the FLORES [95] dataset to assess machine transla-
tion performance. We sample 11 languages (denoted as FLORES-Sub). We use MMMLU [96],
a human-translated version of MMLU to test the general language understanding. We use XS-
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toryCloze [74] and MGSM [119] to test the model’s commonsense and mathematical reasoning
ability in multilingual contexts respectively.

5.4 EXperlments Stages Pretraining Finetuning
. Training Dat
5.4.1 Experimental Setup raiing Tatd
Dataset LLaVA LCS-558K PANGEAINS
We train PANGEA on PANGEAINS, our #gamples 558K 6M
multilingual multimodal dataset com-
Model

prising 6 million samples across 39
languages. The model uses LLaVA- Trainable Projector (20M)  Full Model (8B)
Next as architecture [80], Qwen2-7B-

Training
Instruct [144] as the language model :
backbone and clip-vit-large-patch14-336 []%Ch Size 128 3 128 6
.. .. LR: ¥yision 1x10 2x 10

as the vision encoder. The training con- _3 5

i : i LR: {Oproj, driM } 1x10 2 x 10
sists of two stages. First, we pretrain the Epoch ) 1
vision-language connector that aligns the GPU Hours (H100) 3 1344

outputs of vision encoder to backbone,
with the LLaVA LCS-558K' [78, 79]. . .
Then, we perform finetuning on PANGEAINS, %‘%lr% QV% eptﬁﬁgyﬁ b fe&li%%ﬂfg %actgr&gig—afgfoal.] Batch
size of 512, coupled with a cosine decay schedule with 0.03 warmup steps. We pretrain and
finetune the model for 1 epoch, where pretraining took 4 hours with 8 H100 (32 GPU hours),
and finetuning took 168 hours with 8 H100 (1344 GPU hours).

For evaluation, we compare PANGEA against several state-of-the-art open source baselines,
including English-centric models Llava-1.5-7B [78], Llava-Next-7B [80], Phi-3.5-Vision [1],
Cambrian-8B [130], Llava-OV-7B [68], Molmo-7B-D [30] Llama3.2-11B [36] and multilingual
models PaliGemma-3B [11], PALO-7B [110], mBLIP mTO-XL and mBLIP BLOOMZ [41]. We
also consider two text-only LLMs baselines Vicuna-1.5-7B [162] and Qwen2-7B-Instruct [144],
which are the backbones of Llava-Next and our PANGEA respectively. We integrate our multi-
modal tasks in PANGEABENCH into 1lmms—eval [67], a multimodal evaluation package that
supports many English multimodal benchmarks. We use 1lm-evaluation-harness [12] to
evaluate text-only tasks. We follow the original paper for their best models’ prompts in different
tasks, and mostly reproduce their original numbers on datasets reported in the original papers.

5.4.2 Multilingual Multimodal Results

The results in Table 5.2 provide clear insights into the strengths and remaining challenges of
PANGEA-7B in multilingual and multimodal tasks. Key observations from the evaluation in-
clude:

Superior English and Multilingual Performance: PANGEA-7B outperforms existing open-
source models across both English and multilingual tasks. While concurrent multimodal models
such as Molmo [30] or Llama 3.2 show strong performance on English datasets, they struggle

"https://huggingface.co/datasets/liuhaotian/LLaVA-Pretrain
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Multimodal Chat Cultural Understanding

Model AVG (all)
odels xChatBench M-LlavaBench CVQA MaRVL
en mul en mul en mul en mul en mul
Gemini-1.5-Pro 67.1 625 670 544 1034 106.6 759 757 764 72.0
GPT4o0 686 646 710 644 1046 1004 79.1 794 814 82.1
Llava-1.5-7B 454 284 285 11.8 66.1 40.8 489 36.5 562 53.7
Llava-Next-7B 51.1 327 405 189 789 50.7 557 42,6 628 50.9
Phi-3.5-Vision 540 350 385 132 708 580 563 423 72.1 56.5
Cambrian-8B 509 364 275 113 78.4 61.8 59.7 475 1754 61.8
Llava-OV-7B 59.5 413 510 285 89.7 553 652 537 727 57.5
Molmo-7B-D 554 341 49.5 21.1 95.9 13.8 594 483 653 54.9
Llama3.2-11B 572 419 49.0 278 939 582 702 614 64.5 58.1
PaliGemma-3B 373 258 6.0 3.5 32.1 319 529 429 56.5 52.2
PALO-7B 463 322 270 11.8 68.9 712 509 392 633 54.2
mBLIP mTO-XL 35.1 29.8 2.5 0.5 32.7 282 405 375 673 66.7
mBLIP BLOOMZ 36.1 300 4.0 1.6 43.5 41.0 449 369 623 58.6
PANGEA-7B (Ours) 599 528 460 35.8 84.2 89.5 644 572 87.0 79.0
A over SoTA Open +04 +109 -35 +7.3 -11.7 +183 -58 -42 +11.6 +12.3
Captioning Short VQA Multi-subject Reasoning
Models XM100 xGQA MaXM xMMMU  M3Exam
en mul en mul en mul en mul en mul
Gemini-1.5-Pro 27.6  19.1 542 487 56.4 635 658 577 714 64.7
GPT40 277 19.1 558 51.0 60.7 654 69.1 583 68.0 61.0
Llava-1.5-7B 28.6 1.1 620 30.6 49.8 204 362 315 323 29
Llava-Next-7B 29.3 94 648 37.8 549 214  36.7 343 36.5 28.4
Phi-3.5-Vision 30.2 52 647 384 553 250 426 388 558 37.2
Cambrian-8B 20.6 9.9 646 39.8 55.3 287 418 332 347 334
Llava-OV-7B 30.6 7.0 644 482 54.9 348 463 410 604 458
Molmo-7B-D 22.1 9.1 51.5 43.0 529 37.5 445 404 57.1 39.1
Llama3.2-11B 27.6 4.5 556 454 553 439 46.5 414 518 36.6
PaliGemma-3B 18.7 0.8 59.7 30.5 479 199 263 252 36.0 25.6
PALO-7B 30.4 0.8 60.5 37.8 51.4 16.3 33.1 30.5 30.8 27.8
mBLIP mTO0-XL 31.9 3.1 442 399 447 36.8 293 304 228 25
mBLIP BLOOMZ 225 103 433 369 447 248 292 30.8 303 29.5
PANGEA-7B (Ours) 304 142 647 60.2 553 533 457 4377 614 421

A over Best Open Model -0.2 +39 -0.1 +12.0 0.0 +94 -08 +23 +1.0 -3.7

Table 5.2: Overall performance on the multilingual multimodal benchmarks in PANGEABENCH.
The best-performing open model on each dataset is in bold and the second best is underlined.
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AVG (all) FLORES-Sub TyDiQA XStoryCloze MGSM MMMLU

Models

en mul x—en en—X en mul en mul en mul en mul
Vicuna-1.5-7B 52.1 387 55.6 424 597 527 781 574 176 64 495 34.7
Qwen2-7B-Instruct 66.6 54.5 61.8 46.0 722 712 803 619 488 404 70.1 53.1
Llava-1.5-7B 53.1 390 547 415 668 528 79.1 576 148 7.6 502 357
Llava-Next-7B 54.0 389 548 414 683 521 79.1 571 156 7.5 521 36.5
Phi-3.5-Vision 60.7 41.7 28.5 325 759 513 779 548 59.2 33.1 62.0 36.7
PALO-7B 520 375 529 404 694 508 774 572 13,6 58 467 334

PANGEA-7B (Ours) 72.8 543 607 449 737 660 79.1 612 820 474 684 522

Table 5.3: Overall performance on text-only multilingual benchmarks in PANGEABENCH.

in multilingual evaluation settings. Particularly in multilingual subsets like xChatBench, M-
LlavaBench, and MaRVL, it has achieved substantial gains, highlighting its effectiveness in both
cross-lingual and cross-cultural contexts.

Balanced Cross-Language Capabilities: Unlike many models that exhibit a significant drop in
performance when moving from English to multilingual tasks, PANGEA-7B is relatively consis-
tent. For instance, in Multimodal Chat tasks, the performance gap between English and multilin-
gual remains relatively small, indicating its ability to handle multiple languages effectively.

Challenges Compared to Proprietary Models: While PANGEA-7B leads in open-source mod-
els, some gaps remain when compared to closed-source models like GPT4o0. Additionally,
though PANGEA-7B narrows the gap between English and multilingual performance, there is
still room for improvement in fully closing this divide across all tasks.

5.4.3 Multilingual Text-only Results

We further evaluate our model in text-only scenarios in Table 5.3. Interesting findings include:

Best Text Performance Among Multimodal LLLMs: PANGEA-7B demonstrates the strongest
performance among all multimodal LLMs in the text-only tasks consistently outperforming base-
lines like Llava-Next-7B. This highlights that, despite being trained as a multimodal model,
PANGEA-7B maintains superior text understanding and reasoning capabilities compared to other
MLLMs.

Maintained Performance from its Text Backbone. PANGEA-7B generally maintains or sees
slight drops in performance on most text-only benchmarks compared with its text backbone
Qwen2-7B-Instruct. Notably, the model shows a significant improvement in MGSM. This im-
provement is directly attributable to the inclusion of math-related instructions in PANGEAINS,
which enhances the model’s capability to handle complex multilingual reasoning and mathemat-
ical tasks.
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5.5 Discussion

Finally, we explore implications of our findings and their potential impact on future develop-
ments in the field. We examine the scaling effects of instruction quantity, the persistent role of
English data, the relationship between training sample proportions and performance. Through
this discussion, we aim to provide a comprehensive understanding of our model and chart a
course for future advancements. More discussion on qualitative examples of model behavior on
multilingual multimodal chat and challenges in multilingual OCR can be found in section C.5
and section C.10.

Scaling Effect of Number of Instructions. Understanding how the quantity of instructions
affects model performance is crucial for optimizing training strategies and resource allocation.
Figure 5.4 reveals a clear scaling effect related to the number of instructions used during train-
ing. Performance improvements were consistent as we increased the number of multilingual
instructions in PANGEAINS, for both English and multilingual performance. This demonstrates
the necessity of scaling multilingual multimodal instruction tuning.

M3Exam XGQA XxMMMU MaXxM
60 45 55.0
> > 65 > 44 A >
g 3 3 8525
> 50 > 3 43 >
[9) |9) o o
2 £ 60 g g 500 —e— English
42 1 —@— Multilingual
40 47.5
2 4 2 4 2 4 2 4

Dataset Size (M) Dataset Size (M) Dataset Size (M) Dataset Size (M)

Figure 5.4: Scaling effect of training samples on English and multilingual scores across datasets.

Role of English Data. In multilingual scenarios, English data plays a pivotal role in cross-lingual
transfer. To investigate this, we sampled S00K examples from the translated data described in
subsection 5.2.1, ensuring a consistent data distribution. We varied the ratio of English data while
keeping the total number of training samples fixed at S00K. For the 17 multilingual languages in
the translated subset, we evenly distributed the number of samples across languages.

As shown in Figure 5.5 , English
performance generally improves as
the percent of English data in-
creases. Surprisingly, using only
multilingual data results in relatively .
lower multilingual performance. As 0
we introduce more English data,
multilingual performance improves,
peaking at 38.7% with 40% En-
glish. However, performance drops
sharply when English data reaches 100%. This suggests that English data aids cross-lingual
transfer, however, over-reliance on it harms multilingual performance.

How does the proportion of training samples in a language affect downstream perfor-
mance? Is downstream task performance correlated with the number of training samples? Our

English Performance Multilingual Performance

32375 - 38.7 38.5 38)
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5.2

47.5
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Accuracy (AVG)

20 40 60 80 100 0

Percentage of English (%)

Figure 5.5: Impact of English training data proportion on
English vs. multilingual performance.
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analysis in Figure 5.6 revealed the relationship between training sample proportion and down-
stream performance. While there is a general positive correlation, the impact varies significantly
across languages and tasks. For widely spoken languages with rich resources, we observed a
near-linear relationship. However, for low-resource languages, even a small increase in propor-
tion yielded disproportionately large performance gains. Interestingly, we also noted instances of
positive transfer between typologically similar languages. These findings suggest that strategic
allocation of training samples, considering both language prevalence and linguistic similarities,
can optimize model performance.

. CVQA XGQA xMMMU

zh de bt id

Perf. to EN (%)

100 A

[
o

[=2]
o
!

1 ta

id
brgr

Sw

94 1

92 -

idru

bn ko

100 +

95 ~

90 A

crfr

ar
hi

j

10 20
Train Size to English (%)

5 10 15 20
Train Size to English (%)

10 15
Train Size to English (%)

10 20
Train Size to English (%)

Figure 5.6: The relationship between training sample size (relative to English) and performance
(relative to English) of different languages across four datasets.

5.6 Conclusion

In this paper, we introduced PANGEA, a multilingual MLLM designed to bridge linguistic and
cultural gaps in visual understanding tasks. By leveraging PANGEAINS, our newly curated
6M multilingual multimodal instruction data samples, we demonstrated significant improve-
ments in cross-lingual and cross-cultural understanding across 39 typologically diverse lan-
guages. Our comprehensive evaluation using PANGEABENCH revealed PANGEA’s superior per-
formance compared to existing open-source models. We also highlight ongoing challenges
in areas such as low-resource language support and multilingual OCR. We fully open-source
PANGEA, PANGEAINS, and PANGEABENCH to facilitate future research to build open and in-
clusive MLLMs.
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Chapter 6

Conclusion and Future Work

This thesis advances the goal of a unified agent interface across diverse environments: we ex-
panded web action spaces from human-oriented GUIs to machine-oriented APIs, improving the
effectiveness, efficiency, and robustness of web agents. We evaluated multimodal models’ rea-
soning abilities in a knowledge-light setting to help separate genuine reasoning from shortcut-
based knowledge recall. Additionally, to serve users worldwide, we proposed a multilingual
multimodal LLM that achieves state-of-the-art performance on multilingual benchmarks.

Together, these efforts illustrate a broader theme toward agents that are both general and
unified: general, in their ability across modalities, languages, and domains; unified, in their
reliance on unified interfaces across environments. This points toward a future where agents can
handle different tasks across modalities, leverage robust reasoning, and inclusively serve global
users. Achieving this vision will require scaling unified interfaces, broadening training data to
reflect the diversity of real-world challenges, and developing adaptive and lightweight evaluation
frameworks that can keep pace with rapidly evolving capabilities of agents.

As immediate next steps, building on our unified web—API interface, we plan to create a
large-scale unified training dataset (spanning coding, web, and general agentic tasks) that yields
strong results on a variety of agentic tasks. We outline next steps toward generalist agents:

* Unified Agent Data. Extend the unified interface and training data beyond the web to
include coding, databases, and other real-world tasks.

* Multimodal Tool Calling. Build a comprehensive tool library (e.g., image segmentation)
and policies for reliable selection and composition of tools.

* Evaluation. Develop lightweight, cost- and time-efficient benchmarks and proxy tasks to
accelerate evaluation and training iteration.
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Appendix A
Appendix for Chapter 3

A.1 Related Work

The development of Al agents that interact with the web and APIs has garnered significant re-
search attention. Web browsers, serving as the primary interface for interacting with online
content, have long been a focus for Al research. Web-based agents that can navigate websites,
extract information, and perform tasks autonomously have been studied extensively, especially
in the context of LLMs and agents designed to mimic human behavior online.

Web Navigation Agents Much prior work has centered around agents that perform web-based
tasks using browsing actions [63, 65, 98, 145]. These agents are particularly effective in environ-
ments where human-like interaction with a user interface is necessary [34]. Frameworks such as
WebArena have further refined the evaluation of such agents by providing complex and realistic
web navigation tasks [164]. Our work explores the Hybrid Agent that combines web browsing
with API interactions. While prior work primarily focuses on browsing-only agents, we exam-
ine how Hybrid Agents can enhance performance by integrating structured API calls with web
navigation.

Code Generation Agents and Tool Usage Another stream of research focuses on agents that
interact with online content via application programming interfaces (APIs) [35, 99, 103, 136,
138, 151]. In this context, works such as CodeAct have pioneered the development of agents
that generate and execute code, including API calls, to perform tasks typically reserved for soft-
ware engineers [126, 135, 158]. These API-Based Agents are optimized for tasks that involve
structured data exchanges, allowing them to perform operations more efficiently than traditional
web navigation agents [118]. On the other hand, our work integrates both browsing and API in-
teractions, demonstrating that Hybrid Agents can outperform API-only agents in tasks requiring
web navigation. While existing research shows the efficiency of API-Based Agents, our Hybrid
Agent dynamically switches between APIs and web browsing to optimize task performance.
Additionally, we are the first to explore comparative studies of API v.s. Browsing Agents on
the same websites. We demonstrate that API-Based Agents are often more efficient than Brows-
ing Agents when APIs are available, leading to significant improvements in performance. This
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finding is aligned with previous studies that highlight the advantages of structured interactions
through APIs compared to unstructured web browsing interactions.

A.2 WebArena Tasks

WebArena reproduces the functionality of several commonly-used websites using open-source
frameworks, with real-world data imported into the reproduced websites.
WebArena includes tasks related to the following websites:

* Gitlab' — 180 instances: This website contains tasks related to project management and
version control, where agents perform tasks like opening issues, handling merge requests,
or creating repositories. Example query: Submit a merge request forallyproject.com/redesign
branch to be merged into the markdown-figure-block branch, assign myself as the
reviewer.

* Map’ - 109 instances: For this website, tasks are centered around navigation, trip planning
and queries about distances, requiring the agent to retrieve and interpret map-based data,
similar to using real-world map services like Google map. Example query: Tell me the full
address of all international airports that are within a driving distance of 50 km to Carnegie
Mellon University.

* Shopping® — 187 instances: Tasks related to this website represents typical e-commerce
tasks, such as searching for products, adding items to carts, and processing transactions.
Example query: Change the delivery address for my most recent order to 77 Massachusetts
Ave, Cambridge, MA.

* Shopping Admin* — 182 instances: This setting involves managing backend administra-
tive tasks for an online store, like managing product inventories, processing orders, or
viewing sales reports. Example query: Tell me the the number of reviews that our store
received by far that mention term “satisfied”.

* Reddit’ — 106 instances: Tasks here are similar to interactions with the official Reddit,
where agents need to post comments, upvote or down-vote posts, or retrieve information
from threads. Example query: Tell me the count of comments that have received more
downvotes than upvotes for the user who made the latest post on the Showerthoughts fo-
rum.

* Multi-Website Tasks — 48 instances: These examples involve tasks that span across two
websites, requiring the agent to interact with both websites simultaneously, adding com-
plexity to the task. Example query: Create a folder named news in gimmiethat.space repo.
Within it, create a file named urls.txt that contains the URLs of the 5 most recent posts
from the news related subreddits?

!Original Website: https://gitlab.com

2QOriginal Website: https://www.openstreetmap.org

3Developed using Adobe Magento (https://github.com/magento/magento?)

“Developed using Adobe Magento (ht tps://github.com/magento/magento?)

SDeployed Postmill (https://postmill.xyz/), the open-sourced counterpart of Reddit (nttps://
www.reddit .com)
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A.3 Obtaining APIs of WebArena Websites

* Gitlab: we leveraged the open Gitlab REST APIs®, consisting of 988 endpoints. Most of
WebArena tasks are covered by these APIs, with only a small fraction of tasks, such as
retrieving users’ Gitlab feed token, are not covered by any existing endpoints,

* Map: The Map website offers three sets of APIs, each offering distinct functionalities,
with a total of 53 endpoints. The first set of APIs, openly available at Nominatim’, of-
fers essential endpoints for geographic searches. The second set of APIs, from Project
OSRM?, focuses on routing and navigation functionalities. The third set of APIs, available
at OpenStreetMap’, deals primarily with map database operations. This API is rarely used
in WebArena tasks but offers capabilities for interacting with OSM data.

* Shopping: The e-commerce website uses APIs from the Adobe Commerce API'?, consist-
ing of 556 endpoints. These endpoints provide support for common shopping tasks such
as purchasing products, searching categories, and managing customer accounts.

* Shopping Admin: This website shares a common set of APIs with the shopping website.
However, this website requires a unique admin token to access the admin-only APIs such
as changing the price of products and deleting products from stores.

* Reddit: The Reddit tasks in WebArena are based on a self-hosted limited clone of the
Reddit website ', with limited functionalities as compared to the official site. As a result,
all of the available APIs are self-implemented, with a best effort to mimic to official Reddit
APIs. This website supports 31 endpoints, which include writing comments and voting
posts.

* Multi-Website Tasks: we provide APIs from all websites included in the task to the
agents, where we explicitly state which set of APIs belongs to which website. This could
allow agents to identify the correct set of APIs to use when transitioning between websites.
It is also worth noting that the framework of our agents supports a unified workspace that
allows the agents to carry over the information from one website to another.

A.4 Additional Analysis

Table A.1 documents the percentage of actions of our Hybrid Agent. Across all websites, our

Hybrid Agent chooses to do both Browsing and API in the same task at least half of the time.
Table A.2 documents the accuracy of the Hybrid Agent across websites when performing

different choices of actions. It shows consistently high accuracy when choosing API only and

“Documentation of all Gitlab APIs could be found at https://docs.gitlab.com/ee/api/rest/.

"The API documentations could be found at https://nominatim.org/release-docs/develop/
api/Overview/

8Documentations of APIs available at ht tps://project-osrm.org/docs/v5.5.1/api

9APIdmmnwnmﬁ0nsopmﬂyawﬂMbkthttps://wiki.openstreetmap.org/wiki/API_vO.6

10APIs documented at https://developer.adobe.com/commerce/webapi/rest/
quick-reference/

Uhttps://codeberg.org/Postmill/Postmill
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Actions Gitlab Map Shopping Admin Reddit Multi AVG.

Browsing only 7.8 3.7 38.5 2.2 0 83 121
API only 21.1 4.6 7.5 1.1 0 104 7.9
Browsing+API 71.1  91.7 54.0 96.7 82.1 81.3 80.0

Table A.1: Percentage of Actions (%) that our Hybrid Agent takes for each type of tasks. Each
column sums up to 1.

Choices of Action Gitlab Map Shopping Admin Reddit Multi AVG.
Browsing only 7.1(1/14) 50.0(2/4)  23.6(17/72) 50.0(2/4) 0(0/0)  25.0(1/4) 23.5(23/98)
API only 47.4(18/38) 40.0(2/5) 21.4(3/14) 50.0(1/2) 0.0(0/0)  20.0(1/5) 39.1(25/64)

Browsing+API 47.7(61/128)  46.0(46/100) 27.7(28/101) 40.9(72/176) 51.9(55/106) 15.4(6/39) 41.2(268/650)

Table A.2: The accuracy (%) of the Hybrid Agent across choices of actions for each website,
with the number of correct instances / number of total instances in parentheses.

API+browsing.
Table A.3 shows the breakdown of number of steps and cost by website.

Agents Gitlab Map Shopping Shop-Admin Reddit Multi Sites AVG.

steps cost steps cost steps cost steps cost steps cost steps cost steps cost

Browsing 94 02 80 0.1 73 0.1 7.0 02 11.1 0.1 7.5 0.1 84 0.1
API-Based 7.0 1.7 6.6 1.1 82 10 84 1.1 88 06 77 16 78 1.2
Hybrid 81 20 94 17 82 13 90 14 78 06 80 19 85 14

Table A.3: Number of Steps and Cost (in U.S. dollars) of Agents across WebArena Websites

Steps Figure A.l1 demonstrates a scatterplot of the average accuracy of each agent on We-
bArena over their average steps. The Browsing Agent takes more steps to complete tasks com-
pared to the API-Based Agent on average, while the Hybrid Agent takes the most steps amongst
the three agents. This is likely due to the Browsing Agent’s reliance on navigating web interfaces
and interacting with visual elements, which involves a sequential and more time consuming pro-
cesses. The API-Based Agent is the most efficient in terms of steps, as it can directly interact
with structured data via APIs, bypassing many of the steps involved in traditional web navigation.
The Hybrid Agent, combining both action spaces from the Browsing Agent and the API-Based
Agent, takes more steps than both agents.

Costs Figure A.2 demonstrates a scatterplot of the average accuracy of each agent on We-
bArena over their average costs. The cost of completing tasks shows a different trend. While the
Browsing Agent requires more steps, it is much cheaper compared to the API-Based Agent and
the Hybrid Agent. This is primarily because the prompts needed for Browsing Agents are much
shorter. When browsing, the agent only needs instructions on how to use the web interface and

56



Average Accuracy vs Average Steps
40

®
>
Q
S 3()
=
Q
Q
<
]
&)
g 20
Z Agent
API-Based Agent
Browsing Agent
0 ® Hybrid Agent

7.5 8.0 8.5 9.0
Average Steps

Figure A.1: Steps of agents on WebArena.

the limited action space around 14 browsing actions. In contrast, API-Based and Hybrid Agents
require access to a much larger set of API calls. For example, when interacting with GitLab,
the agent is provided with 988 available APIs, leading to much longer prompts and significantly
increasing the cost of execution. The cost goes down when the prompt for API calling is shorter.
For example, the Reddit website has the least length of API documentation, where its cost is also
less than other websites. However, as visualized in Figure A.2, the accuracy of the API-Based
Agent and the Hybrid Agent is much higher than the Browsing Agent, which makes the increase
in cost justifiable due to the significantly improved task performance. The higher cost is offset by
the agents’ ability to complete tasks more accurately and efficiently. In the future, this increased
cost could potentially be mitigated by methods that retrieve only relevant APIs on the fly.
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Figure A.2: Costs of agents on WebArena.

A.5 API-Based Agent Prompt

Full System Prompt = System Prefix +API Prompt + System Suffix

You are an Al assistant that performs tasks on the websites. You should give helpful, detailed, and
polite responses to the user’s queries.
You have the ability to call site-specific APIs using Python, or browse the website directly.
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To call APIs, you can use an interactive Python (Jupyter Notebook) environment, executing code
with <execute_ipython>.

<execute_ipython>

print (Y ‘Hello World’’)

</execute_ipython>

This can be used to call the Python requests library, which is already installed for you. Here are
some hints about effective API usage:

* It is better to actually view the API response and ensure the relevant information is correctly
extracted and utilized before attempting any programmatic parsing.

* Make use of HTTP headers when making API calls, and be careful of the input parameters
to each API call.

* Be careful about pagination of the API response, the response might only contain the first
few instances, so make sure you look at all instances.

The user will provide you with a list of API calls that you can use.
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The information provided by the user might be incomplete or ambiguous. For example, if I want
to search for *‘xyz’’, then *‘xyz’’ could be the name of a product, a user, or a category on
the site. In these cases, you should attempt to evaluate all potential cases that the user might be
indicating and be careful about nuances in the user’s query. Also, do NOT ask the user for any
clarification, they cannot clarify anything and you need to do it yourself.

When you think you successfully finished the task, first respond with Finish[answer] where
you include only your answer to the question [] if the user asks for an answer, make sure you
should only include the answer to the question but not any additional explanation, details, or com-
mentary unless specifically requested.

After that, when you responded with your answer, you should respond with
<finish></finish>.

Then finally, to exit, you can run

<execute_bash>

exit ()

</execute_bash>

Your responses should be concise. The assistant should attempt fewer things at a time instead of
putting too many commands OR too much code in one execute block.

Include AT MOST ONE <execute_ipython>, <execute_browse>, or <execute_bash>
per response.

IMPORTANT: Execute code using <execute_ipython>, <execute bash>, or
<execute_browse> whenever possible.

Below are some examples:

— START OF EXAMPLE —

Examples

— END OF EXAMPLE —

Now, let’s start!

Think step by step to perform the following task related to gitlab. Answer the question:
***Example WebArena Intent***

The site URL is Example Site URL, use this instead of the normal site URL.

For API calling, use this access token: Example Access Token.

My username on this website is Example Username.

Below is the list of all APIs you can use and their descriptions:

Example API Documentation.

Note: Before actually using a API call, *you should call the get _api_documentat ion function
in the ut11s module to get detailed API documentation of the APL.* For example, if you want to
use the API GET /api/v4/projects/id/repository/commits, you should first do:
<execute_ipython>

from utils import get_api_documentation

get_api_documentation ( ‘GET /api/v4/projects/{id}/repository/commits’")
</execute_ipython>

This will provide you with detailed descriptions of the input parameters and example output jsons.
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A.6 Hybrid Agent Prompt

Full System Prompt

Full System Prompt = System Prefix + API Prompt + Browsing Prompt +
System Suffix

System Prefix

You are an Al assistant that performs tasks on the websites. You should give helpful, detailed, and
polite responses to the user’s queries.

You have the ability to call site-specific APIs using Python, or browse the website directly.
IMPORTANT: In general, you must always first try to use APIs to perform the task; however, you
should use web browsing when there is no useful API available for the task.

IMPORTANT: After you tried out using APIs, you must use web browsing to navigate to some URL
containing contents that could verify whether the results you obtained by API calling is correct.

API Prompt

To call APIs, you can use an interactive Python (Jupyter Notebook) environment, executing code
with <execute_ipython>.

<execute_ipython>

print (Y ‘Hello World!’’)

</execute_ipython>

This can be used to call the Python requests library, which is already installed for you. Here are
some hints about effective API usage:

* It is better to actually view the API response and ensure the relevant information is correctly
extracted and utilized before attempting any programmatic parsing.

* Make use of HTTP headers when making API calls, and be careful of the input parameters
to each API call.

* Be careful about pagination of the API response, the response might only contain the first
few instances, so make sure you look at all instances.

The user will provide you with a list of API calls that you can use.
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Browsing Prompt

You can browse the Internet by putting special browsing commands within <execute_browse>
and </execute_browse> (in Python syntax).

For example to select the option blue from the dropdown menu with bid 12, and click on the
submit button with bid 51:

<execute_browse>

select_option(‘*'12’’, “‘blue’’)

click (*'51"")

</execute_browse>

The following actions are available:

def goto(url: str):
‘Y'Y 'Y 'Wavigate to the specified URL.
Examples:
goto (' ‘http://www.example.com’"’)

rrrrrir

def go.back() :
‘"' ““\Navigate back to the previous page.
Examples:
go_back ()

rrrrrir

def go_forward() :
Y Y'Y Y Wavigate forward to the next page.
Examples:

go_forward ()
rrrrris

def scroll (delta_x: float, delta_y: float) :
YYY¥¥3Scroll the page by the specified amount.
Examples:
scroll (0, 200)
scroll (-50.2, -100.5)

rrrrrir

def fill (bid: str, wvalue: str):
YYYYY'EFi11l the input field with the specified value.
Examples:
£i11 (Y2377, Mlexample value’’)
£i11( Y457, Y‘multi-line example’’)

fill(Ytal2’’, ‘‘example with ‘‘quotes’’’’)
rrrrrir
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Browsing Prompt - Continued

def select_option(bid: str, options: str | list([str]):
YYY¥'¥'Select an option from a dropdown menu.
Examples:

select_option(‘'48’’, ‘blue’’)

select_option(*'48’’, [‘‘red’’, ‘‘green’’, ‘‘blue’’])
rrrrrir

def focus (bid: str):
‘Y'Y 'Y 'Focus on an element.
Examples:
focus (' 'b455" ")

rrrrrir

def click (bid: str, button: Literal[‘‘left’’, ‘‘middle’’,
‘‘right’’] = “‘left’’, modifiers: list[typing.Literall‘‘Alt’’,
‘‘Control’’, “‘Meta’’, ‘'Shift’’]] = []):
YYY¥\ ' 'Click on an element with the specified button and
modifiers.
Examples:
click (Y517 7)
click (Y'b22’", button=‘‘right’’)
click (''48’’, button='‘middle’’, modifiers=['‘Shift’’])

rrrrir
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Browsing Prompt - Continued

def dblclick (bid: str, button: ‘‘middle’ ',

‘‘right’’] = “‘left’’, modifiers: list[typing.Literal[‘‘Alt’’,
*‘*Control’’, “'Meta’’, ‘'Shift’’]1] = [1):

YYY Y'Y 'Double-click on an element with the specified button and
modifiers.

Examples:
dblclick (*'12"")
dblclick (‘‘cad2’’,
dblclick (178’7,

rrrrrir

Literal[‘‘left’’,

button="‘right’"’)

button="'‘middle’’, modifiers=['‘'Shift’’])

def hover (bid: str):
‘Y'Y Y 'YHover over an element.
Examples:
hover (' 'b8’7)

rrrrrir

def press (bid: str, key_comb: str) :

‘Y Y'Y Y 'Press a key combination on an element.
Examples:

press(''88’’, "Backspace")

press(‘az6’’,

press(‘‘a6l’’,

rrrrrir

‘‘Control+a’’)
‘‘Meta+Shift+t’’)

def clear (bid: str) :

‘Y'Y ' ‘Clear the input field.
Examples:

clear (Y'996’"7)

rrrrr

def drag.and. drop (frombid: str, tobid: str):

‘YY" Y Y'Drag and drop an element to another element.
Examples:

drag_.and._drop (*'56"7, “'498'")

rrrrrr

def upload_file(bid: str, file: str | list[str]):

‘Y'Y 'Y 'Upload a file to the specified element.
Examples:

upload_file (''572"",
upload_file(''63’’, [‘‘/home/bob/Documents/image. jpg’’,
*‘Y/home/bob/Documents/file.zip’’])

rrrrrir

‘‘my_receipt.pdf’’)
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System Suffix

The information provided by the user might be incomplete or ambiguous. For example, if I want
to search for “‘xyz’’, then *‘*xyz’’ could be the name of a product, a user, or a category on
the site. In these cases, you should attempt to evaluate all potential cases that the user might be
indicating and be careful about nuances in the user’s query. Also, do NOT ask the user for any
clarification, they cannot clarify anything and you need to do it yourself.

When you think you successfully finished the task, first respond with Finish[answer] where
you include only your answer to the question [] if the user asks for an answer, make sure you
should only include the answer to the question but not any additional explanation, details, or com-
mentary unless specifically requested.

After that, when you responded with your answer, you should respond with
<finish></finish>.

Then finally, to exit, you can run

<execute_bash>

exit ()

</execute_bash>

Your responses should be concise. The assistant should attempt fewer things at a time instead of
putting too many commands OR too much code in one execute block.

Include AT MOST ONE <execute_ipython>, <execute_browse>, or <execute_bash>
per response.

IMPORTANT: Execute code using <execute_ipython>, <execute bash>, or
<execute_browse> whenever possible.

Below are some examples:

— START OF EXAMPLE —

Examples

— END OF EXAMPLE —

Now, let’s start!
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Initial User Prompt

Think step by step to perform the following task related to gitlab. Answer the question:
***Example WebArena Intent***

The site URL is Example Site URL, use this instead of the normal site URL.

For API calling, use this access token: Example Access Token.

For web browsing, You should start from the URL Example Start URL, and this webpage is
already logged in and opened for you.

My username on this website is Example Username.

Below is the list of all APIs you can use and their descriptions:

Example API Documentation.

Note: Before actually using a API call, *you should call the get _api_-documentation function
in the ut 1 1s module to get detailed API documentation of the APL.* For example, if you want to
use the API GET /api/v4/projects/id/repository/commits, you should first do:
<execute_ipython>

from utils import get_api_documentation

get_api_documentation (*‘GET /api/v4/projects/{id}/repository/commits’
</execute_ipython>

This will provide you with detailed descriptions of the input parameters and example output jsons.
IMPORTANT: In general, you must always first try to use APIs to perform the task; however, you
should use web browsing when there is no useful API available for the task. IMPORTANT: After
you tried out using APIs, you must use web browsing to navigate to some URL containing contents
that could verify whether the results you obtained by API calling is correct.
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Appendix B

Appendix for Chapter 4

B.1 VISUALPUZZLES Statistics

B.1.1 Breakdown of Statistics of VISUALPUZZLES

Table B.1 shows a breakdown of statistics of VISUALPUZZLES questions.

Reasoning Category Image Options Text Options Total
Easy Medium Hard Easy Medium Hard
Algorithmic 21 8 0 124 100 9 262
Analogical 120 81 10 0 0 0 211
Deductive 29 24 2 45 79 21 200
Inductive 7 70 127 3 2 0 209
Spatial 123 41 6 61 52 3 286
Total 300 224 145 233 233 33 1168

Table B.1: Number of questions in each reasoning category, option types, and difficulty levels.

B.1.2 Data Sources

* Chinese Civil Service Examination (F[EEZRKAZ T 1:) | (224 puzzles): we manually
translated questions from this exam to English from Chinese.

* Textbooks (210 puzzles): we carefully collected and re-purposed questions from online
resources and textbooks.

* Smart-101 [25] (247 puzzles): we carefully selected images from this benchmark and
synthesized new questions.

Inttps://en.wikipedia.org/wiki/Civil_service_of_the_People%27s_Republic_
of_China#Examinations.
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* MATH-Vision [133] (293 puzzles): we carefully selected and re-purposed questions from
this benchmark.

* VASR [13] (194 puzzles): we carefully selected questions from this benchmark.

B.2 Model Evaluation Setup

Solve the multiple-choice question and then answer with the option letter from the given choices.
The last line of your response should be of the following format: ‘Answer: SLETTER’ (without
quotes) where LETTER is one of options. Think step by step before answering.

Answer the question with the option’s letter from the given choices directly.

B.3 Human Annotation Setup

B.3.1 Difficulty Labeling

Each question was also carefully assigned a difficulty label from easy, medium, or hard, based
on the cognitive load required for reasoning.

* Easy Level questions could be solved by the annotator in less than one minute.
* Medium Level questions could be solved by the annotator in one to three minutes.

* Hard Level questions require the annotator more than five minutes to solve or quit solving.

Annotation Guideline for Puzzle Difficulty

Try to solve the puzzle first. You need to measure the time you attempted to solve each puzzle.
Then, select from Easy, Medium, or Hard based on the time required.

- Easy Level: You can solve or answer the question within 1 minute. This level of puzzles should
require minimal reasoning.

- Medium Level: You can solve or answer the question within 1-3 minutes. This level of puzzles
should demand moderate reasoning.

- Hard Level: You can / cannot solve this question with more than 5 minutes. This level of puzzles
should involve significant / multi-step reasoning.
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B.3.2 Reasoning Category Labeling

Annotation Guideline for Puzzle Reasoning Category

Assign the category that best describes the primary type of reasoning or logic required for each
puzzle:

- Algorithmic Reasoning: Involves following or devising a step-by-step procedure or rule-based
process.

- Analogical Reasoning: Requires identifying relationships by comparison between pairs of entities.
- Deductive Reasoning: Involves deriving specific conclusions from general or given premises.

- Inductive Reasoning: Focuses on generalizing a rule or pattern from specific instances.

- Spatial Reasoning: Involves visualizing and manipulating shapes, distances, or orientations.

B.4 Full Results

B.4.1 Full Results w/ CoT

B.4.2 Full Results w/n CoT
B.5 Knowledge Checklist

B.5.1 Knowledge Checklist Generation

You are an exam writer. You are now writing a knowledge test. You are given a question
(Question) regarding an image and its standard solution (Solution), your task is to write free
response questions that test on individual knowledge required in answering the question correctly.

You should follow these steps to complete the task:

1. explicitly analyze the given image, Question, and Solution

2. explicitly list out the individual knowledge concepts required to reach Solution.

3. write free response questions to test on the definition of each concept listed. Your generated
questions should not include details of the given Question. Note that you need to provide answer
keys to these questions too.

4. format the free response questions in json format.

Question: question
Solution: answer
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Model Algorithmic Analogical Deductive Inductive Spatial Overall

Random Choice 25.0 25.0 25.0 25.0 25.0 25.0
Human (95th Percentile) 100.0 100.0 100.0 81.6 100.0 89.3
Human (50th Percentile) 88.0 66.0 80.0 50.0 90.0 75.0
Human (5th Percentile) 68.1 25.0 37.0 0.0 59.1 57.5
Proprietary Models
o4-mini 65.3 68.7 75.5 33.0 45.5 57.0
o3 64.5 68.3 69.5 27.3 42.7 54.0
ol 63.7 68.3 67.5 29.2 34.3 51.8
GPT-40 49.2 58.3 49.0 27.3 26.2 41.3
Gemini-2.5-pro 60.0 64.0 60.0 29.7 36.4 49.5
Gemini-2.0-flash 55.3 58.8 57.0 24.4 31.8 45.0
Gemini-2.0-flash-thinking 46.6 70.1 49.0 24.9 25.5 422
Gemini-1.5-Pro 53.4 574 58.5 26.3 32.5 45.0
Claude-3.7-Sonnet 64.5 48.3 65.0 26.8 374 48.3
Claude-3.7-Sonnet-thinking 67.2 44.1 61.5 31.1 37.1 48.2
Claude-3.5-Sonnet 53.4 479 51.5 254 343 424
Open Models
LLaVA-1.5-7B 23.3 21.8 36.0 20.6 19.2 23.7
LLaVA-1.5-13B 24.8 21.8 23.0 25.4 25.5 24.2
LLaVA-1.6-7B 27.5 23.7 30.0 22.5 21.3 24.8
LLaVA-1.6-13B 25.2 25.6 27.0 27.3 23.4 25.5
LLaVA-1.6-34B 29.4 28.0 43.0 24.9 25.5 29.7
LLaVA-OV-0.5B 21.0 26.1 30.5 22.5 25.2 24.8
LLaVA-OV-7B 27.9 26.1 36.5 234 25.5 27.7
LLaVA-OV-72B 34.7 26.5 37.0 27.3 28.7 30.8
Llama-3.2-11B-Vision-Instruct 31.0 30.8 39.0 21.1 26.2 29.4
Llama-3.2-90B-Vision-Instruct 45.0 23.2 43.0 26.3 31.5 34.1
Qwen-VL 214 31.3 25.0 26.3 24.1 25.3
Qwen2-VL-72B 41.6 28.4 39.5 22.5 29.0 324
QvQ-72B-Preview 43.1 45.5 48.0 27.3 27.6 37.8
Qwen2-VL-2B-Instruct 26.0 26.1 24.5 27.8 25.5 26.0
Qwen2-VL-7B-Instruct 36.3 21.8 38.5 20.6 22.7 27.9
Qwen2-VL-72B-Instruct 39.9 33.5 45.2 23.5 324 349
Qwen2.5-VL-3B-Instruct 35.1 27.5 44.5 25.8 24.8 31.2
Qwen2.5-VL-7B-Instruct 40.5 26.6 39.0 24.0 29.7 32.1
Qwen2.5-VL-72B-Instruct 53.4 46.9 58.0 25.8 29.5 423
Cambrian-8B 31.3 24.2 36.0 24.0 29.0 28.9
Cambrian-13B 24.8 25.6 39.5 24.4 21.0 26.5
Pangea-7B 30.5 28.9 35.0 24.4 25.2 28.6

Table B.2: Performance (%) of various models with Chain of Thoughts (CoT) on VISUALPUZ-
ZLES.
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Model Algorithmic Analogical Deductive Inductive Spatial Overall

Random Choice 25.0 25.0 25.0 25.0 25.0 25.0
Human (95th Percentile) 100.0 100.0 100.0 81.6 100.0 89.3
Human (50th Percentile) 88.0 66.0 80.0 50.0 90.0 75.0
Human (5th Percentile) 68.1 25.0 37.0 0.0 59.1 57.5
Proprietary Models
GPT-40 40.8 34.1 40.5 24.9 29.7 34.0
Gemini-2.0-flash 57.6 41.7 58.0 23.0 35.7 43.2
Gemini-1.5-Pro 51.2 46.5 54.0 24.9 29.4 40.8
Open Models
LLaVA-1.5-7B 24.4 24.7 34.5 26.8 25.5 26.9
LLaVA-1.5-13B 24.4 26.1 33.5 26.3 28.3 27.6
LLaVA-1.6-7B 27.5 25.1 32.5 24.9 27.3 27.4
LLaVA-1.6-13B 21.4 24.7 29.5 28.2 23.1 25.0
LLaVA-1.6-34B 31.3 27.3 43.0 24.4 27.6 29.8
LLaVA-OV-0.5B 24.4 25.6 37.5 24.9 25.5 27.2
LLaVA-OV-7B 27.5 28.0 40.5 24.4 28.0 29.4
LLaVA-OV-72B 31.7 23.6 45.0 21.3 24.6 28.8
Llama-3.2-11B-Vision-Instruct 27.5 24.2 31.0 26.3 27.6 27.3
Llama-3.2-90B-Vision-Instruct 38.2 22.3 44.5 25.8 33.6 33.1
Qwen-VL 23.7 26.5 29.5 27.8 26.6 26.6
Qwen2-VL-72B 38.9 28.4 43.0 20.6 29.0 32.0
QvQ-72B-Preview 44.8 43.6 44.0 26.8 30.8 37.8
Qwen2-VL-2B-Instruct 31.7 29.4 40.5 23.9 31.5 31.3
Qwen2-VL-7B-Instruct 33.6 24.2 46.0 22.5 26.2 30.2
Qwen2-VL-72B-Instruct 40.5 30.3 46.0 25.4 29.4 34.2
Qwen2.5-VL-3B-Instruct 36.3 26.1 47.0 25.8 22.4 31.0
Qwen2.5-VL-7B-Instruct 38.2 23.7 51.5 24.9 31.1 33.7
Qwen2.5-VL-72B-Instruct 43.1 40.3 51.5 25.4 33.7 38.6
Cambrian-8B 25.2 20.4 35.0 23.0 20.6 24.5
Cambrian-13B 23.3 28.0 36.5 24.9 26.2 27.4
Pangea-7B 32.4 23.7 38.5 28.7 32.5 31.3

Table B.3: Performance (%) of various models with Multiple Choice Direct prompting on VI-
SUALPUZZLES.
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B.5.2 Example Knowledge Checklist Question

- Question: Explain the Arbitrage Pricing Theory (APT) model and its purpose in finance.

- Answer: The Arbitrage Pricing Theory (APT) model is a financial theory that estimates the ex-
pected return on an asset based on the asset’s sensitivity to various macroeconomic factors. It is
used to determine the fair price of an asset by considering multiple factors that could affect its re-
turn, as opposed to relying on a single market index as in the Capital Asset Pricing Model (CAPM).

- Question: What is the definition of distance in a geometric context?
- Answer: Distance in a geometric context refers to the measurement of space between two points.

B.5.3 Knowledge Checklist Human Annotation

We asked two human annotators to manually verify and correct the knowledge checklist ques-
tions and gave them the following instructions. The inter-annotator agreement rate is 87.8%.

You are given a json file, where each item contains the following elements:

- Question: a multiple-choice question.

- Answer: the answer to the question with an optional explanation.

- Knowledge Concept Checklist: a list of question-answer pairs, where each question in the list is
intended to represent a distinct knowledge concept necessary for solving the Question.

You task is to annotate the knowledge concept checklists generated by a model. You should care-
fully evaluate each question-answer pair based on the following criteria:

1. Necessity: Is the question genuinely necessary for solving the problem? If not, then remove the
question.

2. Repetition: Check if any questions are repetitive or duplicate existing questions within the list.
If the question is repetitive or duplicate, then remove the question.

3. Completeness: Ensure no critical knowledge concepts required to solve the problem are missing,
and identify if any additional important questions should have been included.

4. Correctness: Verify whether the provided answers are accurate. Revise the checklist in case of
incorrect checklist QA pairs.

5. Knowledge v.s. Skills: Ensure each question explicitly evaluates a knowledge concept rather
than testing skills or problem-solving techniques. Remove any questions that primarily evaluate
skills instead of knowledge.

72



B.6 Reasoning Complexity

Instruction Prompt to Solve Questions in Detailed Steps

< Question >< Image >

Solve this question with First Order Logic. Write out each thinking step explicitly, do not skip
steps.

In your response, begin each step with ___STEP_START___

step < step_num >

B.7 Comparison with Other Benchmarks

Reasoning Knowledge % Easy

Dataset Size Load Requirement Words Question Type Answer Type

LogiQA 0.7K Heavy Light 52.0 Text Text
GSMSK 8.5K Heavy Heavy 54.0 Text Text
WikiDiverse 0.8K Light Heavy 35.8 Image+Text Text
MathVista 6.1K Heavy Heavy 51.9 Image+Text Text
MMMU 11.5K Heavy Heavy 46.4 Image+Text Text
MATH-Vision 3.0K Heavy Heavy 53.8 Image+Text Image+Text
MathVerse 2.6K Heavy Heavy 38.2 Image+Text Text
LogicBench 1.5K Heavy Light 53.6 Text Text
LogicVista 0.4K Heavy Heavy 41.2 Image+Text Image
NaturalBench 10K Light Light 52.5 Image+Text Text
VISUALPUZZLES 1.2K Heavy Light 54.1 Image+Text Image+Text

Table B.4: Comparison of other existing benchmarks with VISUALPUZZLES

Figure B.1 provides a comparative analysis between VISUALPUZZLES and several widely-
used benchmarks for multimodal reasoning, visualizing the knowledge requirement and reason-
ing complexity of each benchmark. VISUALPUZZLES has high reasoning complexity and low
knowledge requirement, with an aim to disentangle multimodal reasoning from domain-specific
knowledge to evaluate general reasoning abilities in non-expert settings.

Table B.5 compare the performance of various model families across MathVista, MMMU,
and VISUALPUZZLES. Both MathVista and MMMU are benchmarks that have a heavy em-
phasis on both knowledge and reasoning, whereas VISUALPUZZLES assess models on domain-
disentangled multimodal reasoning alone. We found that success on knowledge-intensive mul-
timodal reasoning benchmarks as MathVista and MMMU does not always carry over to VISU-
ALPUZZLES that emphasize reasoning rather than extensive pre-trained knowledge.
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Figure B.1: Comparison between VISUALPUZZLES and several widely-used benchmarks.

B.8 Additional Analysis

B.8.1 Proprietary V.S. Open Models

From Table 4.2, proprietary models (e.g., o4-mini and Claude-3.7-Sonnet) consistently achieve
higher overall accuracy than most open-source models on VISUALPUZZLES. However, some
open models also show competitive or even higher performance in both the overall accuracy
and specific reasoning categories. For instance, Qwen2.5-VL-72B-Instruct demonstrates higher
performance than GPT-40 on algorithmic reasoning, deductive reasoning, spatial reasoning, and
overall accuracy. This indicates that while proprietary models currently have leading perfor-
mance, open models are also rapidly improving on multimodal reasoning capabilities.

B.8.2 Reasoning Category and Difficulty Levels

Figure B.3 and Figure B.2 present complementary views of human accuracy against three repre-
sentative models: ol (one of the best-performing proprietary models), Qwen2.5-VL-72B-Instruct
(the strongest Qwen-based open model), and Llama-3.2-90B-Vision-Instruct (the strongest Llama-
based open model). Specifically, Figure B.2 compares performance across difficulty levels for
each reasoning category, while Figure B.3 compares performance across categories within each
difficulty level.

Humans consistently outperform all models across categories and difficulty levels, often by
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Model MathVista MMMU VISUALPUZZLES

Human 60.3 88.6 80.1
ol 73.9 78.2 51.8
GPT-40 63.8 69.1 41.1
Gemini-2.0-Flash - 71.7 45.0
Gemini-1.5-Pro 63.9 62.2 45.4
Claude-3.5-Sonnet 67.7 68.3 42.4
Claude-3.7-Sonnet - 71.8 48.3
Claude-3.7-Sonnet (Thinking) - 75.0 48.3
LLaVA-1.5-7B - 36.2 26.9
LLaVA-1.5-13B 27.6 36.4 27.6
LLaVA-NeXT-7B 35.8 34.6 27.4
LLaVA-NeXT-13B 36.2 35.3 25.3
LLaVA-NeXT-34B 46.5 51.1 29.8
LLaVA-OV-0.5B 34.8 314 27.2
LLaVA-OV-7B 63.2 48.8 294
LLaVA-OV-72B 67.5 56.8 31.8
Llama-3.2-11B-Vision-Instruct 51.5 50.7 294
Llama-3.2-90B-Vision-Instruct 57.3 60.3 34.3
Qwen2-VL-72B 70.5 64.5 32.1
QvQ-72B-Preview 71.4 70.3 37.9
Qwen2-VL-2B-Instruct 43.0 41.1 31.3
Qwen2-VL-7B-Instruct 58.2 54.1 30.2
Qwen2-VL-72B-Instruct 70.5 64.5 34.9
Qwen2.5-VL-3B-Instruct 62.3 53.1 31.2
Qwen2.5-VL-7B-Instruct 68.2 58.6 33.7
Qwen2.5-VL-72B-Instruct 74.8 70.2 42.3
Cambrian-8B 49.0 42.7 28.5
Cambrian-13B 48.0 40.0 27.4

Table B.5: Comparison of other MathVista and MMMU with VISUALPUZZLES on human and
SOTA models

large margins. Notably, human performance remains high and relatively stable in the algorithmic,
deductive, and spatial categories, even on hard questions. While accuracy does decline in ana-
logical and inductive reasoning as difficulty increases, humans still maintain a clear advantage
over models.

In contrast, model performance declines sharply as difficulty increases, especially for open-
source models. Accuracy of Llama-3.2-90B-Vision-Instruct on hard analogical tasks drops to just
10%. Even one of the strongest proprietary models, o1, while more robust, still lags significantly
behind humans, particularly on analogical, inductive, and spatial tasks. On easy tasks, some
models perform competitively in certain categories, but this advantage largely disappears on
medium and hard questions.
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Figure B.2: Comparison of accuracy across different reasoning categories for human partici-
pants, one of the best performing proprietary models o1, the best performing Qwen-based open
model Qwen2.5-VL-72B-Instruct, and the best performing Llama-based open model Llama-3.2-
90B-Vision-Instruct, measured on difficulty levels.
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Figure B.3: Comparison of accuracy across different difficulty levels for human participants,
one of the best performing proprietary models o1, the best performing Qwen-based open model
Qwen2.5-VL-72B-Instruct, and the best performing Llama-based open model Llama-3.2-90B-
Vision-Instruct, measured across reasoning categories.

Interestingly, these models maintain a generally stable performance on algorithmic and de-
ductive reasoning. For ol and Qwen2.5-VL-72B-Instruct, their performances on algorithmic
reasoning even go up for more difficult tasks, whereas human performance degraded as the diffi-
culty level increases. However, all models, including o1, perform the worse at analogical, induc-
tive and spatial reasoning in general, especially as the difficulty level increases. This suggests
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that models are relatively better at tasks requiring structured, rule-based algorithmic processing,
while their performance degrades more steeply in tasks requiring relational abstraction (analogi-
cal), pattern induction (inductive), and visual understanding (spatial), particularly as the difficulty
level increases. In summary, these results indicate that while some models exhibit promising per-
formance on structured and easier reasoning tasks, multimodal models still struggle with abstract
and complex reasoning, particularly when difficulty increases. Bridging the gap between model
and human reasoning remains a critical challenge.

B.8.3 Option Types and Difficulty Levels

Human ol
100 93 9o text
87 89 image
2 801 70 73 74 2 "
s S 57 64 62
5 60 54 55
Q Q 44
) 40 o
< 40+ < 38 32
20
easy medium hard overall easy medium hard overall
Qwen2.5-VL-72B-Instruct Llama-3.2-90B-Vision-Instruct
100+
2 80 >
Q Q
£ 58 s
S 601 5 53 52 5
3 41 Q 44 45 43
1 36 35 S |
< % < 30
20 25 27 26 27
20
easy medium hard overall easy medium hard overall

Figure B.4: Comparison of accuracy across different difficulty levels for human participants,
one of the best performing proprietary model o1, the best performing Qwen-based open model
Qwen2.5-VL-72B-Instruct, and the best performing Llama-based open model Llama-3.2-90B-
Vision-Instruct, measured on textual v.s. visual option types.

Figure B.4 compares human accuracy against three representative models, o1 (one of the best-
performing proprietary models), Qwen2.5-VL-72B-Instruct (the strongest Qwen-based open model),
and Llama-3.2-90B-Vision-Instruct (the strongest Llama-based open model), across different dif-
ficulty levels, separately for textual and visual answer options.

Across all participants and models, we observe a consistent pattern: text-based options result
in higher accuracy than image-based options, with the performance gap widening as task diffi-
culty increases. This trend holds even for human participants, whose accuracy drops from 92%
to 40% on visual options when moving from easy to hard tasks, compared to a much smaller
drop on text-based ones (93% to 73%).
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For models, the gap is even more pronounced. For instance, Qwen2.5-VL-72B-Instruct
achieves 58% accuracy on hard questions with text options, but only 20% when image options are
used. ol and Llama-3.2-90B-Vision-Instruct exhibit similar drops, suggesting a broad weakness
in multi-image reasoning and visual option discrimination. These findings suggest that image-
based answer options introduce significant additional complexity, requiring models not just to
understand the question but to reason over multiple visual cues. This capability is essential for
real-world tasks such as product selection, recommendation, and visual planning, where their
decision-making process often depends on comparing visual content.

However, most pretraining datasets and benchmarks have traditionally emphasized textual
QA formats, with far fewer examples involving visual options or structured visual comparisons.
As a result, models may lack the inductive bias or learned attention mechanisms to handle visual
alternatives effectively. These results highlight an important direction for future work: expanding
and diversifying training corpora to include multi-choice visual reasoning tasks, and developing
architectures that are explicitly designed to process and compare visual candidates, especially

under challenging conditions.

B.8.4 Case Study of Reasoning

Question: Given a pair of chairs arranged at a specific angle,
select the option from the four provided that matches the angle of
the chairs in the question. (Answer: C)

ol A

* . B
Cc D i

Claude-3.7-Sonnet (Without Thinking)

| need to analyze the angle relationship between the pair of chairs

in the question and compare it with the four options provided.

Looking at the question image at the top:

- The first chair (on the left) is shown at an angle, with its side
profile partially visible

- The second chair (on the right) is shown more from the front,
facing more directly toward the viewer

- The chairs are positioned at roughly a 90-degree angle to each
other

Now examining each option:

Option A: Two simple chairs with backs. The left chair is shown
from a side angle, while the right chair is shown more from the
front. Their orientation appears to be at approximately a 90-degree
angle to each other.

Option B: Two backless chairs/stools. The left chair has an angled
design and is shown from the side, while the right chair is shown
more straight-on. The angle between them doesn't appear to
match the 90-degree relationship in the question.

Option C: Two office/drafting chairs with wheels. Both chairs are
shown from similar angles, with only slight variation in their
orientation. They don't appear to have the same 90-degree
relationship as the question chairs.

Option D: Two bar stools with round seats and circular bases. Both
are shown from similar angles with minimal difference in orientation.
They don't demonstrate the 90-degree relationship seen in the
question.

Comparing all options to the question image, Option A most
closely matches the angular relationship between the two chairs in
the question

Answer: A

Claude-3.7-Sonnet (With Thinking)
Let me analyze this problem carefully.

The question shows a "question pair" of chairs at the top of the image, and | need to find which of the four options (A, B, C, D) matches
the angle arrangement of those chairs.

Let me examine the question pair first:

- The question pair shows two folding chairs that appear to be facing inward toward each other at approximately a 90-degree angle (the
chairs are at roughly right angles to each other).
- The chairs in the question pair are shown separated by a colon ":" symbol

Now let me examine each option:

Option A:

- Shows two simple chairs with backrests

- The chairs are facing each other at approximately a 90-degree angle

- The arrangement looks similar to the question pair in terms of the angle

Option B:
- Shows two chairs with different designs - one appears to be a more angled/tilted chair and the other is more upright
- They don't appear to be at the same angle relationship as the question pair

Option C:

- Shows two office/drafting chairs with wheels and height adjustment

- The chairs appear to be facing each other at approximately a 90-degree angle
- The arrangement looks similar to the question pair in terms of angle

Option D:

- Shows two bar-style chairs with round seats and central pedestals

- The chairs appear to be directly facing each other (180-degree relationship)
- This doesn't match the angle relationship in the question pair

Based on the angle relationship, both Options A and C show chairs at approximately a 90-degree angle to each other, similar to the
question pair. However, Option A's chair style and arrangement seems closer to the question pair's folding chairs.

So, looking at the angle between the chairs, which is the key aspect of this question, Options A and C both show approximately
90-degree angles between chairs, while Option B shows chairs at different angles, and Option D shows chairs directly facing each other.
Since the question specifically asks about the angle match, | need to determine which option best matches the exact angle of the
question pair.

Looking closely again:

The question pair shows chairs that are facing slightly inward, at approximately 90 degrees

Option A shows a similar angle relationship of roughly 90 degrees.

Option C also shows a similar angle relationship of roughly 90 degrees.

This is a bit challenging with the 2D representation, but | think Option A most closely matches the angle relationship in the question pair.

Answer: A

Figure B.5: Case Study showing the similarity in structure and reasoning strategy between
Claude-3.7-Sonnet-Thinking and Claude-3.7-Sonnet. Similarity between model responses of
these two models on VISUALPUZZLES is 0.9.
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Figure B.5 shows a case study demonstrating the similarity in structure and reasoning strat-
egy between Claude-3.7-Sonnet and Claude-3.7-Sonnet-Thinking. Average textual similarity
between model responses of these two models on VISUALPUZZLES is 0.9.

B.8.5 Impact of CoT

Table B.6 compares model performance under
two prompting strategies: direct multiple-choice
prompt vs. Chain-of-Thought (CoT) prompt. We
observe that proprietary models and larger open
models (>72B) benefit from CoT, while others
show little to no improvement or even a decline in
performance with CoT. For instance, both GPT-
40 and Qwen2.5-VL-72B-Instruct show more
than 20% increases in performance when using
CoT. In contrast, several smaller models, such as
Qwen2-VL-2B-Instruct and Cambrian-13B, ex-
hibit decreased accuracy with CoT prompting.

Model Direct CoT
GPT-40 340 41.6
Gemini-1.5-Pro 41.0 45.1
Claude-3.5-Sonnet 40.0 425
Qwen2-VL-2B-Instruct 31.3  26.1
Qwen2.5-VL-7B-Instruct 337 320
Cambrian-13B 274  26.5
LLaVA-NeXT-34B 29.8 29.6
Qwen2.5-VL-72B-Instruct 38.6 423
LLama-3.2-90B-Vision-Instruct  33.3  33.9

Table B.6: Comparison of models with Di-
rect Multiple Choice and CoT prompting.

These results suggest that CoT can indeed enhance the reasoning capability of larger models
whereas it may introduce unnecessary complexity or confusion for smaller models and thus de-

creasing performance.
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B.9 Case Study

Algorithmic (Easy) ®

Question: There are seven squares in the picture. How many
more triangles than squares are there in the picture?
Options: (A) 1 (B) 2 (C) 3 (D) 4

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> I need to count the number of squares and triangles in the given
picture, and then find how many more triangles there are than squares.

First, let me count the squares:
1. Ican see 7 small squares arranged in a triangular pattern within the large triangle.

Now, let me count the triangles:
1. There's the large outer triangle that contains everything.
2. There are small triangles formed by the division of the large triangle by the squares.

Let me count these small triangles carefully:

- Along the bottom row, I see 4 triangles (formed by the squares and the bottom edge)

- On the left side of the large triangle, I see 3 triangles (formed by the squares and the left edge)

- On the right side of the large triangle, I see 3 triangles (formed by the squares and the right edge)
- Don't forget the large outer triangle itself: 1 triangle

Soin total: 4 + 3 + 3 + 1 =11 triangles

Now I can find the difference:
Number of triangles - Number of squares =11 -7 = 4

So there are 4 more triangles than squares in the picture.

Looking at the options, the answer is (D) 4.
<end_thinking>
Looking at the image, I need to count the total number of squares and triangles, then find their difference.

First, I'll count the squares:
- I can see 7 small squares arranged in a triangular pattern inside the large triangle.

Next, I'll count the triangles:

1. There is the large outer triangle that contains everything.

2. Along the bottom edge of the large triangle, there are 4 small triangles.
3. Along the left edge of the large triangle, there are 3 small triangles.

4. Along the right edge of the large triangle, there are 3 small triangles.

Total number of triangles =1 + 4 + 3 + 3 = 11 triangles

Now I can calculate how many more triangles than squares there are:
11 triangles - 7 squares = 4 more triangles

Answer: D

Error Category: Reasoning Error

Error Reason: The model gets the answer wrong because it miscounts the number of triangles, specifically
double-counting the triangles formed by small triangles and squares. The response incorrectly conclude
there are 11 triangles, but a careful manual inspection shows only 10 distinct triangles, making the correct
difference 3, not 4.

Figure B.6: A sample error case of Algorithmic Reasoning (difficulty: Easy).
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Algorithmic (Easy) ©

Question: In the Kangaroo

* * ﬁ constellation, all stars he.We a nu.mber
greater than 3 and their sum is 20.
* *% * * Which option shows the Kangaroo
llation?
ﬁ‘* o o ﬁ conste

(A) ﬁ
Ground Truth: (B)

Claude-3.7-Sonnet-Thinking: <thinking> The question asks about the Kangaroo constellation, which has the following

properties:

1. All stars have a number greater than 3

2. The sum of all numbers is 20

(8)

Let me check each option to see which one satisfies these conditions:

Option (A):

Stars have values: 5,4, 7, 6

- Are all numbers greater than 3? Yes (5, 4, 7, 6 are all > 3)
-Sum:5+4+7+6=22

This doesn't match the required sum of 20.

Option (B):

Stars have values: 5, 8, 7

- Are all numbers greater than 3? Yes (5, 8, 7 are all > 3)

-Sum:5+8+7=20

This matches both conditions: all numbers are greater than 3, and they sum to 20.

Option (C):

Stars have values: 5, 3,7, 2, 8

- Are all numbers greater than 3? No (3 and 2 are not > 3)
-Sum:5+3+7+2+8=25

This doesn't satisfy the first condition about all stars having numbers greater than 3.

Option (D):

Stars have values: 5,1, 4, 9

- Are all numbers greater than 3? No (1 is not > 3)
-Sum:5+1+4+9=19

This doesn't satisfy either condition.

So, only Option (B) satisfies both conditions of the Kangaroo constellation.
<end_thinking>
# Solving the Kangaroo Constellation Problem

I need to identify the constellation where all stars have numbers greater than 3 and sum to 20.
Let me examine each option:

## Option (A)

Stars: 5,4,7,6

- All numbers > 3? Yes
-Sum:5+4+7+6=22

Doesn't match the required sum of 20.

## Option (B)

Stars: 5, 8,7

- All numbers > 3? Yes
-Sum:5+8+7=20
Matches both requirements!

## Option (C)

Stars: 5,3,7,2,8

- All numbers > 3? No (3 and 2 are < 3)
-Sum:5+3+7+2+8=25

Doesn't satisfy the first condition.

## Option (D)

Stars: 5,1, 4,9

- All numbers > 3? No (1is < 3)
-Sum:5+1+4+9=19
Doesn't satisfy either condition.

Only option (B) satisfies both requirements: all stars have numbers greater than 3, and their sum is exactly 20.

Answer: B

Figure B.7: A sample correct case of Algorithmic Reasoning (difficulty: Easy).
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Algorithmic (Medium) &

Question: How many left hands
-~ appear in the image?

( % (? / 2 Options: (A)1(B) 8 (C)4 (D)5
Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking>
Looking at the image, I can see approximately 10-12 hand icons/emoji in a row. They're all yellow (with one that
appears to be skin-colored), and they show various hand gestures.

To determine which ones are left hands, I need to look at the thumb position. In a left hand, the thumb would
typically be on the right side when the palm is facing forward.

Let me go through each hand from left to right:

1. Thumbs down gesture - appears to be a left hand with thumb on right side

2. Fist or closed hand - orientation is harder to determine but seems to be a left hand
3. Open hand or waving hand - appears to be a left hand

4. Hand pointing or gesturing - appears to be a left hand

5. Open hand with fingers spread - appears to be a left hand

6. Fist with extended thumb (like "thumbs up" but horizontal) - appears to be a right hand (thumb on left)
7. Open hand with fingers spread - appears to be a left hand

8. Hand making "OK" gesture - appears to be a left hand

9. Victory/peace sign hand - appears to be a left hand

10. Ear or side of face (not a hand)

11. Hand pointing or gesturing - appears to be a right hand

So counting the left hands, I see approximately 8 left hands. This would correspond to option (B) 8.

However, I want to be careful because determining left vs. right can sometimes be ambiguous in emoji or simplistic
hand representations. Let me double check my count.

Looking again, I see the thumbs down, several open hands, some gesture hands, and a few that are definitely left
hands based on thumb position. The total count of left hands appears to be around 8, though there's some ambiguity
with a couple of the representations.

Based on my analysis, the answer appears to be (B) 8.
<end_thinking>
To solve this question, I need to examine the image carefully and identify which hands are left hands.

Looking at the row of yellow hand emojis, I need to determine whether each is a left or right hand. For hand emojs, I
can identify a left hand by noticing the thumb position - on a left hand, the thumb will typically appear on the right
side when the palm is facing forward.

Going through each emoji from left to right:

1. Thumbs down - this is a left hand (thumb is on the right)
2. Fist - appears to be a left hand

3. Waving hand - this is a left hand

4. Pointing hand - this is a left hand

5. Open hand with fingers spread - this is a left hand

6. Fist with extended thumb - this appears to be a right hand (thumb on left)
7. Open hand - this is a left hand

8. OK gesture hand - this is a left hand

9. Peace sign hand - this is a left hand

10. Ear emoji (not a hand)

11. Pointing gesture - right hand

I count 8 left hands total in the image.

Answer: B

Error Category: Spatial / Orientation Error

Error Reason: The model makes a orientation error by misinterpreting the thumb positions in several hand
emojis, leading it to incorrectly classify some right hands as left hands. For example, it counts the pointing
hand in the third emoji (which is clearly a right hand) as a left hand. This misclassification results in an
overcount of left hands.

Figure B.8: A sample error case of Algorithmic Reasoning (difficulty: Medium).
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Question: The entire pie seen in the image is divided among several
children. Each child receives a piece of pie, and each piece of pie looks
identical. What is the maximum possible number of children there?
Options: (A) 9 (B) 8 (C) 10 (D) 4

Ground Truth: (B)

Claude-3.7-Sonnet-Thinking: <thinking> I need to determine how many equal-sized pieces this pie can
be divided into. Since each child will receive an identical piece, I need to count the maximum number of
equal portions visible in the image.

Looking at the image, I can see that this appears to be an unusual-looking pie with different colored
sections arranged in a circular pattern. It's not a typical pie with simple wedge-shaped slices.

From what I can observe, there appears to be a pattern of colored shapes (green, light green, blue, and red)
arranged in a circle. To determine how many equal pieces there are, I need to identify the repeating pattern
and count how many times it repeats around the circle.

The pie seems to have a symmetrical arrangement. Looking carefully, I can see that there appear to be 8
sections around the outer ring that follow a similar pattern. I can see repeated patterns of green and light
green shapes with blue and red accents between them.

Looking at the options:
(A4)9

(B) 8

(©10

(D)4

Based on my observation of the image, there appear to be 8 similar sections arranged around the circle.
This would suggest that option (B) 8 is the correct answer.

However, I should double-check by looking for any other patterns or symmetries in the image. It's possible
that each section could be further divided, or that there's a different way to interpret the equal pieces.

After careful examination, I'm confident that there are 8 identical sections arranged in a circular pattern.
Therefore, the maximum number of children who could receive identical pieces of pie would be 8.
<end_thinking>

# Determining the Maximum Number of Children

To solve this problem, I need to examine the pie in the image and determine how many identical pieces it
can be divided into.

## Analysis of the Pie

Looking at the image, I can see a circular pie with a pattern of colored sections. The key is to identify how
many identical sections are present or could be created.

Upon careful examination, I notice that the pie has a symmetrical arrangement with a repeating pattern.
The colorful segments (green, light green, red, and blue shapes) appear to form a consistent pattern

around the circle.

Counting these repeating sections carefully, I can identify 8 identical portions around the circumference of
the pie. Each of these sections follows the same pattern of colored shapes.

## Conclusion
Since each child must receive an identical piece, and there are 8 identical sections visible in the pie, the

maximum possible number of children would be 8.

Answer: B

Figure B.9: A sample correct case of Algorithmic Reasoning (difficulty: Medium).
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Question: There are 53 residents living in the apartment. How many
people live on the second floor?
Options: (A) 5 (B) 8 (C) 10 (D) 13

Ground Truth: (A)

Claude-3.7-Sonnet-Thinking: <thinking> This image shows an apartment building with different sections labeled with numbers. Let me analyze what the numbers
represent:

- The building appears to have multiple floors.

- The number 27 is shown on the left side of one section (blue).

- The number 23 is shown on the right side of a section (also seems to cover two blue floors).
- The number 18 is shown on the left side of a pink/red section marked with "?".

- The number 13 is shown on the right side of the bottom floor.

The question asks how many people live on the second floor, but I need to determine which floor is the second floor and how many people live there.

Looking at the building from bottom to top:

1. Bottom floor (blue with windows): labeled with 13 on the right

2. Second floor (pink/red with "?"): labeled with 18 on the left

3. Two middle floors (blue with windows): part of the 23 on the right
4. Top floor (blue with windows): labeled with 27 on the left

So it seems the second floor from the bottom is the one marked with "?" and has 18 on the left side. But the question asks specifically how many people live on the
second floor, not how many are associated with the label.

Let me think about this more carefully. The total number of residents is 53. The numbers shown might be:
- 27: Number of people on the top floor

- 23: Number of people on the two middle floors combined

- 18: Number of people on the second floor

-13: Number of people on the bottom floor

Let's check if these add up: 27 + 23 + 18 + 13 = 81, which is more than 53.

Wait, I think I'm misinterpreting. The numbers might represent:
- 27: People on left side (top section)

- 23: People on right side (upper two floors)

-18: People on left side (lower section)

- 13: People on right side (bottom floor)

So 27 +18 = 45 people on the left, and 23 + 13 = 36 people on the right. That's still 45 + 36 = 81 people, which doesn't match 53.

Let me try a different approach. Maybe the 23 represents the number of people on the right side of the building (covering multiple floors), and 18 represents people on
another part.

Actually, looking at the diagram again, it appears that:
- 27: Left side of the top section

- 23: Right side of the top two sections

- 18: Left side of the bottom section

- 13: Right side of the bottom section

Given the total is 53 residents, and we're trying to find the number on the second floor, let's try to interpret the diagram differently.

The first (bottom) floor seems to have 13 people.
The top appears to have 27 people.
That leaves 53 - 13 - 27 = 13 people for the second and third floors combined.

I'm still uncertain, but based on my calculations and the available options, it seems like (D) 13 might be the answer if we interpret the second floor as having all the
remaining residents after accounting for the top and bottom floors.

<end_thinking>

# Solving the Apartment Residents Problem

Looking at the image, I need to determine how many residents live on the second floor of this apartment building.

1 can see a diagram of a building with several numbers:

- The top section has "27" on the left side

- The middle two floors have "23" on the right side

- There's a section marked with "18" on the left

- The bottom floor has "13" on the right side

- The second floor from the bottom is marked with a "?" - this is what I need to find

I notice the question states there are 53 residents total living in the apartment building.

Let me work this out:

- The top floor appears to have 27 residents

- The bottom floor appears to have 13 residents

- That means the middle two floors together must have: 53 - 27 - 13 = 13 residents

Looking closely at the image, the second floor is specifically marked with a "?" and there are numbers on the sides indicating 13 for that floor.

Therefore, the second floor has 13 residents.

Answer: D

Error Category: Understanding Error

Error Reason: The model makes an image understanding error by misunderstanding what is the meaning
of the brackets and numbers, despite all the branching and revalidation. This misunderstanding causes it
to iteratively try to understand the meaning of the numbers and ultimately select the wrong answer.

Figure B.10: A sample error case of Algorithmic Reasoning (difficulty: Hard).
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_@ Question: A bird can only move horizontally or vertically towards a
monkey in the grid. The number of ways that the bird can reach the
monkey is:

Options: (A) 15 (B) 14 (C) 18 (D) 12

(g" Ground Truth: (A)

Claude-3.7-Sonnet-Thinking: <thinking> Looking at the grid, I need to identify the positions of the bird and the
monkey.

The bird appears to be at the top of the grid in the second column, specifically at position (0, 1) if we use a
zero-indexed grid counting from the top-left.

The monkey appears to be at the bottom-right of the grid, at position (4, 3) using the same coordinate system.

To count the number of ways the bird can reach the monkey, I need to consider that the bird can only move
horizontally or vertically. This means the bird can only move right or down to reach the monkey from its starting
position.

The total number of valid paths will be the number of ways to arrange the required horizontal and vertical moves.
From position (0, 1) to (4, 3), the bird needs to move:

- 4 steps down (from row 0 to row 4)

- 2 steps right (from column 1 to column 3)

So in total, the bird needs to make 4 + 2 = 6 moves, with 4 being vertical and 2 being horizontal.

The number of ways to arrange these moves is given by the combination formula:
C(total moves, horizontal moves) = C(6,2) =6! / (2! *4!)=(6*5) / (2*1)=30/2=15

Alternatively, you can calculate C(6, 4) which would give the same result:
C(6,4)=6!/ (4'*2)=15

So there are 15 different ways for the bird to reach the monkey.
Looking at the options, this corresponds to answer (A) 15.
<end_thinking>

# Solving the Grid Path Problem

In this problem, I need to find the number of ways that a bird can reach a monkey by moving only horizontally or
vertically in a grid.

Looking at the image:

- The bird is located at the top of the grid in the second column (position (0,1) if we start counting from 0)
- The monkey is located at the bottom-right area (position (4,3))

## Step 1: Determine the required moves

From the bird to the monkey, the bird needs to move:

- 4 steps down (from row 0 to row 4)

- 2 steps right (from column 1 to column 3)

So the bird must make a total of 6 moves: 4 vertical and 2 horizontal.

## Step 2: Calculate the number of possible paths
This is a classic combinatorial problem. The number of different ways to arrange these moves is:

C(total moves, horizontal moves) = C(6,2) = 6!/ (2!x4!)
= (6x5)/(2x1)

=30/2

=15

Alternatively, we could calculate C(6,4) which gives the same result.

## Step 3: Verify with the given options
Our answer of 15 matches option (A).

Answer: A

Figure B.11: A sample correct case of Algorithmic Reasoning (difficulty: Hard).
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|:I ; l] Question: Given the pattern in the first line of blocks, which option at
T : the bottom of the image fits in the question mark in the second line of
E [I L7 blocks?
= 2 c 3 Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze the pattern in the first line of blocks and see how it relates to the second line of blocks.

First line of blocks:

1. The first block has white on the left and blue on the right

2. The second block has white on the top and blue on the bottom
3. The third block has blue on the left and white on the right

Second line of blocks:

1. The first block has black on the top and yellow on the bottom

2. The second block has yellow on the left and black on the right

3. The third block has a question mark (this is what we need to figure out)

Let me think about the possible relationships between the first and second line:

Possibility 1: Color transformation
- Blue in the first line becomes black in the second line
- White in the first line becomes yellow in the second line

Possibility 2: Position pattern

The first line blocks follow a pattern of right/bottom/left coloring for the blue part.

The second line blocks might follow the same positional pattern but with different colors.

Based on the color transformation pattern I identified (bl black, whit llow), and looking at the third block in the first line (blue left, white right), the answer
should be a block with black on the left and yellow on the right.

Looking at the options:

- Option A: Black on top, yellow on bottom (like the first block in the second row)

- Option B: White on left, pink/red on right (doesn't match our color scheme)

- Option C: Yellow on top, black on bottom (this would be inverse of first block in second row)
- Option D: Blue on bottom, white on top (similar to the second block in the first row)

None of the options exactly match what I'm looking for. The relationship between the first line and second line might be more complex. Let me look at it again:

First block: white left, blue right — black top, yellow bottom
Second block: white top, blue bottom — yellow left, black right

Let me try to formulate a rule:

- White areas become yellow

- Blue areas become black

- Position changes: left—top, right—bottom, top—left, bottom—right

So if the third block has blue left and white right, then the third block in the second row should have black top and yellow bottom according to this rule.
Option A matches this pattern.

Let me double-check:
First rule pattern: white—yellow, blue—black
Position transformation: left—top, right—bottom, top—left, bottom—right

For block 3 in row 1: blue on left, white on right

Applying the rules: blue left becomes black top, white right becomes yellow bottom

This gives us: black top, yellow bottom

Option A has black on top and yellow on the bottom, so it seems to be the correct answer.

<end_thinking>

To solve this problem, I need to identify the pattern in the first line of blocks and how it transforms in the second line.

Let me analyze both rows carefully:

First row:

- Left block: White on left, blue on right

- Middle block: White on top, blue on bottom
- Right block: Blue on left, white on right

Second row:

- Left block: Black on top, yellow on bottom

- Middle block: Yellow on left, black on right
- Right block: ? (what we need to determine)

Looking at the transformation from first to second row:
1. The blue areas in the first row seem to become black in the second row
2. The white areas in the first row seem to become yellow in the second row
3. There's also a positional transformation:
- Left side — Top position
- Right side — Bottom position
- Top position — Left side
- Bottom position — Right side
Option A shows black on top and yellow on bottom, which matches our expected pattern.

Answer: B

Error Category: Reasoning Error

Error Reason: The model gets this question wrong because it focuses too much on individual color
mappings or partial position patterns rather than identifying the full transformation. The correct pattern
involves a consistent clockwise rotation of color positions from the first to the second row.

Figure B.12: A sample error case of Analogical Reasoning (difficulty: Easy).
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~
., ~—

e’ Question: Given the analogy in the first line of items,
which choice fits best in the black question mark?

| 7 Ground Truth: (C)

A B

-~

P >,

C D

Claude-3.7-Sonnet-Thinking: <thinking> Let's analyze the analogy in the first line:
The first line shows sliced bread on the left and a knife on the right, connected by an arrow.

The relationship here appears to be: the knife is a tool used to cut/slice the bread. The knife is what transforms a whole loaf of
bread into slices.

Now, let's look at the second line:
- On the left, we see a log (a section of tree trunk)
- On the right, we need to determine which tool would be used to process or cut this log

Let's examine each option:

(A) A wooden shed or small building
(B) A cleaver or butcher's knife

©

(D) Sliced butter on a wooden board

The question is asking which tool would be used to process a log, similar to how a knife is used to slice bread.

- Option A
- Option B
- Option C
- Option D

wooden shed) is not a tool but a structure that might be built using processed wood
cleaver/butcher's knife) is a cutting tool but not typically used for logs

axe) is a tool specifically designed for cutting logs/wood

sliced butter) is not a tool at all, but a food product

Following the analogy "bread — knife" (something that needs to be cut — tool used to cut it), the logical completion for "log — ?"
would be an axe, which is a tool specifically designed to cut wood.

Therefore, the answer appears to be (C) the axe.

<end_thinking>

I need to determine the relationship between the items in the first line and then apply the same relationship to find the missing
item in the second line.

Looking at the first line:

- On the left, there's a loaf of bread with some slices cut from it

- On the right, there's a knife

- The relationship is that the knife is the tool used to cut/slice the bread

Now, for the second line:
- On the left, there's a log (a section of tree trunk)
- On the right, I need to find the appropriate tool that would be used to cut or process this log

Let me analyze each option:

(A) A wooden shed/small building - This is a structure that might be built using processed wood, not a tool for cutting logs
(B) A cleaver/butcher's knife - While this is a cutting tool, it's not typically used for logs

(C) An axe - This is a tool specifically designed for chopping and cutting logs/wood

(D) Sliced butter on a board - This is a food product, not a tool for processing logs

The pattern is "material — tool used to cut that material"

- Bread — Knife

-Log —?

An axe is the tool specifically designed for cutting logs, just as a knife is the tool for slicing bread.

Answer: C

Figure B.13: A sample correct case of Analogical Reasoning (difficulty: Easy).
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Origin Analogy'

Origin®

Question: Based on the relationship between
Origin and Analogy, select the option from the
candidates that best completes this analogy.

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> In this analogy question, I need to find the relationship between "Origin" and "Analogy" on the left side of the equation, and
then identify which candidate option (A, B, C, or D) best completes the right side of the equation when paired with "Origin'".

Let's analyze the images:

Left side:
- Origin: A person installing or working on what appears to be a large appliance or system
- Analogy: A person installing or repairing what looks like a garage door opener or ceiling-mounted device

Right side:
- Origin': A person's hand operating what appears to be a sound mixing board or control panel with sliders and buttons
- Analogy'": This is what we need to determine from options A, B, C, or D

The relationship between Origin and Analogy seems to be:
Both involve installation, repair, or mai wce of hanical/electrical systems, but in different contexts. They show people actively working on or operating
different types of equipment or machinery.

Now, let's look at the candidate options and see which one best represents the same relationship with Origin' (the sound mixing board):

A: A person painting or working on a ceiling/wall

B: A close-up of someone working on or repairing what appears to be electronic components

C: Some mechanical or electronic equipment with wiring

D: People moving or installing what looks like a home appliance (possibly a refrigerator or washer/dryer)

Ineed to determine which option shows a relationship to the sound mixing board (Origin') that parallels the relationship between the first two images.

If Origin shows someone installing/repairing an appliance, and Analogy shows someone installing/repairing a different type of equipment (garage door opener), then
the relationship is about installation/repair of different types of systems.

Similarly, if Origin' shows someone operating a sound mixing board, then Analogy' should show someone operating a different type of equipment or control system.

Looking at the options:

A: Shows installation/repair work (similar to Origin/ Analogy) but not operation of controls
B: Shows repair/maintenance of electronic components

C: Shows equipment but not clearly someone operating it

D: Shows people moving/installing an appliance

The key relationship between Origin and Analogy seems to be: a person actively working on installing or maintaining a system. Similarly, Origin' shows a person
actively operating a control system (mixing board).

Option B seems closest as it shows hands working on electronic components, which could be c d operating or maintaining another type of electronic system.
Though it's not entirely clear from the image, this appears to be the closest match to the relationship pattern.

<end_thinking>

# Analogy Analysis

I need to understand the relationship between "Origin" and "Analogy" in the first pair, then apply that same relationship to find what completes the "Origin" and

"Analogy"" pair.

## Examining the first pair:
- **Origin**: Shows a person installing or repairing what appears to be a large appliance (possibly a washer or dryer)
- **Analogy**: Shows a person installing or working on a ceiling-mounted device (appears to be a garage door opener)

The relationship seems to be: Both involve installation/repair/maintenance of household mechanical systems, but in different locations and of different types.

## Examining the second pair:
- **Origin"*: Shows hands operating a sound mixing board or audio control panel with sliders and buttons
- **Analogy"**: This is what we need to determine

I need to find an option that shows someone working with or operating another type of electronic/technical equipment, maintaining the same relationship as the first
pair.

## Analyzing the options:

- **A**: Person painting or installing something on a ceiling

- **B**: Close-up of hands working on electronic components/ circuit board

- **C**: Complex mechanical/electronic equipment with wiring

- **D**: Two people moving or installing what appears to be a refrigerator or appliance

The relationship we're looking for should show hands working on/operating a different type of technical equipment than a mixing board.

Option B shows hands working directly with electronic components/circuit board, which parallels how the hands in Origin' are working directly with the audio
equipment. Both involve hands-on technical work with electronic systems, just different types.

Answer: B

Error Category: Reasoning Error

Error Reason: The model gets the answer wrong because it overemphasizes the type of equipment being
worked on (mechanical vs. electronic) rather than the specific action and interface involved in the analogy.
Option C correctly mirrors the using / fixing relationship seen in the first pair of analogy, while Option B
lacks this direct fixing interaction, despite a similar technical context.

Figure B.14: A sample error case of Analogical Reasoning (difficulty: Medium).
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Analogy’

Origin Analogy Origin'

Question: Based on the relationship
between Origin and Analogy, select the
option from the candidates that best
completes this analogy.

Ground Truth: (B)

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze the relationship between the "Origin" and "Analogy"
images to determine the pattern, and then apply that to find the best match for "Origin" from the candidates.

In the first pair:
- Origin: A dog (looks like a spaniel or similar breed) searching/sniffing in grass
- Analogy: What appears to be a small animal (possibly a rodent) in its natural habitat with vegetation

In the second pair:
- Origin'": A dog (appears to be a small white dog) eating or drinking from a bowl/dish
- Analogy'": We need to determine this

The relationship seems to be showing an animal (dog) in the Origin image, then showing what might be a prey
animal or similar smaller animal in a related natural context in the Analogy image.

So, for Origin' which shows a dog eating/drinking, the Analogy' should show some smaller animal also eating.

Looking at the candidates:

A: Shows a dog with what appears to be a stick or something in its mouth in snow
B: Shows a mouse or small rodent eating something

C: Shows what looks like a groundhog or marmot near flowers/ plants

D: Shows another dog's face/profile

Based on the pattern (dog — smaller animal in natural context, especially related to the activity the dog is doing),
option B (the mouse/rodent eating) would best complete the analogy since it shows a smaller animal doing the same
activity (eating) as the dog in Origin'.

<end_thinking>

I need to determine the relationship between the "Origin" and "Analogy" images, and then apply that same

relationship to find the appropriate "Analogy" that matches "Origin"".

Looking at the first pair:
- Origin: A dog searching or sniffing in grass (appears to be hunting or tracking)
- Analogy: A small animal (looks like a rodent) in its natural habitat among vegetation

Now looking at the second pair:
- Origin'": A dog eating or drinking from a bowl/dish
- Analogy": This is what I need to determine

The relationship between the first pair seems to be: a dog engaged in a natural behavior (hunting/tracking), followed
by what could be its potential prey or a similar smaller animal in its natural environment.

Following this pattern, the "Analogy" should show a smaller animal engaged in eating or drinking (similar to what
the dog is doing in "Origin").

Examining the candidates:

A: A dog with something in its mouth on snow

B: A mouse/small rodent eating food

C: What appears to be a groundhog or marmot among vegetation/flowers

D: A profile view of another dog

Since the pattern is showing a smaller animal doing a similar activity as the dog, option B (the mouse eating) best
completes the analogy because it shows a smaller animal engaged in the same activity (eating) as the dog in Origin'.

Answer: B

Figure B.15: A sample correct case of Analogical Reasoning (difficulty: Medium).

90



Analogical (Hard) ®

Question: This question contains two sets of figures and 4 figures

E’ g % % g} Q| to choose from. The two sets of figures have certain similarities as

o | well as differences. You are required to choose one option that is

most suitable to replace the question mark. The correct answer

g@ EE % % should not only make the two sets of figures the most similar, but
also shows uniqueness for the second set of figures.

A B C D

Ground Truth: (A)

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze this question carefully. I need to find similarities and differences between the two sets of figures and choose
the option that would make them most similar while maintaining uniqueness for the second set.

The first set of figures consists of:

1. A square with a line from top-left to bottom-right, and another line from the middle-left to the bottom-left.
2. A square with zigzag lines.

3. A square with crossed lines forming an X and another line from top to bottom on the right side.

The second set of figures consists of:

1. A square with curved lines forming a pattern similar to a curved X with some additional curves.
2. A square with a circle and curved lines inside.

3. The question mark - this is what I need to determine.

Now let's look at the possible options for the third figure in the second set:

A. A square with curved semi-circles on the left and right sides.

B. A square with leaf-like shapes in the four corners.

C. A square with curved lines forming an X-like pattern with additional curves.
D. A square with star-like pattern created by curved lines.

To find the pattern, I need to look for similarities between the first set and second set:

Comparing the first figures of each set:
- First set: Square with straight lines
- Second set: Square with curved lines

Comparing the second figures of each set:
- First set: Square with zigzag straight lines
- Second set: Square with a circle and curved lines

I notice that the second set seems to be using curved lines where the first set uses straight lines. The patterns may be similar but with curved lines instead of straight
ones.

Looking at the third figure in the first set, it has crossed lines forming an X with an additional line. If I follow the pattern of "curved version of the first set," I would
expect the third figure in the second set to have curved lines forming an X-like pattern with some additional curve.

Looking at the options, option C seems to match this pattern - it has curved lines forming an X-like pattern with additional curves.
However, I should also check if there's another pattern I'm missing:

Another possibility is that there's a progression across each row. In the first set, we see increasing complexity or number of lines. In the second set, we also see some
progression, but it's not as clear without seeing the third figure.

Given the information and options available, option C seems to be the most logical choice as it represents a curved version of the X pattern seen in the third figure of
the first set.

<end_thinking>

I need to analyze both sets of figures to find patterns and determine which option would complete the second set.

First, let me examine both sets of figures:

**First Set (Top Row):**

1. Square with straight lines forming an angle in the bottom left

2. Square with zigzag diagonal lines

3. Square with straight lines forming an X plus a vertical line on the right

**Second Set (Middle Row):**

1. Square with curved lines forming what looks like a distorted X
2. Square with a circle and curved lines

3. Question mark - to be determined

**Key Observation:** The second set appears to use curved lines to create patterns similar to the straight-line patterns in the first set.

Looking at the relationship:
- First figure in set 1 has straight angles; first figure in set 2 has curved versions
- Second figure in set 1 has zigzag lines; second figure in set 2 has curved lines with a circle

For the third position, I should look for a figure that uses curved lines to represent the X-pattern plus vertical line from the third figure in set 1.

Looking at the options:

- Option A: Curved lines forming semi-circles on left and right

- Option B: Curved lines forming leaf-like shapes in corners

- Option C: Curved lines forming an X-like pattern with additional curves
- Option D: Curved lines forming a star-like pattern

Option C seems most appropriate as it shows curved lines forming an X-like pattern, similar to how the third figure in the first set has straight lines forming an X. This
maintains the pattern of "curved versions of straight-line patterns" while completing the set.

Answer: C

Error Category: Reasoning Error

Error Reason: The model incorrectly chooses (C) because it overly focuses on surface-level visual
similarity (the X-like shape) without accounting for the systematic transformation from the first row of
blocks to the second row of blocks.

Figure B.16: A sample error case of Analogical Reasoning (difficulty: Hard).
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Question: This question contains two sets of figures and 4 figures
Q to choose from. The two sets of figures have certain similarities as
well as differences. You are required to choose one option that is
most suitable to replace the question mark. The correct answer
B& X % ER should not only make the two sets of figures the most similar, but
also shows uniqueness for the second set of figures.

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> Let me carefully analyze this problem.

A B c D

We have two sets of figures:
- First set: Three figures in a row
- Second set: Two figures and a question mark

Ineed to find the best option (A, B, C, or D) to replace the question mark, such that the two sets become most similar while preserving the uniqueness of the second set.

First, let me analyze the first set:

1. First figure: A circle with a "H" or two parallel horizontal lines connected by a vertical line in the middle.
2. Second figure: A square with diagonal lines crossing from corner to corner.

3. Third figure: A simple circle.

Now, let me analyze the second set (before the question mark):

1. First figure: A curved line intersecting with a straight line, forming an "X" like shape but with one curved line.
2. Second figure: A curved line segment, resembling an "L" but with a curve instead of straight lines.

3. Question mark: This is what we need to figure out.

Let's ook at the options:

A: Two crossing lines with a small curve at one end of one line.

B: Two curved lines crossing in an "X" formation.

C: A circle with two perpendicular lines crossing it, forming four equal segments.
D: A circular pattern with curved lines, creating a swirl or spiral effect.

Now, let me try to identify the pattern or relationship between the two sets:
In the first set, we start with a circle containing a shape (H), then move to a square with crossed lines, and finally a simple circle.

In the second set, we start with crossed lines (one curved), then a curved line segment. The third figure should complete this pattern in a way that makes it similar to
the first set but unique.

Looking at the transformation from first set to second set:

1. The first figure in both sets involves lines (H-shape vs X-shape with curve)

2. The second figure in both sets involves diagonal/angled elements (crossed square vs curved L)
3. The third figure in the first set is a simple circle

So what would make the third figure in the second set similar yet unique?

Option C stands out because it's a circle (like the third figure in the first set) but with internal lines dividing it (maintaining the "line" theme of the second set). It would
create a parallel where both sets end with circular elements, but the second set's version has added lines to maintain its uniqueness.

Let me double-check by considering another angle. Maybe there's a transformation rule from each figure in the first set to the corresponding figure in the second set:

1. First figure transformation: The circle with H-shape transforms to crossed lines (one curved).
2. Second figure transformation: Square with crossed lines transforms to a curved L-shape.
3. Third figure transformation: By pattern, the circle should transform to something with circular elements but maybe with curves or lines.

Looking at options again, C and D both have circular elements. C has straight lines dividing the circle while D has a swirl pattern.
Option C seems most consistent with the pattern of the second set (which involves lines) while maintaining similarity to the third figure of the first set (a circle).

So I believe C is the most likely answer.
<end_thinking>
I'll solve this step by step by analyzing the two sets of figures and looking for patterns.

**First Set of Figures:**

1. A circle with a "H" shape inside (horizontal lines connected by a vertical line)
2. A square with diagonal crossed lines

3. A simple circle

**Second Set of Figures:**

1. An intersection of a straight line and a curved line
2. A curved line in an L-like shape

3. Question mark - needs to be determined

**Looking for the Pattern:**
Ineed to understand how these sets relate to each other to find the right option for the question mark.

The first figures in each set involve lines: one has organized parallel lines in a circle, the other has intersecting lines (one curved, one straight).

The second figures in each set involve lines at angles: one has crossed diagonal lines in a square, the other has a curved L-shape.

For the third figure, the first set has a simple circle. Following the pattern, the second set should have a figure that relates to a circle but maintains the "line" theme
present in the second set.

**Analyzing the Options:**

A: Two crossed lines with a curved end

B: Two curved lines crossing in an X pattern

C: Acircle divided into four equal parts by perpendicular lines

D: A swirl pattern with curved lines

**Decision:**

Option C makes the most sense because:

1. It contains a circle (relating to the third figure in the first set)

2. It includes straight lines (maintaining the line theme of the second set)

3. The division of the circle into four parts creates a unique element for the second set while still maintaining similarity to the first set

Answer: C

Figure B.17: A sample correct case of Analogical Reasoning (difficulty: Hard).
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G O B D E

Question: Bruce ciphers words adopting the board demonstrated. For example,
Bl P K [A ] the word DVE] is ciphered as GT WI GH NH. What word did Bruce cipher NQ
0O Z G F Q OH pT WI?

Options: A: XOCR. B: DJWS. C: KQFV. D: KFQV
WV I Y N

Ground Truth: (C)

—

Q T H

Claude-3.7-Sonnet-Thinking: <thinking> I see a 5x5 grid of letters that appears to be the board used for Bruce's cipher. Let me first understand how this cipher works
based on the example given.

The example states that the word "DVE]" is ciphered as "GT WI GH NH".

Let me analyze the pattern:
- Dis ciphered as GT
- Vis ciphered as WI
- E is ciphered as GH
- Jis ciphered as NH

I need to figure out the rule that transforms each letter into two letters based on this board.

Looking at the board, I can see that the first column contains G, N, O, W, I.
The first row contains G, O, B, D, E.

The left column and top row are highlighted in green.

The bottom row is highlighted in yellow.

Let me try to understand how D becomes GT:

- Looking at the board, D is in the first row, 4th column.
- G is the letter in the first row, first column.

- T is not directly visible in the board as shown.

Let me try a different approach. Maybe the cipher works by identifying the row and column of each letter.

For the letter D:

- Dis in the first row, 4th column.

- The letter at the beginning of row 1 is G.

- The letter at the beginning of column 4 might be T (though I can't see it in this board).

For the letter V:

-V appears to be in the 4th row, 2nd column.

- The letter at the beginning of row 4 is W.

- The letter at the beginning of column 2 might be I (though I can't see it clearly).

Looking more closely at the board, I notice that there's no column heading visible, but maybe the bottom row (I, Q, T, H) might be the column identifiers. This seems
plausible.

Let me check if this makes sense:
-Disinrow 1, column 4 — G (row 1 identifier) + T (column 4 identifier) = GT
- Vis in row 4, column 2 — W (row 4 identifier) + Q (column 2 identifier)

But this doesn't match the example where V is ciphered as WI, not WQ.
Maybe the column identifiers are different or the rule is different. Let me re-examine...
Actually, looking at the board again, I see that the column headers are likely the first row (G, O, B, D, E) and the row headers are the first column (G, N, O, W, I).

So:
- D is at position (1, 4), so its coordinates would be GD (row G, column D).
- Visn't clearly visible in the grid shown.

Let me try yet another approach. The first column and first row are highlighted in green, which suggests they might have a special role.

Maybe the rule is:
- For each letter in the original word, find its position in the board.
- The ciphered result is the corresponding letter from the first column followed by the corresponding letter from the first row.

Let me check this for D:
- If D is at position (r, ¢) in the board, the ciphered result would be the letter in the first column at row r, followed by the letter in the first row at column c.

But I still don't see how D becomes GT based on the board provided.

Wait, maybe I need to interpret the board differently. Looking at the board, I notice:
- G is in the first row, first column.

- T might be in the bottom row, 3rd column (though it's labeled as T in the image).
- W is in the 4th row, first column.

-1is in the 3rd row, 3rd column (or in the bottom row, 1st column).

- G is in the first row, first column.

- His in the bottom row, 4th column.

- N is in the 2nd row, first column.

- His in the bottom row, 4th column.

I'm still not seeing a clear pattern.

<end_thinking>

Error Category: Reject to Answer

Error Reason: The model reject to answer since it fails to settle on a single consistent ciphering rule or final
answer. It gets overwhelmed by the complexity of the mapping and continually shifts between incomplete
or incorrect hypotheses. As a result, it never fully understands the cipher system and doesn't commit to
any one answer.

Figure B.18: A sample error case of Deductive Reasoning (difficulty: Easy).
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Question: From the above food web
diagram, what would happen to
dragonfly if all mayfly die? Note that a

green arrow pointing from object A to
object B means that A gives B energy to

Dragonfly survive.
Mayfly nymph - 3 Freshwater A 3
nymph shﬂmp Options:  A: remains the same. B:
T \ T increase. C: decrease. D: NA

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze the food web diagram to understand the
relationships between different organisms.

In this food web:
- Green arrows point from an organism that gives energy to another organism (food source — consumer)
- I need to examine what would happen to dragonfly nymphs if all mayfly nymphs die

Looking at the diagram:

- Mayfly nymphs feed on pondweed (arrow from pondweed to mayfly)

- Dragonfly nymphs feed on mayfly nymphs (arrow from mayfly to dragonfly)

- Dragonfly nymphs also feed on freshwater shrimp (arrow from freshwater shrimp to dragonfly)
- Brown trout feeds on dragonfly nymphs (arrow from dragonfly to brown trout)

If all mayfly nymphs die:

- Dragonfly nymphs would lose one of their food sources (mayfly nymphs)

- Dragonfly nymphs would still have freshwater shrimp as a food source

- But losing mayfly nymphs would reduce the total available food for dragonfly nymphs

Therefore, the population of dragonfly nymphs would likely decrease because one of their food sources is
gone, although they would not go extinct since they have another food source. This makes the correct
answer (C) decrease.

<end_thinking>

# Analysis of Food Web and Effect on Dragonfly Nymphs

Looking at the food web diagram, I need to determine what would happen to dragonfly nymphs if all
mayfly nymphs died out.

## Examining the Relationships
I can see that green arrows point from one organism to another, indicating energy transfer (food source —
consumer).

From the diagram, I can observe:

- Mayfly nymphs feed on pondweed

- Dragonfly nymphs feed on mayfly nymphs

- Dragonfly nymphs also feed on freshwater shrimp
- Brown trout feeds on dragonfly nymphs

## Impact Analysis

If all mayfly nymphs died:

1. Dragonfly nymphs would lose one of their primary food sources

2. Dragonfly nymphs would still have freshwater shrimp as an alternative food source

3. However, the loss of mayfly nymphs would reduce the total available food for dragonfly nymphs

## Conclusion

Since dragonfly nymphs would lose a significant food source (mayfly nymphs), their population would
likely decline, even though they have another food source. The reduced total food availability would
negatively impact the dragonfly population.

Answer: C

Figure B.19: A sample correct case of Deductive Reasoning (difficulty: Easy).

94



Deductive (Medium) @&

Question: In a tournament each of the 6 teams plays one match against
1 \ 2 | 3 | 4 | 5 every other team. In each round of matches, 3 take place simultaneously. A
A-B|C-D|A-E|E-F|A—-C TV station has already decided which match it will broadcast for each
round, as shown in the diagram. In which round will team D play against
team F?
Options: A:1.B:2.C:3.D: 4

Ground Truth: (A)

Claude-3.7-Sonnet-Thinking: <thinking> This question is asking about a tournament where each team plays one match against every other team. There are 6 teams in
total, and in each round, 3 matches take place simultaneously. The TV station has decided which match to broadcast in each round, as shown in the diagram.

Let's analyze what the diagram tells us:

- Round 1: The match being broadcast is A-B
- Round 2: The match being broadcast is C-D
- Round 3: The match being broadcast is A-E
- Round 4: The match being broadcast is E-F

- Round 5: The match being broadcast is A-C

We need to determine in which round team D will play against team F.

First, let's think about how many rounds there will be in total. With 6 teams, each team needs to play against 5 other teams. So there are a total of (6 x 5) / 2 =15
matches. In each round, 3 matches take place, so there will be 15 / 3 = 5 rounds in total.

The diagram shows the match being broadcast in each round, but it doesn't tell us what the other matches in each round are. To figure this out, I need to work out the
full schedule of matches.

In round 1, A plays against B (as shown in the diagram). So teams C, D, E, and F must form the other two matches in round 1. Let's say these are C-D and E-F.
In round 2, C plays against D (as shown in the diagram). So teams A, B, E, and F must form the other two matches in round 2. Let's say these are A-E and B-F.

But wait, this doesn't work because we've already paired up A-B, C-D, and E-F in round 1. Let's try a different approach.

Let's try to systematically figure out the schedule. In a complete tournament with 6 teams, each team plays against every other team once. So each team plays 5
matches. There are a total of (6 x 5) / 2 =15 matches. With 3 matches per round, we need 15 / 3 = 5 rounds, as I calculated earlier.

T'll use the constraints from the diagram to help determine the full schedule.

Round 1: A-B is one of the matches. The other two matches must use teams C, D, E, and F. Let's try to determine what those are.
Round 2: C-D is one of the matches. The other two matches must use teams A, B, E, and F.

Round 3: A-E is one of the matches. The other two matches must use teams B, C, D, and F.

Round 4: E-F is one of the matches. The other two matches must use teams A, B, C, and D.

Round 5: A-C is one of the matches. The other two matches must use teams B, D, E, and F.

I'll try filling in a table of which teams play in each round.

Round 1: A-B, C-?, E-?
Round 2: C-D, A-?, ?-?
2.

Actually, the question is specifically about when team D plays against team F. So, I really just need to find out which round that happens in.

From the diagram, we know which matches are broadcast in each round:
-Round 1: A-B

- Round 2: C-D

-Round 3: A-E

- Round 4: E-F

- Round 5: A-C

So the matches involving D are:
-Round 2: D plays against C.
- Other rounds: D plays against A, B, E, and F (one in each round).

The matches involving F are:
- Round 4: F plays against E.
- Other rounds: F plays against A, B, C, and D (one in each round).

Now, in which round do D and F play against each other? It can't be round 2, because D plays against C in that round. It can't be round 4, because F plays against E in
that round. So D and F play against each other in either round 1, 3, or 5.

Let's check round 1. We know A plays against B. D and F could potentially play against each other in round 1.

Let's check round 3. We know A plays against E. The other teams (B, C, D, and F) form the other two matches. If D plays against F in this round, then B must play
against C.

Let's check round 5. We know A plays against C. The other teams (B, D, E, and F) form the other two matches. If D plays against F in this round, then B must play
against E.

Hmm, I'm having trouble determining when D plays against F.

<end_thinking>

Error Category: Reject to Answer

Error Reason: The model rejects to answer since it fails to complete the full tournament schedule or isolate
the specific round where D plays F. It gets overwhelmed by the reasoning complexity, cycles through
partial pairings, and never confidently identifies a single round as the answer. As a result, it ends with
indecision and no final response.

Figure B.20: A sample error case of Deductive Reasoning (difficulty: Medium).
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Deductive (Medium) ©

Question: Jeff represents words applying the board demonstrated. For
example, the word DCXEH is represented as AM KF GF GI AF. What word did
Jeff represent KS KF LC LF GM?

Options: A: TSMBC. B: TCMBS. C: PEQGT. D: FHMTK

X O > N
H W O vV =

B
u
H
X
(@

> m - X<
m o X o =

Ground Truth: (B)

nw 4 < N @« o

M[F|I|C

Claude-3.7-Sonnet-Thinking: <thinking> I'm given a grid or board that represents a mapping from letters to two-letter codes. Let's examine how the mapping works
by looking at the example.

The word DCXEH is represented as AM KF GF GI AF.

Let me determine the pattern:
- D is represented as AM

- Cis represented as KF

- X is represented as GF

- E is represented as GI

- His represented as AF

Looking at the image, I see a grid with rows labeled with L, Z, A, G, K and columns labeled with W, B, V, M, Q, and a bottom row with M, E I, C, S.

To understand how this board works for encoding, I need to figure out how each letter in the original word maps to the two-letter code.

For D, it maps to AM. D appears in the first column of the row labeled A. So A (row) + M (column bottom row) = AM for D.
For C, it maps to KF. C appears in the third column of the row labeled K. So K (row) + F (column bottom row) = KF for C.
For X, it maps to GF. X appears in the third column of the row labeled G. So G (row) + F (column bottom row) = GF for X.
For E, it maps to GI. E appears in the fourth column of the row labeled G. So G (row) + I (column bottom row) = GI for E.
For H, it maps to AF. H appears in the third column of the row labeled A. So A (row) + F (column bottom row) = AF for H.

So the pattern seems to be:

1. Locate the letter in the grid

2. The first letter of the code is the row label

3. The second letter of the code is the value in the bottom row under the column where the letter is found

Now let's decode KS KF LC LF GM:

KS:
Row K, column with bottom row value S. This refers to column 5, which contains T.

KF:
Row K, column with bottom row value F. This refers to column 2, which contains C.

LC:
Row L, column with bottom row value C. This refers to column 4, which contains M.

LE:
Row L, column with bottom row value F. This refers to column 2, which contains B.

GM:
Row G, column with bottom row value M. This refers to column 1, which contains S.

So the decoded word is TCMBS.
<end_thinking>
# Decoding the Word Representation

Ineed to figure out how Jeff's encoding system works based on the example, then decode the given sequence.
## Understanding the Encoding System

In the example:
- DCXEH is represented as AM KF GF GI AF

Looking at the grid provided in the image, I can see this is a coordinate system:
- The rows are labeled with letters L, Z, A, G, K
- The columns have a bottom row with values M, F I, C, S

The encoding seems to work like this:

1. For each letter in the original word, find its position in the grid
2. The first part of the code is the row label

3. The second part is the value from the bottom row of that column

Let me verify with the example:

-Dis inrow A, column with M at bottom — AM
- Cis in row K, column with F at bottom — KF

- Xis in row G, column with F at bottom — GF

- Eis in row G, column with I at bottom — GI
-His in row A, column with F at bottom — AF

## Decoding the Given Sequence

Now let's decode KS KF LC LF GM:

- KS: Row K, column with S at bottom — The letter is T

- KF: Row K, column with F at bottom — The letter is C

- LC: Row L, column with C at bottom — The letter is M
- LF: Row L, column with F at bottom — The letter is B

- GM: Row G, column with M at bottom — The letter is S
This gives us TCMBS, which matches option (B).

Answer: B

Figure B.21: A sample correct case of Deductive Reasoning (difficulty: Medium).
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Question: Jan cannot draw very accurately but
nevertheless he tried to produce a roadmap of his
village. The relative position of the houses and the
street crossings are all correct but three of the roads
are actually straight and only Qurwik street is not.
Who lives in Qurwik street?

Options: A: Amy. B: Ben. C: Carol. D: David

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> In this problem, I'm given a drawing of a village roadmap made by Jan. According to the problem:
1. The relative positions of houses and street crossings are correct

2. Three of the roads are actually straight in reality, but only Qurwik street is not straight

3. The houses are labeled with the names: Amy, Ben, Carol, and David

4. Ineed to determine who lives on Qurwik street

Looking at the image, I can see a diagram with four houses labeled with the names and several curved roads connecting them.
Since three roads are actually straight and only Qurwik street is not, I need to identify which road would most likely not be straight based on the diagram.

The roads in the diagram appear to be:

1. Aroad connecting Amy's house to the network

2. A road connecting Carol's house to the network

3. Aroad connecting David's house to the network

4. Aroad connecting Ben's house to the network

5. Various segments connecting these houses together

Since we're told that only one road is not straight, and we see multiple curved segments in the diagram, it must be that these curved segments represent the same road -
Qurwik street.

Looking carefully at the diagram, I need to determine which person's house is connected to Qurwik street.
The diagram shows curved roads connecting different houses. Since three roads are actually straight, one of the houses must be on the non-straight Qurwik street.

Looking at the connectivity in the diagram, it appears that there's a curved path that runs between multiple houses. This curved path is likely Qurwik street since it's
the only non-straight road.

Based on the diagram, it looks like Ben's house is at one end of what appears to be a major curved road. David's house seems to be connected to this same curved road.
Carol's house also connects to what looks like this same curved road system. Amy's house seems to be connected to part of this curved network as well.

This is a bit ambiguous from the diagram alone, as I can't clearly tell which specific segment is Qurwik street versus other roads that might be straight in reality despite
being drawn curved.

Without more specific information about which road is Qurwik street, I would have to make an inference based on which house seems most connected to curved paths
in the diagram.

Looking at the houses and their positions relative to the roads:

- Amy's house appears to be connected to a curved road segment
- Ben's house appears to be at the end of a curved road segment
- Carol's house connects to a curved road segment

- David's house connects to multiple curved segments

Based on the diagram, David's house seems to be most central to the curved road network, with multiple curved segments connecting to it. This suggests David might
be on Qurwik street.

However, this is somewhat ambiguous without more clear labeling of which road is which in the diagram.
<end_thinking>
# Solving the Village Roadmap Problem

I need to determine who lives on Qurwik street, given that three roads are actually straight and only Qurwik street is not straight.

Looking at the image, I can see houses belonging to Amy, Ben, Carol, and David connected by various curved roads. Since Jan couldn't draw accurately, the roads are
drawn as curved lines, but we're told that in reality, three of them are actually straight.

## Analyzing the Road Network

In the diagram, I can see:

- Four houses connected by a network of curved roads

- Multiple intersections between these roads

- Each house is connected to at least one road

## Identifying Qurwik Street

To determine which road is Qurwik street (the only non-straight road), I need to analyze the pattern of connections.

Looking at the diagram carefully, I notice that David's house appears to be connected to a road that makes a distinctive curved path. This road connects to other houses
and has a notably winding shape that would be difficult to represent as a straight line. The road connecting to David's house shows the most significant curvature in

the drawing.

Since the problem states that three roads are actually straight and only Qurwik street is not, and David's house connects to what appears to be the most significantly
curved road in the diagram, it's reasonable to conclude that David lives on Qurwik street.

Answer: D

Error Category: Understanding Error

Error Reason: The model misinterprets the condition that only one road (Qurwik street) is not straight,
while the other three are. It misunderstand the roads that seem to be curved in the image are not all really
curved.

Figure B.22: A sample error case of Deductive Reasoning (difficulty: Hard).
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Question: Diana draws a rectangle made up of twelve squares onto a
piece of squared paper. Some of the squares are coloured in black. She
writes the number of adjacent black squares into every white square.
The diagram shows an example of such a rectangle. Now she does the
same with a rectangle made up of 2018 squares. What is the biggest
number that she can obtain as the sum of all numbers in the white
squares?

Options: A: 2800. B: 2950. C: 3025. D: 3100

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> In this problem, Diana has a rectangle made up of squares, some of which are colored black. Each white square has a number
written in it that represents how many adjacent black squares it has.

In the example given:

- The first row: 1, [black], 2, 1

- The second row: 0, 3, [black], 1
- The third row: 1, [black], 2, 1

The rectangle has 12 squares total, with 4 of them being black (marked as [black]) and 8 white (with numbers).
Now, Diana does the same with a rectangle made up of 2018 squares. We need to find the maximum possible sum of all numbers in the white squares.

Let's think about how to maximize this sum. A white square can have at most 4 adjacent black squares (above, below, left, and right). So each white square can
contribute at most 4 to the sum.

Let's consider the example given, which is a 3 x 4 grid. There are 4 black squares and 8 white squares. The sum of numbers in white squaresis 1+2+1+0+3+1+1+
2+1=12.

I think I need to determine how to maximize the sum by choosing the right number of black squares and arranging them optimally.

One approach is to place the black squares in a pattern such that each white square has as many adjacent black squares as possible. In a checkerboard pattern, each
white square would have at most 4 adjacent black squares, but this isn't optimal because edge squares have fewer adjacencies.

Actually, let's think about this in terms of a graph. Each square is a node, and adjacencies are edges. We want to maximize the number of edges between white and
black nodes. This is essentially asking for the maximum cut of the graph.

For a bipartite graph, the maximum cut is achieved by putting all nodes of one type on one side and all nodes of the other type on the other side. In our case, that
would mean having some rows or columns all black and the rest all white.

Let's say our grid is r x ¢, and we color some rows all black and the rest all white. If we color k rows all black, then the number of adjacencies between black and white
squares would be k x ¢ x 2 (because each row has ¢ squares, and each black square in a row can have at most 2 adjacencies with white squares, one above and one
below).

Let's consider a more specific pattern. Imagine our grid is 2 x 1009 (so it has 2018 squares total). We color the bottom row all black and the top row all white. Each white
square (except those at the very ends) would have 3 adjacent black squares: one below and two on either side. The white squares at the ends would have 2 adjacent
black squares.

So, we'd have 1007 white squares with 3 adjacencies each and 2 white squares with 2 adjacencies each. The total sum would be 1007 x 3 + 2 x 2 = 3025.
<end_thinking>
# Solving the Maximum Sum Problem for Diana's Rectangle

I'need to find the maximum possible sum of the numbers in white squares when Diana creates a rectangle made of 2018 squares.

## Understanding the Problem

- Diana draws a rectangle with some squares colored black

- Each white square contains a number indicating how many adjacent black squares it has
- Adjacent means sharing an edge (up, down, left, right)

- Maximum possible number for any white square is 4 (if all 4 adjacent squares are black)
- We need to find the maximum possible sum across all white squares

## Strategy
To maximize the sum, I'll need to determine:
1. How many squares should be black vs. white
2. The optimal arrangement of these squares

## Analysis

Let's consider what makes the sum large:

- Each white square can contribute at most 4 to the sum

- Each black square can contribute to at most 4 adjacent white squares

- The total represents the number of adjacencies between black and white squares

For a 2018-square rectangle, the optimal shape matters. Let's try a 43x47 rectangle (43x47=2021, which is close enough to 2018 for our analysis).

If we create a checkerboard pattern, approximately half the squares will be black and half white. However, due to edge effects, not every white square can have 4 black
neighbors.

## Calculating the Maximum

For a rectangle with dimensions rxc, the maximum sum occurs when:
- Black squares are placed in a checkerboard pattern

- The rectangle is as close to square as possible (minimizing perimeter)

For a nearly square grid with approximately 1009 white squares and 1009 black squares, each interior white square contributes 4, while edge white squares contribute
less.

From a theoretical analysis, the maximum sum would be:
- 55 x 55 = 3025

This corresponds to option (C) 3025.

Answer: C

Figure B.23: A sample correct case of Deductive Reasoning (difficulty: Hard).
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Inductive (Easy) ®

Question: Find one figure from the four below that
displays a different pattern from the other three.
A B - D Ground Truth: (D)

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze each figure to identify any patterns or differences among them:

Figure A: This is a hexagon with two curved lines inside and a black dot in one corner.
Figure B: This is a hexagon with two curved lines inside and a black dot in one corner.
Figure C: This is a hexagon with two curved lines inside and a black dot in one corner.
Figure D: This is a hexagon with two curved lines inside and a black dot in one corner.

All figures appear to have the same basic elements: a hexagon outline, two curved lines inside, and a black dot. Let me look more closely at the
differences in how these elements are arranged.

Looking at the curved lines:

- Figure A: The two curved lines appear to form a single continuous curve that divides the hexagon.
- Figure B: The two curved lines appear to intersect or overlap within the hexagon.

- Figure C: The two curved lines appear to form a single continuous curve that divides the hexagon.
- Figure D: The two curved lines appear to form a single continuous curve that divides the hexagon.

Looking at the position of the dot:

- Figure A: The dot is in one corner of the hexagon.
- Figure B: The dot is in one corner of the hexagon.
- Figure C: The dot is in one corner of the hexagon.
- Figure D: The dot is in one corner of the hexagon.

Let me look even more closely at the arrangement of the curves:

- Figure A: The curves divide the hexagon into sections, with one section containing the dot.

- Figure B: The curves create a pattern where they seem to overlap or create a more complex division.
- Figure C: The curves divide the hexagon into sections, with one section containing the dot.

- Figure D: The curves divide the hexagon into sections, with one section containing the dot.

Based on this closer examination, Figure B appears to have a different pattern in how the curved lines are arranged within the hexagon compared
to the other three figures. In Figures A, C, and D, the curved lines seem to form a more similar pattern of division, while in Figure B the
arrangement looks different.

Therefore, Figure B is the one that displays a different pattern from the other three.
<end_thinking>
# Pattern Recognition Problem Analysis

I need to analyze each figure and identify which one has a different pattern from the others.

Looking at all four figures:

- All are hexagons

- All contain curved lines inside

- All have a single black dot

- All have two curved lines creating sections within the hexagon

Let me examine the specific arrangement of these elements in each figure:

## Figure A:

- Two curved lines that create sections

- The black dot is positioned in the lower left corner

- The curves form a pattern that divides the hexagon into three sections

## Figure B:

- Two curved lines that appear to overlap or intersect

- The black dot is positioned in the lower right corner

- The curves create a different division pattern compared to the other figures

## Figure C:

- Two curved lines that create sections

- The black dot is positioned in the lower left corner
- The pattern of curve division is similar to Figure A

## Figure D:

- Two curved lines that create sections

- The black dot is positioned in the lower right corner

- The pattern of curve division is similar to Figures A and C

The key difference is in how the curved lines are arranged. In Figures A, C, and D, the curved lines create a similar sectioning pattern, while in
Figure B, the curved lines create a noticeably different arrangement.

Answer: B

Error Category: Reasoning Error

Error Reason: The model makes a reasoning error by overemphasizing minor variations in the curve
overlap while overlooking the more fundamental structural difference. Figure D is the only one where the
black dot and curves are positioned differently, breaking the symmetry seen in A, B, and C. The model

incorrectly identifies B as the outlier due to superficial curve complexity rather than recognizing the true
deviation in spatial structure.

Figure B.24: A sample error case of Inductive Reasoning (difficulty: Easy).
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Inductive (Easy) @

Q3|00 | 28|38 |1
i Bl A A e Question: Analyze the pattern of changes in the figure
il R R N below, and choose the appropriate fifth row:
||| OO0
Ground Truth: (B)
A PO I B ORRROR0
C OO0 D. ROV

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze the pattern in this figure carefully. I need to observe the rows to determine what the pattern is and then
predict what should appear in the fifth row.

Row1: 0@ U0 % & &
Row2:# 0% 00 @ &
Row3: ¢ U@ U0 &
Row4: ¢ ¢ V%00

Looking at this pattern, I notice that:

- Each row has 7 symbols

- Each row contains a mix of hearts () and flowers (%)
- There seems to be a shifting pattern

I notice that if I track the position of the hearts (V):
- Row 1: positions 1, 3, 4
- Row 2: positions 2, 4,5
- Row 3: positions 3, 5, 6
- Row 4: positions 4, 6, 7

It looks like the hearts are shifting one position to the right in each row. The hearts that were in positions 1, 3, 4 in row 1 move to positions 2, 4, 5 in row 2, then to
positions 3, 5, 6 in row 3, and finally to positions 4, 6, 7 in row 4.

Following this pattern, in row 5, the hearts should be in positions 5, 7, and there should be one that "wraps around" to position 1.
So the fifth row should be: U % % & O & O

Now let me check the answer choices:

A. % O00 ¢ % & - This doesn't match

B.OU % % % U @ - This matches my prediction
C.U % % @ & U0 - This doesn't match

D. & % U0 & & U - This doesn't match

So the answer should be B.

Let me double-check by looking at the pattern of the flowers (%) as well:
- Row 1: positions 2, 5,6, 7
- Row 2: positions 1, 3, 6, 7
- Row 3: positions 1, 2, 4, 7
- Row 4: positions 1, 2, 3,5

The flowers are in all positions where hearts are not. So in row 5, they should be in positions 2, 3, 4, 6.
That gives: U % % € O @ O

This confirms that option B (7 % & @ O # ©) is correct.

<end_thinking>

# Analyzing the Pattern in the Figure

I need to identify the pattern of changes across rows and predict what the fifth row should be.
## Observation of the Pattern

Looking at the existing four rows:
- Row 1: (AVE- % -X -}

-Row2: # O % LR
-Row3: & €0 v
-Row4: & & & V)

## Pattern Analysis

I notice that the position of the hearts (7) shifts in a consistent way:
- Row 1: Hearts in positions 1, 3, 4

- Row 2: Hearts in positions 2, 4, 5

- Row 3: Hearts in positions 3, 5, 6

- Row 4: Hearts in positions 4, 6, 7

The hearts are shifting one position to the right in each row, with a "wraparound" effect when they reach the end.
## Predicting the Fifth Row

Following this pattern, in row 5, the hearts should be in positions:
-5 (shifted from 4)

-7 (shifted from 6)

-1 (shifted from 7, wrapped around)

So the fifth row should be: V' ¢ & & O & O

## Checking the Options

A %000 % % @ - Notamatch

B.© 4 4 @ O 4 O This matches my prediction

C.O% % % % U0-Notamatch

D. % & 00 & & U-Not amatch

Answer: B

Figure B.25: A sample correct case of Inductive Reasoning (difficulty: Easy).
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Inductive (Medium) ®

@ @ ? Question: Choose the most appropriate option from

the four given choices to fill in the question mark, so
that the figures follow a pattern.

-€> -€> @ Ground Truth: (C)

A B C D

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze the pattern in the given sequence of figures and find what should come in place of the
question mark.

The sequence shows hexagons with internal lines. Let me analyze how these internal lines change from one figure to the next.
First figure: A hexagon with a single line from the top vertex going down to about the middle of the hexagon.

Second figure: A hexagon with a single line from the upper-right vertex going to the middle-left of the hexagon.

Third figure: A hexagon with a single line from the bottom-right vertex going to the upper-left of the hexagon.

Fourth figure: A hexagon with a single line from the bottom-left vertex going to the upper-right of the hexagon.

So the pattern seems to be that the line rotates in a clockwise direction around the hexagon. The starting point of the line moves clockwise around
the vertices of the hexagon.

Given this pattern, the fifth figure (the one with the question mark) should have a line from the lower vertex (at the bottom) going up to the
upper-right of the hexagon.

Now let's check the options:

Option A: A hexagon with a line from the left vertex going to the right vertex.
Option B: A hexagon with a line from the upper-left vertex going to the lower-right.
Option C: A hexagon with a line from the top vertex going to the bottom-right.
Option D: A hexagon with a line from the top vertex going to the bottom.

Looking at the pattern and the next expected figure, option A seems closest to what I'm expecting - a line going from the left side to the right side.
Though it's not exactly matching my prediction (which would be from bottom to upper-right), it's the closest match among the given options.

OK, I think I've been struggling because I don't have a completely clear view of the images. But from what I can see and trying to identify a pattern
in the first 4 images, let me make my best judgment.

The line inside the hexagon appears to be moving in some pattern as we go from one figure to the next. Based on the clockwise rotation idea, and
examining the options carefully, I believe Option A is the correct answer.

<end_thinking>

# Analysis of Pattern in Hexagon Sequence

I need to identify the pattern in the sequence of figures and determine which option should replace the question mark.
## Examining the Pattern

Let me analyze the first four figures in the sequence:

1. First figure: A hexagon with a line from the top vertex to the bottom-left side

2. Second figure: A hexagon with a line from the top-right vertex to the bottom side

3. Third figure: A hexagon with a line from the right vertex to the top-left side

4. Fourth figure: A hexagon with a line from the bottom-right vertex to the left side

Looking at this sequence, I can see that the starting point of the line moves clockwise around the hexagon (from top — top-right — right —
bottom-right). The ending point also follows a pattern, always landing on the side that is approximately opposite from the starting point.

## Predicting the Next Figure

Following this pattern, the fifth figure should have a line starting from the bottom-left vertex (continuing the clockwise movement of the starting
point). The line should end at the top or top-right side.

## Evaluating the Options

Looking at the provided options:

- Option A: A hexagon with a line from the left vertex to the right side

- Option B: A hexagon with a line from the upper-left vertex to the lower-right side
- Option C: A hexagon with a line from the upper-left vertex to the right side

- Option D: A hexagon with a line from the top vertex to the right side

Option A is the only one that features a line starting from the left vertex, which is the closest to the bottom-left vertex that should be next in our
pattern. The line extends to the right side, maintaining the approximately opposite relationship seen in previous figures.

Answer: A

Error Category: Reasoning Error

Error Reason: The model correctly observes a clockwise movement but incorrectly predicts the direction
and placement of the next line, choosing option A. The model fails to identify the angle of the movement
pattern.

Figure B.26: A sample error case of Inductive Reasoning (difficulty: Medium).
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Inductive (Medium) ©

3 3 Question: Divide the following six figures into two categories, so
that each category displays its own pattern.

L
% @ 73 Ground Truth: (D)

5 ©

A. DD, QDE B.D@®©, @3
C.DO®, 2BG D. D@, 3B®

Claude-3.7-Sonnet-Thinking: <thinking> I need to analyze the six figures and find a pattern that divides them into two distinct categories. Let me examine each figure:

Figure (D: A square with an internal shape that looks like a doorway or page with a fold.
Figure @ A square with an internal shape that looks like an L-shape or corner.

Figure @: A square with what appears to be a parallelogram with a small arc on top.
Figure @: A square with some zigzag or lightning-bolt-like shape inside.

Figure ®: A square with a circle that has an X or cross inside it.

Figure ®): A square with what looks like a stylized figure or hourglass shape.

Now I need to look for patterns or characteristics that could divide these into two groups. Some possible categorization criteria:
- Curved vs. straight lines

- Symmetrical vs. asymmetrical

- Simple vs. complex

- Open vs. closed shapes

- Single shape vs. multiple shapes

Let me try to apply these criteria:

Curved vs. straight lines:
- Figures with prominent curves: ) (circle with X)
- Figures with mainly straight lines: D, @, @, @, ©

That doesn't divide evenly into two groups.

Symmetrical vs. asymmetrical:
- More symmetrical: ® (circle with X), possibly ©
- Less symmetrical/asymmetrical: (D, @, @),

Simple vs. complex:
- Simpler shapes: @, ®
- More complex shapes: D, @, @, ®

Open vs. closed shapes inside the square:
- Closed shapes: ®) (circle)
- Open shapes: @, @, ®), @, ®

Let me look at whether the internal shapes touch the outer square:
- Touching the outer square: D, @), @, possibly @) and ®
- Not touching the outer square: &

Another possibility - shapes with internal divisions vs. shapes without:
- With internal divisions: @, @, ®
- Without internal divisions: @, @), ©

Let me check the answer choices and see if any of these patterns match:

A.DB6, @06
B. D@6, ©@@®
C.OB®, @6®
D. D2®, ®®®

Looking at option A: What could unite D@G? They don't seem to share an obvious common pattern. What could unite @@(®? Again, not seeing an obvious pattern.
Looking at option B: For D@ They all have some kind of irregular geometric shape. For @@ They all seem to have more regular geometric elements.

Looking at option C: For D®@: Not seeing a clear pattern. For @®®) Not seeing a clear pattern.

Looking at option D: For @@ These all have shapes with straight lines and angles. For G©: These all have some curved elements - (3) has an arc on top, ® is a
circle, ® has curved sides.

I think option D might be the answer. The distinction seems to be:
- Group (D@ Figures with only straight lines and angles

- Group ®®®. Figures that incorporate some curved elements
<end_thinking>

# Analyzing Six Geometric Figures

Ineed to find a pattern that separates these six figures into two categories. Let me examine each figure carefully:
Figure (D: Square with an internal shape that has straight edges (looks like a doorway or page)

Figure @: Square with an L-shaped internal figure made of straight lines

Figure @: Square with a trapezoid/ parallelogram shape that has a curved arc on top

Figure @: Square with zigzag/lightning-shaped internal figure made of straight lines

Figure ®): Square with a circle (curved) containing an X

Figure ©): Square with what appears to be a stylized figure with curved edges

Looking at potential pattern differences:

## Option D: D@, ®G®

- Group D@@ All figures contain ONLY straight lines and angular shapes

- Group ®@®(®: All figures incorporate curved elements (arc in @), circle in ), curved sides in ©)

This is a clear and consistent pattern. The first group has exclusively straight-line geometry, while the second group all incorporate curved elements in their design.

The other options don't reveal as clear a pattern distinction.

Answer: D

Figure B.27: A sample correct case of Inductive Reasoning (difficulty: Medium).
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Inductive (Hard) ®

() Question: Choose the most appropriate option from the four
. given choices to fill in the question mark, so that the figures

OUD
follow a pattern.
[IE HH M Ground Truth: (B)
B D

c

®

A
Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze this pattern recognition problem step by step.

The question shows a sequence of 5 geometric figures, followed by a question mark. I need to determine which of the four options (A, B, C, or D) should replace the
question mark to continue the pattern.

The sequence is:

1. Two overlapping circles

2. A triangle inside a circle

3. A shape that looks like an oval with horizontal lines
4. A square with a triangle inside or a diagonal line

5. A pentagon (5-sided polygon)

? (The figure we need to determine)

Options:

A. Ahexagon (6-sided polygon)

B. A rectangle with a diagonal line
C. A square with a grid/cross inside
D. A triangle

Let me look for patterns:

- If we're counting sides: circles (infinite sides), triangle (3 sides), oval (curvy, so infinite?), square/rectangle (4 sides), pentagon (5 sides)
- If looking at the number of sides, it might be increasing: «, 3, =, 4, 5... which would suggest 6 sides next (hexagon)

- Or it could be about complexity of the shapes or some transformation between them

Looking at option A (hexagon), this would follow if the pattern is increasing the number of sides: pentagon (5 sides) — hexagon (6 sides).

This seems like the most logical pattern - the progression of regular polygons with increasing number of sides:
- Pentagon (5 sides)

- Hexagon (6 sides)

- Heptagon (7 sides)

- Octagon (8 sides)

etc.

So, the answer appears to be A (hexagon).

Let me double-check if there's another pattern I'm missing:

- The shapes aren't consistently "shape within a shape" so that's not the pattern
- It's not about filled vs. unfilled shapes

- It doesn't appear to be about rotation or reflection

The increasing number of sides seems to be the most consistent pattern:
- sides (circles)

-3 sides (triangle)

- Curved shape (represents o again or could be a special case)

- 4 sides (square/rectangle)

- 5 sides (pentagon)

-? (logically 6 sides, which would be a hexagon)

Therefore, option A (hexagon) appears to be the correct answer.
<end_thinking>
I need to identify the pattern in this sequence of figures and determine which option should replace the question mark.

Let me analyze the sequence:

1. Two overlapping circles

2. A triangle inside a circle

3. An oval with horizontal lines

4. A quadrilateral with a diagonal line
5. A pentagon (5-sided polygon)

6. ? (This is what I need to find)

Looking at these shapes, I notice a potential pattern in the number of sides of the primary shapes:
- First shape: Circles (infinite sides)

- Second shape: Triangle (3 sides)

- Third shape: Oval (curved shape)

- Fourth shape: Quadrilateral (4 sides)

- Fifth shape: Pentagon (5 sides)

It appears the pattern is showing an increase in the number of sides as we move from the triangle to quadrilateral to pentagon. Following this pattern, the next shape
should have 6 sides.

Looking at the options:

- Option A: Hexagon (6-sided polygon)

- Option B: Rectangle with diagonal line

- Option C: Square with grid

- Option D: Triangle

Since the logical progression is to a 6-sided figure after the 5-sided pentagon, option A (hexagon) is the correct answer to continue the pattern.
Answer: A

Error Category: Reasoning Error

Error Reason: The model overcomplicates the pattern and misinterprets the progression of shapes. It
assumes the sequence is based on increasing the number of polygon sides and selects the hexagon (option
A), expecting a 6-sided figure to follow the 5-sided pentagon. However, the actual pattern does not follow
this sequence, as could be reasoned from the first three figures.

Figure B.28: A sample error case of Inductive Reasoning (difficulty: Hard).
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Inductive (Hard) @

Question: Choose the most appropriate option from the four given choices
l‘.x to fill in the question mark, so that the figures follow a pattern.

i RS
5% A o

? Ground Truth: (C)

A B < )

Claude-3.7-Sonnet-Thinking: <thinking> This question asks me to identify a pattern in a 3x3 grid of figures and then determine which of the four options (A, B, C, D)
should replace the question mark to maintain that pattern.

Let me analyze each row of the grid to understand the pattern:

Row 1: Contains line drawings or outlines (thin lines).
Row 2: Contains solid black shapes (filled in).
Row 3: Contains circular patterns, with the third position having a question mark.

Now I need to determine what pattern connects each column and row to find the right answer.

Looking at each column:

- Column 1: A line drawing at top, a solid shape in middle, and a circular pattern at bottom

- Column 2: Same structure as column 1

- Column 3: Same structure for the first two rows, but the third position has the question mark

Now let's look more closely at the circular patterns in row 3:
- Position (3,1): Shows circles arranged in a pattern that seems to form two connected groups
- Position (3,2): Shows circles arranged in a different pattern, also with connected groups

Ineed to determine what the relationship is between the patterns in the first two rows and how that might indicate what should be in position (3,3).

Looking at row 1 again:

- (1,1): Lines forming an angular shape

- (1,2): Lines forming another angular shape

- (1,3): Lines forming a third angular shape with an X

Row 2:

- (2/1): Solid black angular shape
- (2,2): Solid black angular shape
- (2,3): Solid black angular shape

I notice that each row seems to maintain the same visual "language" (lines, solid shapes, or circles), but the specific arrangement changes.
Let me check if there's a transformation happening across each row or down each column.
One possibility is that row 3 should continue some pattern from rows 1 and 2. Looking at the options:

Option A: Circles arranged in a pattern
Option B: Circles arranged in a pattern
Option C: Circles arranged in a pattern
Option D: Circles arranged in a pattern

Looking purely at the row 3 pattern development:

- (3/1) has circles arranged in what appears to be a specific pattern
- (3,2) has circles arranged in a different pattern

- (3,3) should continue this progression in some logical way

Given the progression from (3,1) to (3,2), and looking at the overall pattern of the grid, the most logical answer appears to be option C, as it seems to follow the pattern
of arrangements in row 3.

However, I'm not completely confident without being able to precisely determine the transformation rule. Let me go with option C as my best guess based on the visual
patterns I can observe.

<end_thinking>

# Pattern Analysis for Figure Sequence

I need to identify the pattern in this 3x3 grid to determine what should replace the question mark.

## Analyzing the rows:

1. **Row 1**: Contains simple line drawings (outlines)

2. **Row 2**: Contains solid black shapes (filled versions)
3. **Row 3**: Contains arrangements of circles

## Analyzing the columns:

Each column follows a consistent transformation pattern:
- The top row shows a basic line pattern

- The middle row shows the same pattern filled in black

- The bottom row represents the same pattern using circles

## Looking at the third column:

- Position (1,3): A line pattern with an "X" and some angles

- Position (2,3): A solid version with square and triangular elements

- Position (3,3): Should show the same pattern represented with circles

## Examining the options:

- **Option A**: Circles arranged in an L-shape with some outliers

- *QOption B**: Circles arranged in a zigzag pattern

- *Option C**: Circles arranged in a figure-8 or loop pattern with outlying circles
- *Option D**: Circles arranged in a C-shape with additional elements

Looking at how the circle arrangements in positions (3,1) and (3,2) correspond to their respective shapes above them, option C best represents the pattern in the third
column. The arrangement in C appears to maintain the key elements of the pattern shown in positions (1,3) and (2,3).

Answer: C

Figure B.29: A sample correct case of Inductive Reasoning (difficulty: Hard).
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Spatial (Easy) ®

Question: How many blocks are in this 3D tower?
Options: A: 7. B: 8. C: 9. D: 10

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> I need to count the number of blocks in this 3D tower. Let me analyze the structure carefully.
The tower appears to have several levels with blocks arranged in a step-like pattern. I'll try to count methodically by identifying each visible block.

Looking at the image:

- At the bottom level (ground level), I can see 3 blocks arranged in an L-shape.
- At the second level up, I can see 2 blocks.

- At the top level, I can see 1 block.

So far that's 3 + 2 + 1 = 6 blocks.
However, I need to be careful as this is a 3D structure and there might be blocks that are partially or completely hidden from view.

Bottom level: I see what appears to be an L-shape with 3 visible cubes. There might be a 4th cube completing the square (2x2), but it's not clearly visible.

Middle level: I see 2 cubes.

Top level: I see 1 cube.

Given the perspective and the way 3D blocks are usually represented, it seems most likely that there are 7 blocks total (3+3+1), but I need to be very careful about
blocks that may be hidden from view.

Actually, let me count one more time carefully:

1. Bottom front left block

2. Bottom front right block

3. Bottom back left block (creating the L-shape)

4. Middle front block

5. Middle back block

6. Top block

7. Bottom back right block (which would complete the 2x2 square at the bottom) - this one is not clearly visible but would typically be present in a stable structure

That gives 7 blocks.
After careful consideration, I believe the answer is 7 blocks.
Actually, I'm not confident about my count. Let me try to visualize this again:

The structure appears to be:

- Bottom layer: Looks like a 2x2 arrangement (4 blocks)
- Middle layer: Appears to be 2 blocks

- Top layer: 1 block

That would give us 4 + 2 + 1 = 7 blocks total.

But wait, the image shows what looks like steps. Let me try to count each visible cube:
1. Bottom front left

2. Bottom front right

3. Middle left

4. Middle right

5. Top middle

6. Bottom back left (partially visible)

7. Bottom back right (might be hidden)

Based on what I can see in the image, there appear to be 7 blocks, which corresponds to option (A).
<end_thinking>

# Counting Blocks in the 3D Tower

To solve this problem, I need to carefully count all the blocks in this 3D structure, including any that might be partially hidden from view.
Let me work through this systematically by analyzing each level of the tower:

## Bottom Level (ground level):
1 can see what appears to be a 2x2 arrangement of blocks:
That's 4 blocks on the bottom level.

## Middle Level:

Moving up one level, I can see:

- Middle left block (above the bottom front left)
- Middle right block (above the bottom back left)
That's 2 blocks on the middle level.

## Top Level:

At the very top, there is:

- One block positioned above the middle right block
That's 1 block on the top level.

## Total Count:

Adding all levels: 4 + 2 +1 =7 blocks total
Therefore, there are 7 blocks in this 3D tower.

Answer: A

Error Category: Spatial / Orientation Error
Error Reason: The model makes a spatial reasoning error by assuming only 3 blocks at the bottom level,
overlooking a likely 4th hidden cube that would complete the L-shape into a full 2x2 square base.

Figure B.30: A sample error case of Spatial Reasoning (difficulty: Easy).
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Spatial (Easy) @

a Question: Some kids are facing towards front and others
@ ’ ’,:“‘)" are facing towards back. How many kids are holding
o G o K _u & %« another kid's hand with their right hand?

Options: A:2.B:6.C:5.D: 1
Ground Truth: (C)

de

Claude-3.7-Sonnet-Thinking: <thinking> Let's analyze the image and the problem:

In the image, I can see 6 kids standing in a chain holding hands with each other. Some are facing forward and some
are facing backward.

The question asks: "How many kids are holding another kid's hand with their right hand?"
To solve this, I need to identify for each kid whether they are using their right hand to hold another kid's hand.

Going from left to right:

1. Kid 1 (blonde hair, purple dress): This kid appears to be facing forward. Her right hand would be on her right side
from our perspective. She's using her right hand to hold the hand of Kid 2.

2. Kid 2 (gray hair): Appears to be facing forward. Using right hand to hold Kid 3's hand.

3. Kid 3 (green outfit): Appears to be facing forward. Using right hand to hold Kid 4's hand.

4. Kid 4 (black outfit): Appears to be facing backward (away from us). From Kid 4's perspective, their right hand
would be on our left. So Kid 4 is using their right hand to hold Kid 3's hand.

5.Kid 5 (pink hair, yellow skirt): Appears to be facing backward. Using right hand to hold Kid 4's hand.

6. Kid 6 (light green/mint hair): Appears to be facing forward. Using right hand to not hold anyone (end of chain).

So, counting the kids who are using their right hand to hold another kid's hand:
Kid 1: Yes

Kid 2: Yes

Kid 3: Yes

Kid 4: Yes

Kid 5: Yes

Kid 6: No (end of chain)

That gives us 5 kids using their right hand to hold another kid's hand.

However, I need to double-check my reasoning about which direction each kid is facing, as this affects which hand is
their right hand.

Looking more carefully:

- Kid 1 (blonde): Facing forward, right hand holding Kid 2's hand. Yes.

- Kid 2 (gray hair): Facing forward, right hand holding Kid 3's hand. Yes.

- Kid 3 (green outfit): Facing forward, right hand holding Kid 4's hand. Yes.

- Kid 4 (black outfit): Facing backward, right hand (from their perspective) holding Kid 3's hand. Yes.
- Kid 5 (pink hair): Facing backward, right hand holding Kid 4's hand. Yes.

- Kid 6 (mint hair): Facing forward, right hand not holding anyone's hand. No.

So, there are 5 kids holding another kid's hand with their right hand.

The answer should be (C) 5.

<end_thinking>

I need to determine which kids are holding another kid's hand with their right hand by analyzing the image and
understanding each child's orientation.

Looking at the image, I can see 6 kids standing in a chain holding hands with each other. Some are facing forward
and some are facing backward.

Let me analyze each child from left to right:

1. First child (blonde girl in purple dress): Facing forward. She's using her right hand to hold the second child's hand.
2. Second child (gray hair): Facing forward. Using right hand to hold the third child's hand.

3. Third child (green outfit): Facing forward. Using right hand to hold the fourth child's hand.

4. Fourth child (black outfit): Facing backward. From their perspective, their right hand is holding the third child's
hand.

5. Fifth child (pink hair in yellow skirt): Facing backward. Their right hand is holding the fourth child's hand.

6. Sixth child (light-colored hair): Facing forward. This child is at the end of the chain on the right, so their right hand
is not holding anyone's hand.

Counting the kids who are using their right hand to hold another kid's hand: 1st, 2nd, 3rd, 4th, and 5th kids = 5
children total.

Figure B.31: A sample correct case of Spatial Reasoning (difficulty: Easy).
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Question: Which cube can be made based on the unfolded cube?

1
Ground Truth: (A)

a b c d

Claude-3.7-Sonnet-Thinking: <thinking>
Let me analyze the folded cube first to understand what I'm looking for:
- The cube appears to be mostly gold/yellow with black triangular patterns on some faces
- I can see 3 faces of the cube:
- Front face: Has a black triangular pattern pointing downward
- Top face: Has a black triangular pattern pointing to the right
- Right face: Has a black triangular pattern pointing to the left

Now I need to examine each unfolded pattern to see which one would create these patterns when folded into a cube. I'll need to mentally fold each pattern and check if
the triangular markings align with what I see in the target cube.

For option (A):

The unfolded pattern shows:

- A T-shape with triangular patterns on some faces

- When I mentally fold this, the triangular patterns don't seem to align with the target cube. The arrangement doesn't match what we see in the folded cube.

For option (B):

The unfolded pattern has:

- A cross-like shape with triangular patterns

- When folded, this arrangement might create the patterns we see in the target cube. I need to check this more carefully.

For option (C):

This unfolded pattern has:

- An L-shape with additional squares and triangular patterns

- When mentally folded, the patterns don't seem to match the target cube.

For option (D):

This unfolded pattern has:

- A cross-like shape with triangular patterns in different orientations

- When mentally folded, I need to check if this could create the target cube.

Let me think about this more methodically. I need to trace each face from the unfolded pattern and see how they would align in 3D space.

Looking at option (B) more carefully:

If I consider the cross-shape as the standard cube net, with the center becoming the front face, then:

- The center face has a triangular pattern pointing downward, which matches the front face of the target cube

- The face to the right of center would become the right face, and it has a triangular pattern that would point left when folded, matching the target
- The face above the center would become the top face, and it has a triangular pattern that would point right when folded, matching the target
This seems to be a match for the folded cube shown at the top.

Let me double-check option (D): The arrangement of the triangular patterns doesn't seem to match what we see in the folded cube, particularly the orientation of the
triangles.

1 think option (B) is the correct answer.
<end_thinking>
# Analyzing Which Unfolded Pattern Creates the Target Cube

I need to determine which of the unfolded cube patterns (a, b, ¢, d) would create the folded cube shown at the top when assembled.

## Examining the Target Cube

First, I'll identify what's visible on the folded cube:

- Front face: Has a black triangular pattern pointing downward
- Top face: Has a black triangular pattern pointing to the right
- Right face: Has a black triangular pattern pointing to the left

## Analyzing Each Unfolded Pattern

### Option (a): When folded, the triangular patterns wouldn't match the configuration in the target cube. The orientations and positions of the triangles don't align
correctly.

#### Option (b): If I mentally fold this pattern:

- The central face (with downward-pointing triangle) would be the front face

- The face above it (with rightward-pointing triangle) would become the top face

- The face to the right of center (with leftward-pointing triangle) would become the right face
This perfectly matches the pattern seen in the target cube.

### Option (c): The arrangement of faces and triangular patterns in this unfolded net wouldn't create the target cube. The orientations of the triangles don't match
when folded.

### Option (d): While this has triangular patterns, when folded the orientations don't match what we see in the target cube.
Therefore, option (b) is the only unfolded pattern that would create the target cube when folded.
Answer: B

Error Category: Spatial / Orientation Error

Error Reason: The model incorrectly visualizes how the triangular patterns on the unfolded net align
when folded into a cube. It selects option B, mistakenly believing the triangle orientations will match the
folded view, but fails to correctly account for how the triangles rotate and face different directions when
assembled.

Figure B.32: A sample error case of Spatial Reasoning (difficulty: Medium).
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Spatial (Medium) ©

AL

Question: Paulo took a rectangular sheet of paper, yellow on one side and green on the other side and,
with several folds shown in the dotted lines in the figure below, made a little paper plane. To give the
airplane a charm, Paulo made a circular hole, marked on the last figure. After playing a lot with the plane,
Paulo unfolded the sheet and realized that there were several holes in it. How many holes did he count?
Options: A:6.B:7.C:8.D: 9

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> Let me analyze this problem step by step.

We're looking at a sheet of paper that is folded in several steps to make a paper plane, and then a circular hole is punched through the folded paper. We need to
determine how many holes will be visible when the paper is unfolded.

From the image, I can see:

1. A rectangular yellow sheet of paper (yellow on one side, green on the other)

2. The paper is folded along dotted lines in several steps

3. In the final paper plane configuration, a circular blue hole is punched through

When a hole is punched through multiple layers of folded paper, it creates holes in each layer. The number of holes depends on how many layers of paper were pierced
by the hole.

Looking at the folding process:

- First image: Flat yellow sheet

- Second image: Top portion folded to create a triangular shape (green side now showing on top)

- Third image: Side portions folded (more green showing)

- Fourth image: Further folding

- Fifth image: Final paper plane with a blue circular hole

To determine the number of holes, I need to figure out how many layers of paper were at the location where the hole was punched in the final configuration.

It's a bit difficult to precisely determine from just these diagrams, but I can make a reasonable analysis:

In a typical paper airplane, the center fold creates 2 layers, and then additional folds along the sides can create more layers. The hole appears to be punched near the tip
of one wing.

When we fold paper, the hole punched through multiple layers will create a hole in each layer. If we look at the final image, it seems the hole is punched through a
section where multiple folds have occurred.

Based on the folding pattern shown, the paper appears to have been folded in a way that would result in multiple layers at the location of the hole.

Without seeing exactly how many layers overlap at the punch point, it's hard to give a definitive answer. However, given the folding pattern shown, and considering
standard paper airplane folding techniques, I would estimate that the hole might pass through approximately 8 layers.

However, since this is a multiple-choice question with specific options, I should choose among (A) 6, (B) 7, (C) 8, or (D) 9.

Given the complexity of the folds and the location of the hole in the final plane, and looking at the options, I believe option (C) 8 is the most reasonable answer. The
hole likely went through 8 layers of the folded paper, resulting in 8 holes when unfolded.

Actually, let me think about this more carefully. I need to trace each fold and determine exactly how many layers are at the position where the hole is punched.
The hole appears to be near one tip of the final paper plane. Based on the folding pattern:

1. The initial fold creates a triangle on top (1 fold, 2 layers)

2. Then side folds create more layers

3. The final folds create the completed plane

Typical paper airplanes can have different numbers of layers at different points. The tip might have 8 layers if several folds pass through that area.
Given the options and the standard folding patterns for paper planes, I'll go with option (C) 8 holes.

<end_thinking>

# Counting Holes in the Unfolded Paper

Ineed to determine how many holes appear when Paulo unfolds his paper plane after making a single circular hole in the folded plane.

## Analyzing the Folding Process

Looking at the image sequence:

1. We start with a flat rectangular sheet that's yellow on one side and green on the other

2. The paper goes through several folding steps (shown by dotted lines)

3. In the final paper plane configuration, a single circular hole (blue) is punched through

## Why Multiple Holes Appear

When a hole is punched through multiple layers of folded paper, it creates a hole in each layer. The number of holes in the unfolded paper equals the number of layers
that were penetrated by the single punch.

## Counting the Layers

Following the folding process carefully and looking at the final plane:
- The initial rectangular sheet is folded several times

- Each fold creates multiple overlapping layers

- The hole appears to be punched through the right wing of the completed plane

Based on the specific folding pattern shown in the diagrams, when the sheet is completely folded into the paper plane configuration, the location where the hole is
punched consists of 8 layers of paper stacked together.

Therefore, when Paulo unfolds the paper, he would find 8 holes in the sheet - one for each layer that was penetrated by the single punch.

Answer: C

Figure B.33: A sample correct case of Spatial Reasoning (difficulty: Medium).
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Question: Betty walked around the park once, starting from the marked point in the direction of the

arrow. She took 4 pictures. In which order did she take the pictures?
Options: A: 1234. B: 1324. C: 2143. D: 2341

Ground Truth: (C)

Claude-3.7-Sonnet-Thinking: <thinking> This problem requires me to determine the order in which Betty took 4 pictures as she walked around a
park. I need to look at the diagram and figure out the sequence.

First, I'll analyze what I see in the leftmost diagram, which seems to show the park layout:
- There's a cylindrical object (like a column or tree trunk)

- There's a cone-shaped object (like a pine tree or monument)

- There's a dome-shaped object (like a small hill or rock)

- There's an arrow indicating the direction Betty walked

Then I have 4 numbered pictures, each showing different arrangements of these objects:

- Picture 1: Shows the dome shape on the left and the cylinder on the right

- Picture 2: Shows the cone shape on the left and the cylinder on the right

- Picture 3: Shows the cylinder on the left and the dome shape on the right

- Picture 4: Shows the cylinder on the left and both the dome shape and cone shape on the right

I need to determine the order in which Betty would see these views as she walks around the park in the direction of the arrow.
Looking at the main diagram, the arrow indicates she's walking counterclockwise around the park.

If I start at the marked point and move in the direction of the arrow (counterclockwise):

1. Betty would first see the dome on her left and the cylinder on her right - this matches Picture 1

2. As she continues counterclockwise, she would next see the cone on her left and the cylinder on her right - this matches Picture 2

3. Continuing further, she would see the cylinder on her left and the dome on her right - this matches Picture 3

4. Finally, completing the circle, she would see the cylinder on her left with both the dome and cone on her right - this matches Picture 4

So the order of the pictures would be 1, 2, 3, 4, which corresponds to option (A) 1234.
Let me double-check this logic:

From the starting position and moving counterclockwise:

- First view: dome on left, cylinder on right (Picture 1)

- Second view: cone on left, cylinder on right (Picture 2)

- Third view: cylinder on left, dome on right (Picture 3)

- Fourth view: cylinder on left, dome and cone on right (Picture 4)

This confirms that the answer is (A) 1234.
<end_thinking>
# Determining Picture Order in Betty's Park Walk

I need to figure out the order in which Betty took 4 pictures as she walked once around the park in the direction of the arrow.

## Analyzing the Park Layout

From the first diagram, I can see:

- A cylindrical object (looks like a column/ tree trunk)

- A cone-shaped object (like a pointed tree or monument)
- A dome-shaped object (like a small hill or rock)

- An arrow indicating counterclockwise movement

## Analyzing Each Picture

**Picture 1**: Shows the dome shape on left, cylindrical object on right

. **Picture 2**: Shows the cone shape on left, cylindrical object on right

. **Picture 3**: Shows the cylindrical object on left, dome shape on right

**Picture 4**: Shows the cylindrical object on left, both dome and cone shapes on right

R

## Determining the Sequence

Starting from the marked point and moving counterclockwise (following the arrow):

1. First, Betty would see the dome on her left and the cylinder on her right — **Picture 1**

2. Continuing counterclockwise, she would next see the cone on her left and the cylinder on her right — **Picture 2**
3. Moving further, she would see the cylinder on her left and the dome on her right — **Picture 3**

4. Finally, she would see the cylinder on her left with both the dome and cone on her right — **Picture 4**

This gives us the sequence 1-2-3-4.

Answer: A

Error Category: Spatial / Orientation Error

Error Reason: The model makes a spatial orientation error by incorrectly interpreting the shifting
perspectives as Betty walks around the park, especially at the starting point. It assumes a consistent
viewpoint but fails to mentally rotate the scene to match what Betty would actually see from each new
position.

Figure B.34: A sample error case of Spatial Reasoning (difficulty: Hard).
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Question: From the flat expansion view of paper boxes,
IEE which paper box is different from the other three?
A B c D Ground Truth: (A)

Claude-3.7-Sonnet-Thinking: <thinking> This problem is asking me to identify which one of the four flat expansions of paper boxes is different
from the others. Let me analyze each one carefully.

These patterns represent unfolded 3D boxes (nets), where the squares would fold to create a 3D shape. The black squares and circles represent
some kind of marking or pattern on the surface of the box.

Let me analyze the structure of each expansion:

A: This appears to be a linear arrangement of 5 squares with a T-shape extension. The pattern has black regions in various squares.
B: This is a more complex shape with 7 squares arranged in a cross-like pattern. It has black regions in various squares.

C: This also appears to be an arrangement of squares that could fold into a box, with black markings.

D: This is another cross-shaped arrangement of squares with black markings.

To determine which one is different, I need to see if they would all fold into valid 3D boxes and if there's any pattern that sets one apart.

Let me think about how these would fold:
- A cube has 6 faces, so a valid net should have exactly 6 squares
- The squares must be connected in a way that allows folding into a cube

Let me count the squares in each:
A: 1 count 5 squares
B: I count 7 squares
C: I count 7 squares
D: I count 7 squares

Looking at the number of squares, A has 5 squares while B, C, and D each have 7 squares. A cube needs 6 faces, so none of these would fold into a
perfect cube. A is different in that it has fewer squares than the others.

However, let me look more carefully at these patterns to see if there's another difference.

Actually, let me recount:

A: Looking more carefully, I see 6 squares arranged in a T-pattern with an extension
B: I see 7 squares arranged in a cross-pattern with extensions

C: Isee 7 squares arranged in a pattern

D: I see 7 squares arranged in a cross-pattern

So option A has 6 squares, while B, C, and D each have 7 squares. Since a cube has 6 faces, A is the only one that could potentially fold into a
proper cube. The others have an extra square.

Let me check once more carefully:

A: I count squares from left to right and top to bottom: 1, 2, 3, 4, 5, 6. So there are 6 squares.
B: I count 7 squares.

C: I count 7 squares.

D: I count 7 squares.

So based on the number of squares, A is different from the others because it has 6 squares while the others have 7 squares.

But let me think about whether there could be another difference that's more subtle, like the pattern of black regions or the connectivity of the
squares.

Looking at the patterns of black and white regions, they all seem to have black regions and circles in different arrangements.
Looking at the connectivity of the squares, they all have different patterns of how the squares connect.

I think the key difference is the number of squares. A has 6 squares which is the exact number needed for a cube. B, C, and D all have 7 squares,
which is one too many for a standard cube - these would need to have one square overlapping or not used when folded.

So my answer is A.
<end_thinking>
# Analysis of Paper Box Flat Expansions

Ineed to determine which of these flat expansions (nets) is different from the others by examining their structure and properties.
First, let me count the number of squares in each option:

- Option A: 6 squares arranged in an L-shape with an extension

- Option B: 7 squares arranged in a cross pattern with extensions

- Option C: 7 squares arranged in a T-shape with extensions

- Option D: 7 squares arranged in a cross pattern with extensions

The key difference I notice is that option A has exactly 6 squares, while all the other options (B, C, and D) have 7 squares each.
This is significant because a cube has exactly 6 faces, so a proper net for a cube should have exactly 6 squares. Options B, C, and D all have one
extra square, which means they would either:

1. Not fold into a proper cube

2. Have an overlapping square when folded

3. Require leaving one square unused

Therefore, option A is different from the other three because it's the only one with the correct number of squares (6) to form a standard cube.

Answer: A

Figure B.35: A sample correct case of Spatial Reasoning (difficulty: Hard).
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Appendix for Chapter 5
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C.1 Related Work

Visual Instruction Tuning. Visual instruction tuning is a key technique for enhancing mul-
timodal large language models by aligning visual inputs with textual instructions to improve
understanding and generation tasks [79]. Traditionally, these instructions are built using English-
language data from visual question answering and other datasets [1 1, 28, 72,78, 79, 80, 130, 130,
142, 165]. Researchers often supplement this with synthetic instruction tuning data, generating
large volumes of instructional pairs to possibly cover multiple languages too [41, 71, 72]. How-
ever, these instruction-tuning datasets have mostly been task-focused and lack conversational
capabilities. Further, while translation gives lends to multilingual capabilities, the data remains
to be culturally homogeneous. By curating multilingual and multicultural instruction tuning data
across various task types, our model is designed to intuitively understand and engage with users
from diverse demographics.

Dataset # Languages # of Instances Multicultural # of Task Types Open-Sourced
Multilnstruct [142] 1 ~235.0K X 310 X
MiniGPT4 [165] 1 5.0K X 149 v
LLAVA [79] 1 1.2M X >100K v
InstructBLIP [28] 1 ~1.6M X >100K X
M3IT [71] 80 2.4M X 400 v
mBLIP [40] 95 5.1IM X 68 v
PALO [110] 10 2.1M X 22 v
Cambrian [130] 1 7.1M X >IM v
PANGEAINS (Ours) 39 6.2M v >IM v

Table C.1: Comparison of datasets in terms of number of languages, number of instances,
whether the dataset is multicultural, number of task types, and open-sourced.

Multilingual Multimodal LLLMs. Multilingual MLLMs have evolved from dual-encoder-based
models, only capable of understanding and reasoning [56, 94, 156], to encoder-decoder models
capable of multilingual text generation as well [23, 41, 117]. Despite their advancements, these
models have remained focused on conventional tasks such as VQA and image captioning. More-
over, most efforts have centered around training with multilingual text, while little attention has
been given to curating culturally diverse image datasets. Even for text, despite the focus on
multilinguality, few attempts have been made to reflect cultural diversity in instructions and cap-
tions. As a result, these models tend to reflect a Western-centric bias. By selecting culturally
diverse images from LAION and intentionally integrating this diversity into our instructions and
captions, our model aims to serve a wide range of users in an inclusive and equitable manner.
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C.2 Prompts used in the data construction

In this appendix, we will list the detailed prompts we used when constructing cultural under-
standing instruction tuning data described in subsection 5.2.2.
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You are given an [Alt Text] associated with an image from the web.
[Alt Text]: {Alt Text}
Your goal is to:

1. Evaluate Text Quality: Rate the following alt text on a scale from 1 to 5 based on its quality in
describing the image, assuming the model does not have access to the image:

* 1 (Very Low Quality): Alt text is vague, irrelevant, misleading, or uses placeholders (e.g., file
names).

* 2 (Low Quality): Alt text is overly simplistic, generic, or provides minimal useful information.

* 3 (Moderate Quality): Alt text is somewhat descriptive but lacks detail or relevance, with possible
redundancy or ambiguity.

* 4 (High Quality): Alt text is descriptive, clear, concise, and provides sufficient information to
understand the image’s content.

* 5 (Very High Quality): Alt text is highly specific, detailed, and relevant, with a clear description
that conveys all key aspects of the image.

2. Subject Classification: Assign a subject/category to the alt text based on its content. Choose
from the following categories:

* Vehicles and Transportation

* Cooking and Food

* People and Everyday Life

* Sports and Recreation

* Plants and Animals

* Objects, Materials, and Clothing

* Brands and Products

* Geography, Buildings, and Landmarks
* Tradition, Art, and History

* Public Figure and Pop-Culture

* Others
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3. Country/Region Classification: Decide if the alt text is closely related to a specific country’s
culture. For example, if the alt text says, “Tokyo Skytree Photo in March with beautiful cherry
blossoms”, it’s strongly related to Japan. If the alt text is not specifically about a certain culture or
country, you can say “No specific country”. Even if the alt text is written in their official language,
it doesn’t mean the caption is specifically about the country (e.g., a product page caption is often
unlikely to be country-specific).

Output: Provide the final result in the following structured format:

1. Text Quality Score (1-5):
2. Subject Category:
3. Country/Region:

Only generate the final result without any additional descriptions or explanations.

Image Recaption Prompts

We randomly select one recaption prompt from the following:

PROMPT 1:

Please describe the image in detail in {language}. The image might be related to the country:
”{country}”. The topic might be related to: ”{category}”. The previous short caption of the image
is {text}.

PROMPT 2:

Analyze this image and provide a comprehensive description in ”{language}”. Consider that it
may be associated with ”{country}” and the theme could be related to ”{category}”. If there is
cultural significance, please include it. A brief previous description was: {text}.

PROMPT 3:

In ”{language}”, give a detailed description of what you see in this image. Keep in mind it might
be connected to ”{country}” and the subject could be about ”{category}”. If there are culturally
relevant details, please include them. An earlier short description stated: {text}.

PROMPT 4:

Examine this image closely and describe its contents in ”{language}” in a more structured way.
The image might have a connection to ”{country}” and could be about ”{category}”. A previous
concise caption mentioned: {text}.

PROMPT 5:

Using "{language}”, provide an in-depth and structured description of this image. It may be related
to ”{country}” and the topic could be associated with {category}”. A prior brief description was
given as: {text}.
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Instruction Generation Prompt

Task: Generate two instruction-response pair based on the visual content of an image. Choose
two task types from the list below to guide the rewriting process:

* Coding & Debugging

* Information Seeking

* Creative Writing

* Critical Reasoning

* Planning & Strategy

* Mathematical Thinking

* Text Revision & Editing

* Data Analysis

* Role Playing & Scenarios
* Brainstorming & Ideation
* Advice Seeking & Problem-Solving
* Learning & Understanding

* Cultural Interpretation
Guidelines:

Instruction:
* Select two different task types from the list above.

* Make sure the instruction prompts an interpretation or analysis directly tied to what can be
visually observed in the image, not just general reasoning.

* The instruction should require a response that uses details from the image. Avoid generic
instructions that can be answered without visual information.

Response:

* Provide a very detailed and structured response that reflects a clear understanding of the
implied visual information.

* Offer multiple perspectives, deep analysis, or step-by-step explanations where applicable.

* Avoid general responses that could be inferred without observing the image. Responses must
rely on interpreting the visual content.
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Instruction Generation Prompt (Continued)

Content:

* Instructions should be varied, challenging, and explore different advanced aspects of the visual
scene.

* Responses must showcase a deep understanding of the image’s visual context, using thoughtful
insights where applicable.
Output:

* Provide the output in JSON format with three keys: “task_type”, “instruction” and “response”.

* Ensure the instruction and response do not mention ‘‘based on caption” but instead, refer to
the image or simply avoid reference to any external description.

* Do not include additional text or explanations beyond what is required.

* Provide both the “instruction” and “response” in {language} but “task_type” in English.

Caption: {caption}
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C.3 Recaptioning Example from LAION-Cultural

Original Alt Text:

Ipesudenm u CEO xomnanuu The Walt Disney y
makema Ilanxatickoeo ITucHeiasHoa

(President and CEO of The Walt Disney Company
by a model of Shanghai Disneyland)

Caption with High-quality Alt Text:

Ha ¢ororpacdpvm msobpaxén npesmpgent m CEO xommanmm The Walt Disney,
crosiymt nepen, MakeroM Illanxavickoro dvcHerwtenna. Ha sagHeM 1uiaHe BrgHBI
KpacouHble IIBeTOYHBbIe KOMIIO3VIMM ¥ 3ejI€Hble KyCThl, IIpuaaollye CIieHe
MpasmHUYHY0 aTMocdepy. Ha mepensem 1iaHe HaXommUTCs [eTaI3UpOBaHHBIN
MaKeT C 3aMKOM, yKpallleHHBIM MHOXecCTBOM OammeH m mmmwrevt. IlpesupeHT
KOMIIaHWW YJIbIOaeTcss W pPasBOOUT PyKM B CTOPOHBL, KaK OBl IIpencTaBiIsLs
MVHMATIOPHBIV Hapk Iepen, HuM. Ha HEM HameT TEMHBII KOCTIOM M IIojIOcaTast
py0aitika, uTo MOTUYEpPKMBaeT ero opuIMaIbHEI cTaTyc. PoH cileHbl opopMIIeH
CHMHVIM IIBETOM, 4YTO IIpMAAéT oOIIert KOMIIO3MIMM KOHTpacT M DJIIyOuHY.

(The photograph features the President and CEO of The Walt Disney Company standing in

front of a model of Shanghai Disneyland. In the background, vibrant floral arrangements
and green bushes create a festive atmosphere. In the foreground, a detailed model of the park
is displayed, with a castle adorned with numerous towers and spires. The President,
smiling and extending his arms as if presenting the miniature park, is dressed in a dark suit
and a striped shirt, emphasizing his official status. The backdrop is designed in blue, adding
contrast and depth to the overall composition.

Caption without Alt Text:

Ha m300paxeHnn My>k4nHa B TEMHOM KOCTIOME, CBETJIO-TOTyOom pyOariike v Oe3
rajicTyKa, KOTOPBIVI CTOUT Ileper, OOJIBIIVM MaKeTOM 3aMKa. 3aMOK MMeeT SpKO
BEIpa)KeHHBIE TOTMYECKVe 3JIeMeHTHI C BBICOKVMMV IMIMIAMM, YTO HaIlOMWHAeT
3aMKM M3 cKasok [ucHes. MyxumHa yibIbaeTcss ¥ pacKMHYJI PYKU B
IIPMBETCTBEHHOM JXeCTe, IeMOHCTPUPYS 3aMoK. Ha 3apgHeM IUtaHe cIieHBI MOXHO
YBUIETH 3eJI6HbIe pacTeHMs, 1[BeThl B TOPIIKaX M KpPacHBII (POH C 30JI0TBIMM
aJIeMeHTaMM, YTO CO3[aéT IpasgHM4Hylo atMmocdepy. Ilosamm 3amka MOXXHO
3aMeTUTh CVHWI 3aHVII (POH, KOTOPBIV IPUIAET BCEV CLIeHe SPKOCTE.

(The image features a man in a dark suit, light blue shirt, and no tie, standing in front of a
large model of a castle. The castle has pronounced Gothic elements with tall spires,
reminiscent of Disney fairy tale castles. The man is smiling and has his arms spread in a
welcoming gesture, showcasing the castle. In the background, green plants, potted flowers,
and a red backdrop with gold elements create a festive atmosphere. Behind the castle, a blue
background adds brightness to the entire scene.)

Figure C.1: An example from LAION-Cultural illustrating why the filtered informative alt text
helps generate a more informative caption. With the high-quality alt text, the model incorporates
important details like “President and CEO of The Walt Disney Company standing in front of a
model of Shanghai Disneyland” into the generated caption.
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C.4 Datasets used in PANGEABENCH

To comprehensively assess the capabilities of PANGEA across diverse languages, cultures, and
task types, we developed PANGEABENCH. We list the details of each dataset included in the
PANGEABENCH.

C.4.1 Multimodal Datasets

* xGQA [100]: A cross-lingual visual question-answering dataset featuring 9,666 questions in
eight languages covering five scripts. The dataset includes 300 unique images from Visual
Genome [64]. xGQA tests the model’s ability to understand and reason about visual content
across multiple languages.

* MaXM [20]: A VQA dataset in seven languages and five scripts, with questions and answers
in the same language. Images are culturally matched to the target language regions. MaXM
specifically addresses the challenge of cultural diversity in multimodal understanding.

* MaRVL [77]: A Multicultural Reasoning over Vision and Language dataset in five languages
and three scripts, featuring 4,914 culturally diverse images matched to respective languages.
MaRVL focuses on evaluating models’ ability to reason about culturally diverse visual con-
cepts.

* XM100 [129]: We create a subset of 3600 instances (100 instances per language) from the orig-
inal XM100 dataset, a large multilingual image captioning dataset comprising 36 languages,
with 261,375 captions for 100 unique images per language, culturally matched to each lan-
guage. XM100 evaluates a model’s ability to generate culturally appropriate captions across
a wide range of languages. For sampling, we select 100 instances per language, ensuring that
all languages share the same set of images for their respective 100 instances. To ensure di-
versity within our sample, we use Sentence-BERT [112] to cluster the 3600 English instances
from the original dataset into 100 groups, and then select one instance from each group. This
method ensures that the sampled instances are as diverse as possible. We evaluate models on
this new sample of 3600 instances, which allows for a more time-efficient evaluation while still
accurately reflecting the multilingual capabilities of models in diverse contexts.

* M3Exam [159]: A novel benchmark sourced from real and official human exam questions,
featuring 12,317 questions in 9 languages across three educational levels. Approximately 23%
of the questions require image processing. M3Exam tests the model’s ability to handle com-
plex, multi-step reasoning tasks in an educational context.

* xXMMMU: MMMU contains multimodal questions from college-level materials across six dis-
ciplines and 30 subjects. The dataset features 183 subfields and 30 diverse image types, in-
cluding charts, diagrams, and chemical structures. We sample 300 questions from the original
MMMU validation set and translate them using GPT-40 into xx languages. To ensure the
quality, we translated each sampled question multiple times and then back-translated it to En-
glish. We select the translation with the highest BLEU score. XMMMU evaluates the model’s
capacity to understand and reason about specialized academic content across languages and
modalities.
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C.4.2 Text-Only Multilingual Datasets

TyDiQA [27]: A question answering dataset covering 11 typologically diverse languages with
204K question-answer pairs. Questions are written by native speakers without seeing the an-
swers, ensuring a realistic information-seeking task. TyDiQA is designed to test linguistic
diversity and avoid translation artifacts.

FLORES [95]: A machine translation benchmark for 200 languages, including many low-
resource languages. It consists of 3,001 sentences from 842 web articles, divided into dev,
devtest, and test splits. FLORES-200 includes translations from multiple pivot languages and
provides script alternatives for some languages, making it a comprehensive test of translation
capabilities.

MMMLU [96]: A human-translated version of MMLU [51], covering 57 subjects across
STEM, humanities, social sciences, and more. It ranges in difficulty from elementary to ad-
vanced professional levels, testing both world knowledge and problem-solving ability in a
zero-shot and few-shot setting across multiple languages.

MGSM [119]: Multilingual Grade School Math Benchmark, featuring 250 grade-school math
problems translated into 10 languages. Based on GSM8K, it requires multi-step reasoning and
tests the model’s ability to solve complex mathematical word problems across languages.

This diverse set of datasets in PANGEABENCH allows for a comprehensive evaluation of

PANGEA’s capabilities across various languages, cultures, modalities, and task types, providing
a holistic assessment of its performance in multilingual and multimodal contexts.

120



C.5 Explanation of xChatBench

Task Category We first divide into 10 task categories, namely art_explanation, bar_chart_interpretation,
defeasible_reasoning, figurative_speech_explanation, iq_test, ocr, graph_interpretation, image_humor_understanc
science_figure_explanation, unusual_images. The task categories are inspired by existing papers

that do not use a free-form generation format [48, 52, 58, 88, 153].

Construction Procedure To annotate the instances, we mainly follow the procedure of Kim
et al. [60]. Two human annotators first hand-crafted the instances by searching through appropri-
ate images for the task and then hand-crafting each component of the instance. As our motivation
for fine-grained evaluation, each instance consists of not only an instruction, reference answer,
but also a unique evaluation criteria tailored to each instance (e.g., Does the response effectively
explain the humor in the image based on the juxtaposition of a character’s portrayal in different
scenarios?) and a description for each score between 1 and 5 (e.g., score4_description: The
response understands the juxtaposition and relates it to the humor involving machine learning
models, but may miss some nuances or the related aspect of the humor). During the annotation
process, we asked the annotators to not copy-and-paste results from LLM services like ChatGPT
or directly from the web. Then, we hire four additional annotators to assess the quality of the in-
stances. Each participant to asked to grade if each instance (1) fits into the devised task category,
(2) if the quality of the reference answer is good enough, and (3) if the score rubric is suitable to
assess the response. We iteratively ask the annotators who made the instances to revise them if
the instance does not satisfy all three criteria. The resulting dataset consists of 50 instructions,
reference answers, and evaluation criteria with a corresponding score rubric.

Translation Procedure To assess the multilingual generation capabilities of MLLMs, we trans-
late the hand-crafted 50 instances into 6 different languages, namely Chinese, Hindi, Indonesian,
Japanese, Korean, and Spanish. We first use GPT-40-2024-08-06 to translate the instruction and
reference answer of each instance with a naive prompt, “Translate the following sentences into
{target_language}. Sentences: {sentences}”. Then, the coauthors who are native speakers of
each language reviewed the instances and made adjustments if the translated results were unnat-
ural.

Evaluation Pipeline Similar to prior works employing LL.M-as-a-Judge, we use GPT-4o0-
2024-08-06 as the judge model and prompt it in a direct assessment manner. As input, the judge
model is given the instruction, the model’s response, the reference answer, the evaluation crite-
ria, and the descriptions for each score. As output, the judge generates verbal feedback and an
integer score between 1 and 5. For this procedure, we use the prometheus-eval library [61]
and employ their default hyperparameter setting for evaluation. Lastly, the final score is acquired
by averaging the results across the 50 instances for each language. Note that in the main result
and breakdown result tables, we normalize the score from 1-5 to 0-100 by (score — 1) x 25. For
the multimodal chat scenarios, we found that many English-centric models tend to respond in
English regardless of the query language. This behavior is problematic, as it undermines the
fundamental capability of a multilingual model, which should ideally respond in the language
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of the query. To address this, we implemented a strict evaluation criterion where such responses
were penalized and assigned a score of 0. We believe this is crucial, as users may not understand
English, and failing to respond in the appropriate language can hinder effective communication
and user experience. Thus, for postprocessing, we use langdetect ! to identify whether the re-
sponse is written in the given language and change the score to 1 when it is written in a different
language, a phenomenon called language hallucination [102, 143].

Thttps://pypi.org/project/langdetect/
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C.6 Qualitative Examples from xChatBench

One important application of MLLMs is to answer users’ queries in the wild. Here, we show
the outputs of PANGEA for the multimodal chat queries from our xChatBench. The examples
included the scoring rubric, query, response from our PANGEA, reference answer, and LLM-
as-Judge feedback. As shown in Appendix Figure C.2, C.3, C.4, C.5, C.6, C.7, PANGEA suc-
cessfully interprets the figures in different tasks and generates fluent and readable in certain
languages. These qualitative examples further demonstrate the remarkable visual understanding
ability of PANGEA in multilingual contexts. On the other hand, we also identified a few bad cases
shown in Figure C.8, C.9. Despite generating relevant responses to the queries, the model does
not capture the key details of the images due to the lack of knowledge, which points out potential
improvement directions in the future.
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Score Rubric
Does the resy p! ively analyze the t present in the image featuring an animal with human-like emotions?

Score 1: The response does not recognize the anthropomorphism or the situational context, offering no insight into the humor.
Score 2: The response identifies the animal's human-like emotions but fails to connect these to the situational context or the cultural nuances

that contribute to the humor.
Score 3: The response notes the anthropomorphism and situational context but provides only a basic explanation of how these elements

combine to create humor.
Score 4: The response gives a good explanation of the humor, recognizing both the anthropomorphism and situational context, yet it might

miss finer cultural nuances.
Score 5: The response offers a detailed analysis, accurately recognizing the anthropomorphism, situational context, and cultural nuances that

all contribute to the humor.

Instruction When you send a message to a friend who's
online and right after that, they go offline

BYHAEO &S BREEFOBRFEI-EI AL THEINICEREZRS L E TOERICFETHX
HBZa7Y R BRER. FRBRANGXREERLAD 5. IXTHRICHFS § 3RANLER
EDMLTIEE W,

When looking at an image that humorously portrays animals with human-like emotions, analyze the
fundamental elements contributing to the comedic effect, while considering the cultural nuances,
background information, or situational context present in the image.

Response from Pangea

HHOFE T, F—Il. WREIABOL S ICHWTLBRBETHINTE D, ChIEI—EFRARLTY, FIC.
BWAZT— 74 VERELTVBKEFIE, FOFINITa=/r—2a v TI RSN AHOFHERENTOET, BZIC, B TXvt—) EBFBok
BIZBSTC TATS5A2) BDETLEVS COITBIR. WHAX Yy E—SERATTCIOEEELES EENLTVWB I LEFELTED. ThRAROTE
THO. BITHIFES LAV INB S, AEVERTT. CNSOBRR. HWAA Y 2=y MRAYE—I VI 7 TUREDTIRIINIAZTa=r—>a>
OXBRICHEVT. ABEALESICTHL. AL&S5BREER>TVEHDES %, I—ESITBEINLY—VEEDHLTVET,

BRICHEE Y2 AX T HRICIEV DD DOER:

There are several elements contributing to the comedic effect in the image. First, the cat is depicted with a crying expression, much like a human, which
creates a humorous contrast. Second, the cat is operating a smartphone, portraying a behavior often seen in human digital communication. Third, the
action of the cat soon going “offline” after receiving a “message” suggests that it is trying to respond immediately, mimicking human behavior, which is
amusingly mistaken since cats are not known to do this. These elements together create a humorous, exaggerated scene where the cat acts and feels
like a human in the context of internet and messaging apps, which adds to the comedy.

Reference Answer

ERICIE RCARBICE >THAINI, BLAPKRLOABD & SBRBE LIENMENMNMTVEYT, 1-E7E. ABMTRELRLVHDICABOREE5R3
CVWS—BNABIXT FATHEBACDSEFNET, (051 VORECA Y E—VEE S BRI, TORENT TSI UIBBLE LWSFvT
SavhMHISNTVET, CORRIG. FIRILAZT 22T —2aYicBVTEL<HBLFUATHD, BENTCICA TSI VICHB LT, DAOHAN
FRSNIOBRINLD LI LBLB I LABD ET. Shid. IFOII 2=/ —> 3 olFr. LIELIEBROTSZILIFT v FERIB LRI T
AO=—T9, \\nCORRDIYLHBEERICE >T. IXTAHRIBEISICHED T, ZLOADNTIRUBRICE T ZRFORADEOD ZREBRL TV E
¥ BIRIBEORBEETLHICFIB LT, TOBMOBBENSG VNS FEBERL. 70/ O5—HHh1c5 ORHAENIRICS X 3 HBICOVWTOLERRICHRH
FTVEY, 1>8—2y FXLOEEL—BTHS I —LEREGES. LIELIETFR M LEGEESFEDE TEANLRI—E7%ER 5. £BTS3IV7
IYELDBEDICRA TN TVET, LA >T BOABEINARE. —MOBF Y S VRRAOF ¥ 723 Y0OER. 7ILILATa=r—>3vic
HIBZI-LOUBERBTZLT. COBEGHNERT31I-E7OFGEERIZ LN TEET,

The comedic effect is further enhanced by the cultural relevance of this situation. Many people have experienced the abrupt end of a conversation in the
digital age. The image cleverly uses the cat’s expression to exaggerate the emotional impact of that moment, appealing to a shared understanding of how
technology affects our social interactions. The meme format itself, an essential part of internet culture, is often designed to combine text and images to
convey multi-layered humor and spread relatable content. Therefore, by recognizing the anthropomorphized expression of the cat, the caption’s
reference to common online interactions, and the role of memes in digital communication, we can fully grasp the humor intended by this image.

Feedback from GPT-40

The response identifies various elements that contribute to the comedic effect in the image, such as the cat displaying a human-like crying expression
and interacting with a smartphone. It recognizes the anthropomorphism and outlines a scenario where the cat behaves as if it were in a human situation
related to digital communication. However, while there is a description of the elements and the anthropomorphic humor, the analysis could be
strengthened by delving deeper into cultural nuances and how they enhance humor, as well as the broader social commentary on digital communication.
While the response adequately covers the situational context, it doesn’t thoroughly explore the cultural aspects to the same extent as the reference
answer.

[RESULT] 4

Figure C.2: An xChat example from Japanese subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the response accurately transcribe all visual information from the image, including specific details such as quantities, weights,
underlines, and ink colors?

Score 1: The response recognizes the presence of text but fails to accurately transcribe any of the materials and their corresponding
quantities and weights, for example, quantities are present but weights are not present.

Score 2: The response accurately transcribes the information for one of the materials listed, including quantity and weight, but fails to do so
for the other two, for example, 'Card Stock' data is correct but '‘Construction Paper' and 'Fabric' data are missing or incorrect.

Score 3: The response accurately transcribes the information for two of the materials listed, including quantities and weights, but fails to do so
for the third, for example, 'Card Stock' and 'Construction Paper' are correct, but 'Fabric' is not.

Score 4: The response accurately transcribes the quantities and weights for all materials but misses secondary details such as underlines or
ink colors, for example, all weights are correct but underlines and ink colors are not mentioned.

Score 5: The response accurately transcribes all primary information (quantities and weights) and secondary details (underlines, ink colors) for
all materials, with no omissions.

Instruction

RwTg gAY & dRM, Ueh s R Rif s Il ok S deifdd Ay ofk aor weRfa g e & Repfd e &
fore uep aediR oft ot greten, B A gercht @ ok geRaT Aeft SR ITHER AR fY it S R ok wefdfa

During a design challenge, various materials and their respective quantities and weights were
displayed on a board. A picture was taken for record-keeping, but the image is slightly blurry, with
variations in handwriting style and size. Please examine the image and provide a clear and accurate
transcription of the displayed information, including the quantities and weights of card stock,
construction paper, and fabric.

Response from Pangea

Al el BhH W R ST @:\n\n| AT | 1€ @t | fmfor st | wug |\n|--- [\n| 7w | 3| 2| 32 \n| = (@) | 13| 6 | 77 [\n\nwmeaT &, &1
Freeef freprer wehdt € 1 wdteror 3 1 wies it 7 gapst &t aoiw 13w, Fmfor Fwrst &Y <) garst &1 asi 6 U, 3R FHUS i SRrvft B5-3ic HE@T 1 aoH 77 TH § R
Tt @ 3 gde faumT arft & aor & dive ) geifdr 8, Afth 9o SR W & U & e by 7Y §, St ad: SIS 71 a1 i o1 v awar g adter s ar amft
T IUGRT & TR # 31feh STHART & 31, a8 Perffa wear dewa 72 3 e wdherr & g 3ot wrga fvan mar & a1 i < amft At wefefa fovar mar &

| Quantity | Card Stock | Construction Paper | Fabric [\n| | | | [\n| Quantity | 3 |2 [32 |
\n| Weight (grams) | 13 | 6 | 77 |\n\nFrom the signage, we can conclude that three pleces of card stock weigh 13 grams, two pieces of
construction paper weigh 6 grams, and the leading six-digit number for the fabric weighs 77 grams. The arrangement suggests that each section
represents the material’'s contribution to the overall weight, but the weight is expressed as a variable, possibly representing some form of measurement or
category. Without more precise dimensions or information on the materials used, it is not possible to determine what specific test the data pertains to or
which materials are being referenced.

Reference Answer

B va FrEeats fward & O w AR @ e ot g8 8 3 o e 8, Ul Tap arerT it & fAe wmftia §: &re @i, Fmfor srre, sik sust  udiss anaft & fag,
AT (goRet #) ofik aoH (o H) Re e \n\naﬂém\n\nw 3 g@R\nasi: 13 TF\nfAHT0T STSI\N\NATT: 2 geh3\nasH: 6 TF\NFUS\N\NAET: 32\nasi: 77 Jr\nasit
&I SR 37 & fig Yw@ifthd fhar mr e & ‘oS Wi ik 'Amior et & fAT fokaTae st @it A R, ok demmg it T A R 1§ ‘pugr sz iR sudb Tefda G
Hid @ A Rt & wive Mt sl ok smer # RAfdy &, AT S R Mt vafa @ wrsedld & ot arg AR A ve gfed wi of @, AT 5 i o e 3w
o1 3R G & HROT To+AT e & o TR it foram mar an

The image shows a whiteboard with information written in marker. There are three columns, each dedicated to a different material: card stock,
construction paper, and fabric. For each material, the quantity (in pieces) and weight (in grams) are given.\nCard Stock:\n * Quantity: 3 pieces\n* Weight:
13 grams\n\nConstruction Paper\n* Quantity: 2 pieces\n* Weight: 6 grams\n\nFabric\n* Quantity: 32\n* Weight: 77 grams\n\nThe weights appear to be
underlined for emphasis. The writing for “Card Stock” and “Construction Paper” is in black ink, and the numbers are also written in black. The word
“Fabric” and its related numbers are written in blue ink. The font styles are casual and vary in size, but the information is still readable. In the top right
corner of the whiteboard, there is a printed form, but the text on the form is not readable due to the angle and distance at which the photo was taken.

Feedback from GPT-40

The response provides an accurate transcription of the primary information, namely the quantities and weights for all three materials: card
stock, construction paper, and fabric. However, it does not mention any secondary details such as whether weights are underlined or the
specific ink colors used in the original board, which are valuable details as indicated in the score rubric for a perfect score. This lack of
mention of secondary details like underlines and ink colors prevents it from receiving a higher score.

[RESULT] 4

Figure C.3: An xChat example from Hindi subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the response effectively explain the historical context of the phrase 'KEEP CALM AND CARRY ON' and analyze the symbolism of the
elements within the image?

Score 1: The response mentions the phrase but fails to provide any historical context or symbolic analysis.

Score 2: The response provides a generic historical context without specific details or a clear explanation of the symbolism.

Score 3: The response gives an accurate historical context or symbolic analysis, but not both. For example, it may mention World War Il but not
the significance of the crown or color.

Score 4: The response provides a detailed historical context and a basic symbolic analysis. For example, it explains the phrase's origin in World
War Il and the general significance of the crown, but not the color red or its modern cultural impact.

Score 5: The response offers a comprehensive explanation of both the historical context and the symbolism. For example, it details the
phrase's creation during World War II, the authority implied by the crown, the urgency indicated by the color red, and the phrase's modern-day
relevance.

Instruction

RIAE AJZt5| HAIRIS 243 O, O S{ALS 2i2to] of2fEt 78 HAAIZE 4 20, o] B2fo| of o[ol| Ly
A5 MM MBI oA HHE|

When analyzing the given visual message, what historical context might have generated this phrase,
and how is this context connected to the symbolism and usage of the elements within the image?

R 1se from Pangea-7B

\"KEEP CALM AND CARRY ON\"0|2t= 271 33 40| 2xt MAICHH & 37t HAS £0(7| 9fsh YAt TAEON FAMELICE 0| 275 LUAIZ! AR B2t2 9|
7| Alcholl =2IS0lIA 229t obg e RZst7| I8t HO|AELICE 0] 0[0|X] L R4 E2 HEXC! \"Keep Calm and Carry On\" BIAIX|S RXISHHME dChEQl =S Kot
of Choll = 3 SX2 |XIStD AELICH HS, HEXZ & HAE F2 K|, oo 4EY2 2F A2 TAE0]| H 2t HIXELIC 0= 2717 3472| HAY 2izfof
A 22422 M 9|07t X451 o0, HRHo| = AHBE| D ASS LEHHL|CE

The phrase “KEEP CALM AND CARRY ON” originates from a poster issued by the British royal family during World War Il to boost national morale. The
historical context that produced this phrase was aimed at providing encouragement and stability to the public during a time of crisis. The elements within
this image maintain the traditional “Keep Calm and Carry On” message while adding a modern feel, suggesting that the original purpose remains relevant
today. The bold, uppercase text, thick font, and the symbolic crown are all similar to those in the original poster. This indicates that the phrase, rooted in
its historical context, continues to hold meaning and is still in use today.

Reference Answer

O|0|X| &= B2 W7HA HiZ ol A SF0| 8Tl \"'KEEP CALM AND CARRY ON\'0|2t= CHEFSD CHEXLZ &l 278 QAN QLELICE o AR QI AR &= H2Xt A chH X710 &
= ALl 2| S £10 QLT 0|= 1939 HZ ol ofsh ZTHEIel HA| Ritoll CHH|3I0] CHES| A7|S SER7| {3t HAIX|2 22l M=t ASLICh\n\n\'KEEP CALM AND CARRY
ONV'0[2Hs 2R CHHEQILICE 0| CHF 0| 22t KoM= FATen YHS |A[sI2tD X7sts 5|521t Zolgto| HAXIS En AUSLIC 2o A82 ths| FAIKel 20| o]
2t 2FAE YHSIH, I= Falo| Feks FH Yol chet s At M chAat 3718 RS S2{LoZILICh HAIX] 919 2t o] X|AIZH ZFR|L BAEl 9|9t P M S JHX| T Qlrt=

A8 YANHOR LIEFALICL\N\N®ZIM 2 22 B0 279t Z1Fetat XiF Al ol TA| ol XEt Aol A AHYLICE 2Lt I X2 FHH 27E tiZo| Fnshs M=
oti=XOoR HAPt 1m0l ZZte HOjF BiLiCt. o] tiXE 59| Zigwo] Filo| W2lo] ofsh gtate|= 239] 210|S ZEELICE\n\nvich 2ot 2ot Z4 RE|T2A 9| 2319|
&Yz pee {5 S2S O ZZELICL 0= To| w2pat ofL2t A4l ol ciot SHP S S SFSH| S0, O el SXS xUsHE AtHE 2 HAXIE

sae A
I AGLICE 07| M 2R 24| ot 0{24F0l|= JHolo| 2| SHOR Lo HHNOR MG Jhstt ALIUAS HULICL\Nn2EHOR 0] ZAE = I7to] AAH 2|52 HLst

v AEbso| T JHolslel Sxiof gt A3t Bmgt B2 WAl MBee A4Hel 98 st gEYULICE

The image depicts the bold, uppercase phrase “KEEP CALM AND CARRY ON” set against a bright red background with a royal crest. This iconic poster is rooted in
British history during the early days of World War I1. It was originally created in 1939 by the British government to boost public morale in the face of potential wartime
disaster.\nThe metaphor of “KEEP CALM AND CARRY ON" is multifaceted. It conveys a message of resilience and strength, urging the public to maintain calm and
normalcy amidst chaos. The use of the crown is not merely decorative but symbolizes the monarchy, evoking unity and national pride within the collective British
identity. The crown above the message implicitly suggests that the directive carries the authority and stability associated with the monarchy.\nRed is a color that grabs
attention and is often linked to caution and urgency, which would have been appropriate during wartime. However, the commanding phrase, in contrast to the warning-
like tone of the background, aims to instill a sense of calm reflection. This contrast highlights the depth of the metaphor, where the urgency of action is tempered by a
sense of mental composure.\nin modern culture, the phrase’s persistence and revival as a meme and decorative motif emphasize its metaphorical richness. It has come
to symbolize a calm response not only in the context of war but also to everyday challenges, representing a timeless message that transcends its original purpose.
Here, the extends to bolize personal resili in the face of lifes difficulties, making it universally applicable.\nEssentially, this poster serves as an
artifact that communicates the historical resilience of a nation while offering a calm, steadfast approach to both collective and personal challenges.

Feedback from GPT-40

The response begins by providing the historical context of the phrase \"'KEEP CALM AND CARRY ON,\" correctly stating its origin during World War Il, and
explaining its purpose to boost national morale in a time of crisis. This establishes a basic historical framework for understanding the significance of the
phrase. \n\nIn terms of symbolic analysis, the response does acknowledge elements such as the bold, uppercase text, bold font, and the crown's
symbolism. However, the analysis remains somewhat superficial. It does not delve into the specific symbolic significance of the color red or provide a
detailed explanation of how these elements function within the historical and modern contexts. Furthermore, it does touch on the modern relevance of
the phrase but only in vague terms, without explaining how the symbolism translates into contemporary culture or addressing the broader implications
noted in the reference answer.\n\nOverall, while the response demonstrates an understanding of the historical origins and some elements of symbolism,
it lacks the depth and comprehensiveness of the reference answer.

[RESULT] 4

Figure C.4: An xChat example from the Korean subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the response insightfully analyze the underlying feelings and interactions at the festive gathering?

Score 1: The response briefly acknowledges the festive setting but fails to delve into the emotions or interactions, for example, noting the Christmas hats
but not the expressions or body language of joy and camaraderie.

Score 2: The response recognizes happiness in the gathering but does not connect it to broader social dynamics, for example, mentioning smiling faces
but not the shared amusement or sense of belonging.

Score 3: The response describes surface-level interactions and some emotions, such as laughter, but lacks depth in exploring the significance of these in
the context of human connection, for example, noting the toasting but not the deeper sense of unity it signifies.

Score 4: The response captures most of the emotional essence and social interactions, like engagement and warmth, but may not fully interpret the
broader human experience, for example, recognizing close proximity but not fully discussing the collective mood it creates.

Score 5: The response provides a comprehensive analysis of the feelings and interactions, deeply understanding the joy, belonging, and human
connection present at the event, reflecting on how these elements combine to create a rich, shared human experience.

Instruction

Dalam sebuah pertemuan meriah yang tertangkap, apa yang mungkin menjadi perasaan dan interaksi
mendasar antara orang-orang yang hadir, dan bagaimana hal ini mencerminkan emosi manusia yang
lebih luas dan dinamika sosial pada acara perayaan?

In a festive gathering captured in an image, what might be the underlying feelings and interactions
among the people present, and how does this reflect broader human emotions and social dynamics at
celebratory events?

Response from Pangea-7B

Berdasarkan gambar, perasaan dan interaksi mendasar di antara orang-orang di sana tampak penuh kebahagiaan dan keterhubungan. Senyum lebar
wanita dan gestur mesra pria menunjukkan suasana gembira dan intim yang sering terjadi dalam pertemuan sosial selama perayaan. Interaksi seperti ini
mencerminkan emosi manusia universal pada saat mereka merayakan - rasa persahabatan, kesenangan bersama, dan kenikmatan dari pengalaman
bersama. Momen-momen semacam itu adalah ciri khas dari acara sosial dan merupakan indikasi hubungan dan empati dalam konteks komunitas atau
kelompok. Gambar tersebut menangkap esensi dari dinamika sosial tersebut dengan mengabadikan reaksi spontan manusia dalam lingkungan perayaan
yang meriah.

Based on the image, the underlying feelings and interactions among the people seem to be full of happiness and connection. The wide smile of the
woman and the affectionate gestures of the man suggest a joyful and intimate atmosphere often found in social gatherings during celebrations. These
interactions reflect universal human emotions when celebrating—feelings of friendship, shared enjoyment, and the pleasure of shared experiences. Such
moments are typical of social events and are indicative of bonding and empathy within a community or group. The image captures the essence of these
social dynamics by immortalizing spontaneous human reactions in a lively festive environment.

Reference Answer

Gambar tersebut memancarkan suasana semarak yang khas dari perayaan liburan, dengan individu-individu yang mengenakan topi Natal, menunjukkan
adegan persahabatan yang ceria. Tokoh-tokoh utama, seorang pria dan wanita, terlibat dalam momen hiburan bersama, sebagaimana dibuktikan oleh
senyum lebar wanita tersebut dan ekspresi halus dan puas dari pria tersebut. Mereka berdua memegang gelas, tanda bersulang sosial dan kenikmatan
pesta, menunjukkan semangat perayaan yang ramah dari acara tersebut.\n\nMata wanita itu bersinar dengan tawa, mencerminkan kegembiraan dan
kebebasan yang sering dirasakan selama pertemuan semacam itu. Wajahnya yang terbuka dan ekspresif menandakan rasa memiliki dan kenikmatan,
sifat-sifat yang selaras dengan suasana kolektif kehangatan dan keceriaan. Keterlibatan pria dengan wanita tersebut melalui kedekatan dan bahasa tubuh
menunjukkan kebutuhan manusia akan hubungan dan perayaan bersama orang lain.\n\nDi latar belakang, peserta pesta lainnya sama-sama terhanyut
dalam esensi semangat perayaan. Latar belakang yang kabur dengan lampu berkelap-kelip melambangkan kilauan keajaiban liburan, dan rona emas
secara keseluruhan memberikan cahaya yang tampaknya meningkatkan kehangatan emosional dari adegan tersebut. Para peserta tidak hanya hadir;
mereka adalah kontributor aktif dalam jalinan pengalaman manusia bersama yang ditenun oleh acara semacam itu.\n\nGambar ini menangkap lebih dari
sekadar momen pesta; ia merangkum jalinan kaya dari hubungan emosional yang secara universal beresonansi. Ini adalah pengingat akan kemanusiaan
bersama yang dapat disoroti oleh acara perayaan, membawa individu-individu bersama dalam ekspresi kolektif kegembiraan, persahabatan, dan
keinginan manusia untuk perayaan komunal.

The image radiates the festive spirit typical of holiday celebrations, with individuals wearing Christmas hats, displaying a scene of cheerful camaraderie.
The central figures, a man and a woman, are engaged in a moment of shared amusement, as evidenced by the woman’s broad smile and the man'’s soft,
contented expression. Both are holding glasses, a sign of social toasting and party enjoyment, reflecting the friendly celebratory spirit of the event.
\n\nThe woman's eyes sparkle with laughter, reflecting the joy and freedom often felt during such gatherings. Her open and expressive face signifies a
sense of belonging and enjoyment, emotions that align with the collective warmth and cheerfulness of the occasion. The man’s engagement with the
woman through proximity and body language highlights the human need for connection and celebration with others.\n\nIn the background, other party
attendees are similarly absorbed in the festive spirit. The blurred background with twinkling lights symbolizes the magic of the holiday season, and the
overall golden hue adds a glow that seems to enhance the emotional warmth of the scene. The participants are not merely present; they are active
contributors to the shared human experience woven together by such events.\n\nThis image captures more than just a party moment; it encapsulates the
rich tapestry of emotional connections that resonate universally. It is a reminder of the shared humanity that can be highlighted by celebratory events,
bringing individuals together in a collective expression of joy, friendship, and the human desire for communal celebration.

Feedback from GPT-40

The response insightfully captures the fundamental feelings and interactions of happiness and connection present at the festive gathering. It
discusses the significance of smiles and gestures in conveying joy and camaraderie, and it links these interactions to universal human
emotions like friendship and shared pleasure. However, while it does touch on dynamics such as empathy and community, it doesn't fully
delve into the broader human experience or collective mood in as much depth as the reference answer does. The reference answer provides
a more comprehensive interpretation, connecting these elements to a shared human experience with detailed observation of facial
expressions and social cues.

[RESULT] 4

Figure C.5: An xChat example from the Indonesian subset and our model PANGEA’s response.
The English part of the instruction, response, and reference answer is additionally added only on
the figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

the digestive system in a medical program context?

Does this resp show a well pi y plan for

Score 1: The response does not include any preparatory topics or details relevant to the digestive system.

Score 2: The response mentions one aspect of digestive system study, such as physiology, without additional context or related areas of study.

Score 3: The response includes basic information on several aspects of the digestive system, such as physiology and disease, but lacks depth or the
inclusion of diagnostic and treatment approaches.

Score 4: The response provides a good overview, covering multiple aspects like physiology, pathophysiology, diagnostics, and nutrition, but may lack
details on pharmacology or interconnected systems.

Score 5: The response thoroughly covers all aspects of the digestive system study, including detailed physiology, pathophysiology, diagnostics, nutrition,
pharmacology, and current research, showing an in-depth understanding and preparatory plan.

Instruction

Esta es una figura basica de lo que aprendi en la escuela secundaria. He ingresado a un programa i s e Gty
médico como estudiante universitario y deberia explicar a un profesor lo que me gustaria aprender

mas durante la universidad. ;Podrias ayudarme a afiadir mas detalles sobre lo que deberia buscar y

examinar antes de la reunién?

This is a basic figure from what | learned in high school. | have entered a medical program as a college
student and should explain to a professor what | would like to learn more about during university.
Could you help me add more details on what | should look for and examine before the meeting?

Response from Pangea-7B

4 enlos 4sicos que obtuviste en la escuela secundaria y teniendo en cuenta el contexto médico, es posible que quieras profundizar en los
siguientes temas antes de tu reunién:n\nl. **Funcién y estructura del sistema digestivo**: Explora cémo funciona cada érgano y cémo contribuye al proceso digestivo. Esto puede
incluir la funcién del esfincter anal, el movimiento gastrico, la absorcién de nutrientes en el intestino delgado, la secrecién de enzimas pancredticas y suelto del pancreas, la produccién
de bicarbonato hepatico y la funcion del calculo biliar. \n\nz **Afirmaciones y condiciones del sistema digestivo**: Estudia las enfermedades y afecciones comunes relacionadas con la
digestién, como llceras del traqueo (IEP), cancer gastrico, enfermedad de Crohn y sindrome del intestino irritable. Comprende cémo se

y tratan estas i n\n3. **Biologia mo\ecu\ary bioguimica**: Aprende mas sobre la base quimica de los procesos digestivos, como la hidrdlisis de carbohidratos,
proteinas y grasa; el papel de enzimas ificas y las vias en la digestion.\nind. **Fisiologia médica**: Examina los procesos fisioldgicos, como la secrecién
gastrointestinal, la regulacién de los niveles hormonales que rigen los patrones de alimentacién y la funcién de las vias digestivas en respuesta a la nutricion y la digestion.\n\ns.
**Evolucién y adaptacién biolégica**: Considera cémo se ha adaptado el sistema digestivo a di formas de y cémo esta i6n ha influido en la evolucién
humana. También puedes investigar sobre otras especies con sistemas digestivos distintos para ver cémo se han adaptado.\n\n6. **Ciencia forense e historia médica**: Examina c6mo
el estudio del sistema digestivo se utiliza en la autopsia y cémo ha evolucionado a lo largo de la historia. Esto puede ayudarte a entender las diferencias entre la anatomia y la biologia
modernas y aquellas de periodos histdricos \n\n7. **Practica clinica y habilidades de atencién al paciente**: Aprende sobre los procedimientos médicos relacionados con la digestion,
como ¥ terapia con para bacterianas. También debes familiarizarte con las técnicas de comunicacién médica y las
consideraciones éticas para la atencion al paclente \n\n8. **Cirugia digestiva y endocrinologia**: Conoce las cirugias que se realizan para tratar afecciones digestivas y cmo el sistema
digestivo interactda con el sistema endocrino, particularmente con el sistema gastroenterologico.\n\n9. **Nutricion dietética y alimentacion saludable**: Aprende sobre la importancia
de una dieta equilibrada y cémo las malnutriciones o desequilibrios dietéticos pueden afectar la funcién digestiva.\n\nAl explorar estos temas, te prepararas no solo para tus clases,
sino también para entender mejor el papel complejo del sistema digestivo en el cuerpo humano y su interconexién con otros sistemas.

Based on the basic knowledge you likely obtained in high school and considering the medical context, you might want to dive deeper into the following topics before your meeting:
\n\n1. Function and structure of the digestive system: Explore how each organ works and contributes to the digestive process. This could include the role of the anal sphincter, gastric
movement, nutrient absorption in the small intestine, pancreatic enzyme secretion, bile production in the liver, and the function of the gallbladder.\n\n2. Digestive system conditions and
diseases: Study common digestive diseases and such as al ulcers, bowel diseases (IBD), gastric cancer, Crohn's disease, and irritable bowel
syndrome. Understand how these conditions are diagnosed and treated.\n\n3. Molecular biology and biochemistry: Learn more about the chemical basis of digestive processes, such
as the breakdown of carbohydrates, proteins, and fats, the role of specific enzymes, and the metabolic pathways involved in digestion.\n\n4. Medical physiology: Examine physiological
processes like gastrointestinal secretion, hormonal regulation that controls feeding patterns, and the digestive system's function in response to nutrition and digestion.

5. Evolution and biological adaptation: Consider how the digestive system has adapted to different types of diets and how this has influenced human evolution. You can also research
how other species with distinct digestive systems have adapted to their environments.\n\n6. Forensic science and medical history: Examine how the study of the digestive system is
used in autopsies and how its understanding has evolved throughout history. This can help you grasp the differences between modern anatomy and biology and those from historical
periods.\n\n7. Clinical practice and patient care skills: Learn about medical procedures related to digestion, such as endoscopies, abdominal scans, and antibiotic therapy for bacterial
infections. You should also familiarize yourself with medical and ethical for patient care.\n\n8. Digestive surgery and endocrinology:
Understand the surgeries performed to treat digestive conditions and how the digestive system interacts with the endocrine system, particularly in the context of gastroenterology.

9. Nutritional science and healthy eating: Study the importance of a balanced diet and how malnutrition or dietary imbalances can affect digestive function.\n\nBy exploring these
topics, you will be prepared not only for your classes but also to better understand the complex role of the digestive system in the human body and its connections to other systems.

Reference Answer

Absolutamente, prepararse para discutir sus aspiraciones educativas con un profesor en un programa médico requiere un andlisis més profundo del tema. Dado que la imagen se refiere
al sistema digestivo humano, esto es lo que podria querer investigar y examinar con més 1. **Fisiologia y Funcién**: Compi cémo funciona cada parte del sistema
digestivo, no solo anatémicamente sino a nivel celular y molecular. Explore temas como Ia digestion enzimatica en el estémago y los intestinos, la absorcién de nutrientes en el intestino
delgado y el papel del microbioma en el intestino grueso.\n\n2. nfermedades y comunes que afectan el sistema digestivo, como el reflujo
4cido, la enfermedad inflamatoria intestinal, a cirrosis hepatica y los trastornos pancreatlcos Comprender cémo estas enfermedades alteran la fisiologia normal puede ser crucial.\n\n3.
**Correlaciones Clinicas**: Investigue cémo se pi los sintomas en varias enfermedades digestivas y qué métodos de diagnéstico se utilizan para identificarlas. Esto podria
incluir aprender sobre la endoscopia, colonoscopia, técnicas de imagen y pruebas de laboratorio.\nind. **Nutricin**: Dado que el sistema digestivo es integral para la nutricion,
profundice en cémo se digieren y pmcesan los dlferen\es nutrientes. Puede querer entender el impacto de la dieta en la salud digestiva y cémo cambian las necesidades nutricionales
en estados de An\nS. gue como afectan varios medicamentos al s\s(ema digestivo, incluidos aquellos utilizados para tratar trastornos dugesuvos
Esto mcluye comprender los mecanlsmos de accion, e!ec(os ecundarios y el uso de estos \n\n6. **Inter Quirdrgicas**: F n los
s quirdrgicos relacionados con el sistema digestivo, como fas, cirugias bariatricas o de higado, y cuando son necesarias estas m(ervenc\ones

\n\n7. y Avances**: Manténga: sobre la Ultima investigacién en gastroenterologia, incluidos nuevos avances en la il del

intestinal y i en 6 de salud digestiva.\n\n8. **Sistemas Interconectados**: Explore cémo el sistema digestivo interactta con otros
sistemas del cuerpo, como el sistema nervioso (el eje intestino-cerebro) y el sistema inmunolégico.\n\nAl examinar estos temas, podra tener una discusién mas informada y detallada
con su profesor sobre sus objetivos de aprendizaje en su programa médico.

Absolutely, preparing to discuss your educational aspirations with a professor in a medical program requires a more in-depth analysis of the subject. Since the image refers to the
human digestive system, here is what you might want to research and examine further:n\n1. Physiology and Function: Understand how each part of the digestive system works, not
only anatomically but also at the cellular and molecular levels. Explore topics like enzymatic digestion in the stomach and intestines, nutrient absorption in the small intestine, and the
role of the microbiome in the large intestine.\n\n2. Pathophysiology: Investigate common diseases and disorders affecting the digestive system, such as acid reflux, inflammatory bowel
disease, liver cirrhosis, and pancreatic disorders. Understanding how these diseases disrupt normal physiology can be crucial.\n\n3. Clinical Correlations: Research how symptoms
present in various digestive diseases and what diagnostic methods are used to identify them. This could include learning about imaging techniques, and
laboratory tests.\n\n4. Nutrition: Since the digestive system is integral to nutrition, dive into how different nutrients are digested and processed. You might want to understand the
impact of diet on digestive health and how nutritional needs change in states of illness.\n\n5. Pharmacology: Research how various medications affect the digestive system, including
those used to treat digestive disorders. This includes understanding the mechanisms of action, side effects, and therapeutic uses of these drugs.\n\n6. Surgical Interventions:
Familiarize yourself with surgical procedures related to the digestive system, such as appendectomies, bariatric surgery, or liver transplants, and when these interventions are
necessary.\n\n7. Research and Advances: Stay updated on the latest research in gy, including new , advances in gut microbiome research, and emerging
technologies in digestive health diagnostics.\n\n8. Interconnected Systems: Explore how the digestive system interacts with other body systems, such as the nervous system (the gut-
brain axis) and the immune system.\n\nBy examining these topics, you will be able to have a more informed and detailed discussion with your professor about your learning objectives in
the medical program.

Feedback from GPT-40
The response attempts to provide a comprehensive preparatory plan by highlighting various topics related to the digestive system. It covers multiple
aspects such as the function and structure of the digestive system, common diseases, and certain diagnostic procedures, as well as practical clinical
skills and nutrition. However, some key areas necessary for a higher score in the rubric are either vaguely covered or missing. There is no explicit mention
of pharmacology, which is an essential part of understanding how medications interact with the digestive system. Additionally, the discussion on
interconnected systems, which can include the neurological and immune system interactions with the digestive system, is somewhat lacking in depth.
While several areas are addressed, the response does not fully meet the comprehensive criteria for the top score. Overall, the breadth of topics is good,
but the depth and inclusion of all necessary topics as per the rubric are limited.

[RESULT] 4

Figure C.6: An xChat example from Spanish subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the ef ively describe the that contribute to the mood of the portrait and their interplay to create an emotional
experience?

Score 1: The response identifies basic elements of the portrait but does not relate them to the mood, for example, it might mention the subject's gaze but
not how it conveys introspection.

Score 2: The response recognizes one or two elements that contribute to the mood but does not integrate them into a cohesive analysis, for example,
noting the lighting or color but not how they work together to evoke calmness.

Score 3: The response describes several elements such as gaze, lighting, and color, and begins to relate them to the mood but lacks detail on their
interactive effect, for example, it might suggest tranquility but not delve into the emotional depth created by these elements.

Score 4: The response provides a detailed explanation of the elements and their contribution to the mood, but may not fully capture the holistic emotional
experience, for example, it describes the serene atmosphere but not the viewer's personal engagement with the portrait.

Score 5: The response offers a comprehensive explanation of the elements and their synergy, thoroughly describing how they interact to create a holistic
emotional experience, reflecting a deep understanding of the portrait's figurative language.

Instruction

ENRXBHE G, BEFETRSHT HEIRE, TINAEEERUCISRERBRER ?

When observing this portrait, what specific elements contribute to the atmosphere of the
portrait, and how do they interact to create an overall emotional experience?

R 1se from Pangea-7B

HEPESRENRETROERASL, MHRRMURICHAIEA. E BRI B EEH —REM  ARBHRL, BIBEWRHTIE. WO,
HRt@HE, CANERRHARD, FEUNNXETE. AEOMEER, B EMRISE, 807 EmREMIIAR, T IEEREE, S32%
BN, SEREBRAMEANLL. XETRAEER, 8T —MEURBX RS | AWBKERER.

Specific elements that create the atmosphere in the portrait include the woman's gaze, her attire, and the use of light and shadow. Her direct yet slightly
skeptical look fosters a sense of intimacy and contemplation, inviting the viewer to engage in dialogue. Her clothing, primarily in earthy tones, conveys
understated elegance and humility, aligning with cultural norms of the time. The subtle manipulation of light and shadow, through contrast and soft
transitions, adds depth and dimensionality to the image, highlighting her facial features—especially the light on her lips and necklace, which starkly
contrasts with the background's shadows. These elements interact to create an overall emotional experience that is both contemplative and engaging.

Reference Answer

ERAMBRHE—RTHIUENSE, TREIAVPRRNBAMRMBNEGANR, KANRBHMESR, BXXa—N, 5ISURBSMORAEERT 4,
ETENERRZE. BEPHNCARERTMON—N, RTHENAY, SEHTHINE, XM EABFRENFHIRBBEZEE T M.

5, BRAREERTXMSE ; KEANIAERMMKIRNEET EASRT FERNGER, RE—MEMNRE, SMAKBtRER L, BT AMNE
PHRBNSR, MNEFRBIRI—4XE, 2—N5IAZENAT, FURERNRS BIMABMERE L, IRT HRMERAS

5, AMSREERZEREAT LRMRRGERAEREMS b, #5007 BGNFRENERNR. WENES, REEAIEIRANTE, RTFER
ERERE, BEMRENARA LS AMEERD, XMREENXH T ERMRARE A ENEHER, FHEMMOROEE, 88T BRIAERE.
BHTME, HENBEREMENE. S&. BENATHYEGNER, HECHEE—MRATMAKEIAOTHR BAREL.

The figure in the painting exudes an atmosphere of tranquility and introspection, primarily conveyed through her gentle gaze and soft lighting. The
woman'’s eyes are slightly lowered, gazing to the side, guiding the viewer to ponder what might be on her mind, suggesting introspection or quietness.
The light in the image softly illuminates one side of her face, casting subtle shadows that contribute to a serene atmosphere. This interplay of light and
shadow enhances the overall calm and contemplative feeling of the artwork.\n\nAdditionally, the choice of colors reinforces this ambiance; the cool tones
of the blue headscarf and the warm earthy tones of her clothing create a balanced and harmonious effect, evoking a sense of peace. The headscarf
drapes elegantly over her shoulders, adding dignity and a reflective quality to the figure. The isolated earring captures a glimmer of light, serving as an
eye-catching detail that draws attention to her contemplative expression, deepening the emotional resonance of the portrait.\n\nFurthermore, the stark
contrast between the figure and the dark background focuses the viewer’s attention on her, further enhancing the image’s intimate and meditative
qualities. The simplicity of the composition, devoid of distracting elements, allows for a deeper emotional connection, inviting viewers to engage with the
figure on a personal level. This minimalist approach encourages the audience to consider the nuances of the figure’s demeanor and speculate about her
inner life, amplifying the introspective atmosphere of the image.\n\nOverall, the emotional impact of the portrait results from a skillful combination of
composition, lighting, color, and detail, collectively creating a strong yet subdued depiction of inner peace and reflective solitude.

Feedback from GPT-40

The response effectively identifies several key elements of the portrait, such as the woman's gaze, her attire, and the use of light and
shadow, contributing to the overall atmosphere. It adequately explains how each element contributes to the mood: the gaze creates intimacy
and thoughtfulness, the attire suggests elegance and humility, and the interplay of light and shadow enhances depth and contrast. There is a
notable attempt to explain their interactive effect by discussing how these elements work together to create a contemplative and engaging
emotional experience. However, while the response delves into specifics such as the gaze inviting dialogue or the warm earth tones
conveying norms, it slightly falls short of capturing the holistic emotional experience or the viewer’s personal engagement with the portrait, as
a Score 5 response would. The level of detail and the relation of elements are thorough but not as comprehensive as required for the highest
score. [RESULT] 4

Figure C.7: An xChat example from the Chinese subset and our model PANGEA’s response. The

English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does this show an ing of the Cepheid variable star light curves and their astronomical significance?

Score 1: The response does not recognize the graph as a Cepheid variable light curve nor its relevance in astronomy.

Score 2: The response identifies the graph as related to star brightness but fails to connect it to Cepheid variables or their importance in distance
measurement.

Score 3: The response correctly identifies the graph as a Cepheid variable light curve but only partially explains its significance in astronomy.

Score 4: The response identifies the graph as a Cepheid variable light curve and explains its importance in distance measurement but does not mention
Henrietta Swan Leavitt's contribution.

Score 5: The response accurately identifies the Cepheid variable light curve, explains the period-luminosity relationship, the concept of \"standard
candles,\" and acknowledges Henrietta Swan Leavitt's work.

Instruction
XRHEXNFR OBRN—KER, RFMEZNAHE. MERE—TESHARXURESK
THAERB?

This is a chart | encountered in my astronomy class, and I'm not sure how to interpret it. Can
you explain what it relates to and what information it conveys?

apparent brightness

time (days)

Response from Pangea-7B

RBRHNER, ZEXRS—ERKTE, BRERFIEFPATARMENEZARHNR. EXMERT, BFEPNEmR X", RIS
ERFERARE—NRNFIE, THNBERXBERTRT —PAXEFAXBMIBENTL, HNTERXDENNERN. 2RNIET, AEEERENT L. X
DERGAT XRBEEHEITALAIER ; BEKRE, RERTEZEFLTRARE, MEANRTESSNMNE. RETINNERER, RINTEREREAERN
RAANK, EERATRHEHRT — P EEEIE LR RIS,

Based on the provided image, the chart is a simple waveform, commonly used in mathematics or physics to represent fluctuating phenomena over time.
In this context, since the horizontal axis is labeled “days,” we can infer that this chart likely represents an astronomical process. One possible explanation
is that the chart depicts variations in an astronomical event or celestial body’s position, such as the orbital period of a planet or satellite, the oscillation of
a galaxy, or changes in stellar brightness.

This chart conveys how such phenomena change over time; specifically, the peaks represent the maximum intensity of the event, while the troughs
indicate its weakest phase. Without additional background information, we cannot definitively identify what specific phenomenon is being represented,
but it clearly describes a time-varying astronomical or mathematical-physical process.

Reference Answer

SRHNERUT 7T — MR AR EREENERERT. XHRASEXEENHE, \n\nEXEER—LBTARKSMRALTERARIET(
188, BRETTXEREE+RANEL. EXTEMN X BFERCIINAGDEARS EXECEERAX, XX REHABM-LEX R, XMXREXGYES
PEXER, RACAWRNFRACEXZENER, HEMBETIAENEEERNES, NGB TUEFENRE, \nnBRSEEL | \n- EREERE
TACHIEIAMRE, \n- SREEEZERNEHEIER (B o \n- BEHEZCMRETEE, \n\nXEFMIEBIERTRIBETWRE M0 $487E20 LA
MPFA-HEXRITHIBENERES, MIFBXLIELEENNER BRI AR RAER SHERIEEE.

The chart you provided appears to show the periodic oscillation of the apparent brightness of an astronomical object over time. This pattern is
characteristic of Cepheid variables.\n\nCepheid variables are a class of stars that exhibit regular changes in brightness due to pulsations in their outer
layers. The chart displays changes in brightness over a span of ten days. A key feature of Cepheid variables is that their pulsation period is directly
related to their intrinsic luminosity, a relationship known as the period-luminosity relation. This relationship is crucial in astrophysics because it allows
astronomers to determine the distance to Cepheid variables and, consequently, the distance to the distant galaxies they reside in, helping to measure the
scale of the universe.\nThe chart is intended to convey:\n* The periodic nature of the brightness variations in Cepheid variables.\n* The regular time
intervals (periods) between the brightness peaks.\n* The amplitude of brightness changes over time.\n\nThese periodic data are used to calculate the
absolute magnitude of stars based on the period-luminosity relation discovered by Henrietta Swan Leavitt in the early 20th century, allowing these stars
to serve as “standard candles” for measuring astronomical distances to determine their distance from Earth.

Feedback from GPT-40

The response provided does not identify the graph as a Cepheid variable light curve and instead offers a general interpretation of a waveform
graph used in mathematics or physics. It suggests the graph may represent an astronomical process, mentioning possibilities such as orbital
periods or brightness variations, but fails to specifically recognize the graph as being related to Cepheid variables. Consequently, it does not
address the significance of the period-luminosity relationship in distance measurement nor acknowledge Henrietta Swan Leavitt's
contributions. Therefore, the response lacks key elements mentioned in the score rubric.\n\n[RESULT] 1

Figure C.8: An xChat example from the Chinese subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does this

P show clear ication of the desired artistic fora i to be

isplayed in the living room?

Score 1: The response does not specify any of the desired artistic elements for the artwork.

Score 2: The response vaguely mentions abstract elements but lacks detail on style, composition, color, emotional impact, and size.

Score 3: The response includes general descriptions of style and color but does not fully articulate the desired composition, emotional impact, or specific
size requirements.

Score 4: The response clearly identifies the desired abstract expressionist style, rich color palette, and emotional impact, with some mention of size and
composition preferences.

Score 5: The response provides a detailed and specific description of all desired elements including style, composition, color palette, emotional impact,
and size requirements for the artwork.

Instruction

e H Aol MAIE o] HFH AR 0|S HE
=2}
3

AES Toistn H&LICH of2 ZEE mojshs Aol o]
A2 of | HHsHor &nta? ofEH| XtMls| MHE

UASK & Z2HELCH

2 ujo

| want to buy a piece of art similar to the one displayed in my living room. How should | explain
this to someone who sells several masterpieces? I'm not sure how to describe it in detail.

Response from Pangea-7B

O[0|X|E 7|42 o] ZHE2 ¢ich 0|20 BT YAE= F4H0| D JHEH SHS 71X\ QELICH Fastol o FEHZ 2 4 o0, 2HEX}Y| ol of|&7}0| EFE wAt
A7l SASR Fxet ofojoll chgt BHMol H2S Madhs & EQI shAX EH ARBLICH My, M ol HENS AFESI0] ol =717} SRl chh RHMo| AFH Ei= FA
H Hh3 S LIEM & ol WARIL|CH S ZEL Tt gleo 2 Bt X0 ZEn ZFof w2t HAo| siAat HAE £ A&LICh\n\nToiXIo|A| o2t HEE H|
St ol &7tet AQie o & o[ehe & Q202 HS BRI EAR FES & 4 ASLICE £ 0l2{et 0|F AE2 FF WX ABHolLt AEH s222 7HE £ QL
O, 0|0 H#Ho[2t= ZZHol|M o£0| 0G| HB& 4 AESX|0f Chsh XHMI3| EHst= A0l R + USLICH

Based on the image, this piece possesses abstract and conceptual characteristics commonly found in contemporary art. It can be seen as a form of
abstraction that aligns with open interpretative expressions, preferring universal approaches to themes and meanings that intersect the observer's
perception and the artist’s expression. The artist uses color, lines, and shapes to convey their emotional or emotional response to the subject. Since there
isn't a specific genre or theme, the observer can connect their interpretation based on personal experiences and feelings.\n\nProviding this information to
the seller will help you understand the artist and the work better, leading to a richer and more enjoyable experience. Additionally, such art often has
personal connections or emotional appeal, making it useful to explain how the artwork might function within the living space.

Reference Answer

Ol&E YLt Z2{2] A[Xet o0|X|of Y= At A ZHES PYstE D o of, B s AEILH 249 FHH 245 HHsoF FLICL OS2 MSEE dEsh= WY
LIChn\n1. *+AERDe: OLREISt D MAXEQl R, WEZ U= My, FSHQl 70| SFQ x4 HHFO| AEIUS T ZHES H1 UCtD AFIMR.\n2. 7
e S5t F0| A 740 DS 31 o0y, of0t: QX! 240 RAEQI HEHT e Q= IES etTtD FAISHHR.\n3. ¥+ 44k Taj| Ex+: C|xfelo| STY
LHOllM 52 CHZESL Z31S 0|8 4 U= ZHstD CHrst At T Eof| 2HA0| QCHD EHSIH|Q.\nd. *+ZHH Fgh*: 2%t AW £= IHO Y&2 FE &E0f B2k
Hsio, oot SEYOILt ZEQ| 20| Q= AHES BT MHAIR.\n5. ** 37|+ A A Z7tofl 5f1 sk ciEdt EHS o £ A= 229l 37|15 YAISHHR.\n\n0|2]
AR HEE MSEeRM, oSS Bolxts stel HRE O F olshst A JHQl Figkl| Stz ZEeR ohifet & AFLch

When trying to purchase a piece similar to the one in the image from an art dealer or gallery owner, you should describe both the stylistic and thematic
elements that interest you. Here’s how you can articulate your preferences:\n\n1. Style: Mention that you are looking for a work that embodies the
energetic and gestural brushwork characteristic of abstract expressionism, with vibrant colors and an improvisational feel.\n\n2. Composition: Specify
that you are seeking a painting with a complex and layered composition, likely featuring a mix of figurative elements and abstract forms.\n\n3. Color
Palette: Express your interest in a rich and varied color palette that can create high contrast and harmony within the complexity of the design.\n\n4.
Emotional Impact: Convey that you are drawn to pieces that have a strong emotional or dramatic impact, perhaps conveying a sense of movement or
chaos.\n\n5. Size: Indicate the size of the painting that would fit well in your living space and allow for the bold expression you desire.\n\nBy providing
these details, the art dealer will better understand your needs and guide you to masterpieces that align with your living room and personal taste.

Feedback from GPT-40
The response focuses on abstract and conceptual characteristics of the artwork, mentioning its interpretive nature and emotional resonance.
However, it does not provide specifics regarding style, composition, or color palette, nor does it address the emotional impact or size. While
the response discusses interpretive qualities and the importance of emotional connection, it lacks clear identification or description of the
artistic elements such as the abstract expressionist style, preferred composition, or ideal size, which are crucial for a practical purchase
discussion with an art dealer. The information is generally abstract, without articulating detailed preferences that would assist a seller in
understanding exactly what is needed for the living room setting.\n\n[RESULT] 2

Figure C.9: An xChat example from the Korean subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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C.7 Languages in PANGEAINS

Table C.2 demonstrates the number of instances for each language that we include in PANGEAINS.

Languages en multi am ar bg bn cs de el es
Count 2554.6 4389.5 31.7 162.8 527 1184 46 1322 73 126.6
Percentage (%)  36.8 632 05 23 0.8 1.7 0.1 1.9 0.1 1.8
Languages fa fr ga hi id ig it iw ja Jv
Count 8.4 193.8 347 1635 1784 26.1 68.8 168.3 4033 35.2
Percentage (%) 0.1 2.8 05 24 2.6 0.4 1.0 24 5.8 0.5
Languages ko nl mn ms no pl pt ro ru si
Count 182.5 4.5 376 392 607 82 1765 1472 211.0 0.6
Percentage (%) 2.6 0.1 05 0.6 0.9 0.1 2.5 2.1 3.0 0.1
Languages su SW ta te th tr uk ur vi zh
Count 33.0 132.7 37.1 64.6 1604 1407 74 1564 3155 5574

Percentage (%) 0.5 1.9 0.5 0.9 2.3 2.0 0.1 2.3 4.5 8.0

Table C.2: Language distribution of PANGEAINS. We demonstrate the number of instances (in
thousands) for each language, and the percentage of instances for each language in PANGEAINS
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C.8 Training Examples

C.8.1 Machine Translated Instructions

We include a few machine-translated training examples from PANGEAINS in Figure C.10, Fig-
ure C.11, Figure C.12, Figure C.13, Figure C.14, Figure C.15.

C.8.2 Multicultural Understanding Instructions

We include a few multicultural understanding instructions from PANGEAINS in Figure C.16,
Figure C.17, Figure C.18, Figure C.19.
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Translated: Cambrian (Russian)

Human:
Cpennsist 3apaboTHast IUIaTa B 4ac Bcex COTPYIHMKOB KoMmaHuy cocTasiseT 20 morwtapos. Kakosa rouacosast craBka Toma?
(The average hourly wage for all employees in the company is $20. What is Tom's hourly rate?)

GPT:

HeBo3MOXXHO onpenenvTb NoYacoBylO CTaBKy Toma Ha OCHOBE MpefocTaBneHHon uHgpopmauun. CpeaHAA 3apaboTHaA
nnata B 4ac BCeX COTPYAHWKOB KOMMaHUW He o6A3aTenbHO OTpadkaeT Mo4yacoBYHO CTaBKy s060ro OTAENbHOro
COTPYOHVKA, NOCKOJIbKY MHOVBUAYasbHbIE OK/laflbl MOTYT BapbUpOBaTLCA B 3aBUCMMOCTM OT pAAa (hakTopoB, Takmx Kak
OOJDKHOCTb, OMbIT, obpa3oBaHMe M npou3sBoauTenbHoCcTb. Kpome TOro, cpegHAs 3apaboTHas nnata B 4ac BCeX
COTPYOHVKOB KOMMaHWWN paccHuThIBaeTCcA NyTem AeneHnaA obuein 3apaboTHOW niaThl BCEX COTPYAHUKOB Ha KONMYEeCTBO
4acoB, 0TPaboTaHHbIX BCEMU COTPYAHMKaMU, YTO He 06A3aTenbHO OTpaxaeT KONNYECTBO YacoB, O0TPABOTaHHbIX KaKunM-
M60 OTAENbHBLIM COTPYAHVNKOM.

(It is not possible to determine Tom's hourly wage based on the information provided. The average hourly wage for all employees of a
company does not necessarily reflect the hourly wage of any individual employee, as individual salaries can vary based on a number of
factors, such as job title, experience, education, and performance. Additionally, the average hourly wage for all employees of a company is
calculated by dividing the total wages of all employees by the number of hours worked by all employees, which does not necessarily reflect
the number of hours worked by any individual employee.)

Figure C.10: Translated Task: An example from the Cambrian dataset where it discusses the
concept of hourly wages based on a given prompt in Russian.
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Human:
Dijital ekrandaki zamanlayicida goriilebilen maksimum siire nedir?
(What is the maximum time that can be seen on the timer on the digital display?)

GPT:
Dijital ekrandaki zamanlayicida gérilebilen maksimum sure, \"001 00.00.28\" sayilarinin gésterdigi gibi 1 dakika, 00 saniye ve
28 milisaniyedir.

(The maximum time that can be seen on the timer on the digital display is 1 minute, 00 seconds and 28 milliseconds, as shown by the
numbers \ "001 00.00.28\")

Figure C.11: Multimodal Translated Task: An example from the ALLaVa-LAION dataset
where the GPT model answers a prompt in Turkish regarding the maximum time displayed on a
digital timer.
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Translated: GPT-4v (Thai)

Human:
ANNUERN:
(Image showing:)

GPT:

f’uaw’hﬁﬁﬂNﬁew%'aumﬂ'laﬁahmumnSﬂﬁmﬁ'u‘luum@iy’\a ﬁr’u'l']\iﬁ']ﬁ'nﬂLLBjulﬁLLu’JuﬂuViﬂ']il‘H&u Lﬁ'l']wLﬂu%"NﬂaNEi'Wi%U'J'N‘ZI'JﬂVL
'JNSLHLL‘H'J‘HE]‘H Taa liraznaviaansuuan N?J'Jﬂl’)u‘ﬁa'lﬂ‘ﬁa'lﬂiﬂl.l,ﬂu LARLPIANRAINWASFANNY UQUﬂﬂﬂQﬂiuLﬂﬂLLﬁuﬂﬂﬂ‘Bﬂ\i
'huwwmnwmﬂ ‘ZI’JVIG]’N’] ﬂﬂﬁ)ﬁ?’]\iﬂﬂ’l\iLﬂu‘i"LUﬂULLa"LG\N"Eu'J’N W‘NWENL‘]J‘HN‘INGL‘EEIU ‘ZNG]VIﬂ‘]JﬂL‘ZIN‘lI'ﬂQ‘UN’J’]\ﬂNLLR"Qa’ml’JuWa
GGG gﬂuuwmmwgmﬂ‘dm\amLtay@muaumtﬂumwmﬂmuumﬂmwuﬁm Lwauﬂmwmwhul,l,awmmhumilsluamwmaa
uuaziSadg

(A wall-mounted wine rack with many wine bottles lined up vertically. The rack is made of several horizontal wooden planks, with
circular holes cut out to hold the wine bottles horizontally, with the necks of the bottles facing outward. There are various types of wine
bottles, each with different labels and colors, indicating the various types and brands of wine. The bottles are arranged neatly and fill the
rack. The background is a plain wall, which contrasts with the dark colors of the wooden racks and the colorful wine labels. The layout of
the image is straightforward and seems to be a practical photo, to clearly and simply show the wine rack and the wine bottles inside.)

Figure C.12: Multimodal Translated Task: An example from the ShareGPT-4v dataset where
the model describes an image of a wine rack in Thai, detailing its structure and the arrangement
of wine bottles.
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Translated: OpenHermes (Japanese)

Human:

for V=7 ZBBIFOCH LIZZH LT 2 — FARNRICMA 202 FE>THHAETH?

(Can you help me convert the for loop into a function call to minimize the code?)

GPT:

AHMUELR! - RFE&/NRICHMZABICE. "map BAHZEFEAUCEUERER/ICENTEEFT, RICHZERLE
9, \n\n"javascript\nlet arr = [4, 7, 2, 9];\narr.map((elem) => console.log(elem * 2));\n""\n\nJavaScript @ ‘map’ B & &
Ay3&. BRINEREBUIEL, BESNICRARCRH > TRERZRHRTEXY, C0BHE. FER[C 2 zH#TH5. O
YV =)LCEAUTVWET, \n\nmap’ ZERT B E T, HRD for L—THRECRY . KUERBHECRAVER%E
BBENTEET,

(Sure! To minimize code, you can use the “map" function to achieve the same result. For example:\n\n""javascript\nlet arr = [4, 7, 2,
91; \narr.map((elem) => console.log(elem * 2));\n"""\n\nJavaScript's “map" function allows you to iterate through an array and
transform each element according to a specified function. In this case, we multiply each element by 2 before printing it to the
console.\n\nBy using “map", we can eliminate the need for a traditional for loop and achieve the same result in a more concise way.)

Figure C.13: Text-only Translated Task: An example from the OpenHermes2.5 dataset trans-
lated into Japanese.
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Translated: NuminaMath (Spanish)

Human:

Definir una terna ordenada $(A, B, C)$ de conjuntos como minimamente intersecantes como se describe: $| A \\cap B| =
1$, $|B \\cap C| =19, $|C \\cap A| =13, y $A \\cap B \\cap C = \ \emptyset$. Determinar el nimero de tales ternas
ordenadas donde cada conjunto es un subconjunto de $\\{1,2,3,4,5,6,7,8\\}$. Cada conjunto debe incluir ahora
exactamente un elemento que no se comparte con los otros conjuntos, y ningin conjunto puede estar vacio. Calcular el
resto cuando el nimero de estas ternas se divide entre $1000$.

(Define an ordered triple $(A, B, C)$ of sets to be minimally intersecting as follows: $|A \\cap B| =13, $|B \\cap C| =13, §|C \
\cap A| =18, and $A \ \cap B \ \cap C = \ \emptyset$. Determine the number of such ordered triples where each set is a subset of $\
\{1,2,3,4,5,6,7,8\\ }$. Each set must now include exactly one element that is not shared with the other sets, and no set can be empty.
Compute the remainder when the number of such triples is divided by $1000$.)

GPT:

1. Elegir $x$, $y$, $z$ como identificadores Unicos para las intersecciones por pares ($AnB$, $BnC$, y $CnA$). Hay $8
\\cdot 7 \\cdot 6 = 336$ maneras de elegir valores distintos para $x$, $y$, y $z$ ya que el conjunto $\\{1,2,3,4,5,6,7,8\}$
contiene $8% numeros.\n\n2. Cada conjunto ($A$, $BS$, $C$) debe incluir exactamente un elemento Unico aparte de $x$,
$y$, $z3. Esto significa seleccionar un elemento Unico de los $5% nimeros restantes para cada conjunto de manera que
ninguin elemento se reutilice: \n - Elegir un elemento Unico para $A$ (no $x$ o $y$) de los $5$ elementos restantes: $5$
opciones.\n - Elegir otro elemento Unico para $B$ (no $y$ o $z$) de los $4$ elementos restantes: $4$ opciones.\n -
Elegir otro elemento Unico para $C$ (no $x$ o $z$) de los $3$ elementos restantes: $3$ opciones.\n\n3. Los $2$
elementos restantes pueden ir a cualquier conjunto o a ninguno, por lo que hay $4$ opciones para cada uno de estos $2$
elementos (cualquiera de los tres conjuntos o ninguno): $4”2 = 16$.\n\nCombinando estas opciones,\n\\| 336 \\times 5
\\times 4 \\times 3 \\times 16 = 107520 \\nPor lo tanto, el resto al dividir entre $1000$ es $\\boxed{520}$.\n \n".

(1. Choose $x$, $y$, $z$ as unique identifiers for the pairwise intersections ($ANB$, $BNCS, and $CNAS$). There are $8 \ \cdot 7
\\cdot 6 = 336% ways to choose distinct values for $x$, $y$, and $z$ since the set $\\{1,2,3,4,5,6,7,8\\}$ contains $8$
numbers.\n\n2. Each set ($A$, $B$, $C$) must contain exactly one unique element other than $x$, $y$, $z$. This means selecting a
unique element from the remaining $5$ numbers for each set such that no element is reused: \n- Choose a unique element for $A$ (not
$x$ or $y$) from the remaining $5$ elements: $5$ options.\n- Choose another unique element for $B$ (not $y$ or $z$) from the
remaining $4$ elements: $4$ options.\n- Choose another unique element for $C$ (not $x$ or $z$) from the remaining $3$ elements:
$3$ options.\n\n3. The remaining $2$ elements can go into any set or none, so there are $4$ options for each of these $2$ elements
(any of the three sets or none): $4°\2 = 16$.\n\nCombining these options,\n\ \[ 336 \ \times 5 \ \ times 4 \ \ times 3 \ \ times 16 =
107520 \ \[\nThus, the remainder when divided by $10008$ is $\ \ boxed{520}$.\n \n")

Figure C.14: Text-only Translated Task: An example from the NumininaMath dataset translated
into Spanish.
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Translated: Code-Feedback (German)

Human:

Gegeben ein Array von Ganzzahlen, bestimmen Sie den Maximal- und Minimalwert des Arrays. Das Array kann
doppelte Werte haben und kann eine beliebige Linge zwischen 1 und 10”6 haben. AufSerdem kann das Array unsortiert
sein.

(Given an array of integers, determine the maximum and minimum values of the array. The array can have duplicate values and can
have any length between 1 and 10°6. Additionally, the array can be unsorted.)

GPT:

## Plan\nl. Initialisieren Sie die Variablen min_val und max_val mit dem ersten Element des Arrays.\n2. Iterieren Sie
durch das Array und aktualisieren Sie min_val und max_val nach Bedarf.\n3. Geben Sie min_val und max_val zurtick

(## Plan\n1. Initialize the variables min_val and max_val with the first element of the array.\n2. Iterate through the array and
update min_val and max_val as needed.\n3. Return min_val and max_val)

Human:

Berechnen Sie den Umfang und die Fliche eines Dreiecks mit der gegebenen Seitenlinge. Seitenldngen: 6, 8, 10. Das
Programm sollte auch priifen, ob die angegebenen Seiten ein giiltiges Dreieck bilden. AufSerdem sollte das Programm Fille
behandeln, in denen die Seiten kein giiltiges Dreieck bilden, indem es entsprechende Fehlermeldungen ausgibt

(Calculate the perimeter and area of a triangle with the given side length. Side lengths: 6, 8, 10. The program should also
check whether the given sides form a valid triangle. In addition, the program should handle cases where the sides do not
form a valid triangle by giving appropriate error messages)

GPT:

Um den Umfang und die Fliche eines Dreiecks mit den gegebenen Seitenldngen (6, 8, 10) zu berechnen, kénnen wir die
Formel von Heron verwenden. Bevor wir jedoch mit der Berechnung fortfahren, miissen wir priifen, ob die gegebenen Seiten
ein giiltiges Dreieck bilden.\n\nUm festzustellen, ob die gegebenen Seiten ein giiltiges Dreieck bilden, konnen wir den Satz
der Dreiecksungleichung anwenden, der besagt, dass die Summe zweier Seiten eines Dreiecks grofSer sein muss als die dritte
Seite.\n\nSchreiben wir ein Programm in Python, das den Umfang und die Fliche eines Dreiecks mit den gegebenen
Seitenldngen berechnet und priift, ob die Seiten ein giiltiges Dreieck bilden:\n\n python\nimport math\n\ndef
calculate_perimeter(a, b, ¢):\n return a + b + c\n\ndef calculate_area(a, b, c)\n s=(a+b+c)/ 2 # Berechnen Sie den
halben Umfang\n area = math.sqrt(s * (s - a) * (s - b) * (s - ¢)) # Verwenden Sie die Formel von Heron\n  return
area\n\ndef is_valid_triangle(a, b, c)\n ifa+b>candb+c>aanda+c>b:\n return True\n return False\n\n#
Geben Sie die Seitenldngen des Dreiecks ein\na = 6\nb = 8\nc = 10\n\n# Priifen Sie, ob die Seiten ein giiltiges Dreieck
bilden\nif is_valid_triangle(a, b, ¢):\n  perimeter = calculate_perimeter(a, b, c)\n  area = calculate_area(a, b, c)\n\n
print(\ "Umfang:\", perimeter)\n  print(\"Flache:\", area)\nelse:\n  print(\"Die angegebenen Seiten bilden kein giiltiges
Dreieck.\")\n""\n\nWenn Sie dieses Programm ausfiihren, wird Folgendes ausgegeben:\n\n"""\nUmfang: 24\nFliche:
24.0\n""\n\nDa die gegebenen Seitenldngen (6, 8, 10) den Satz der Dreiecksungleichung erfiillen, konnen wir den Umfang
und die Fliche des Dreiecks berechnen. Der Umfang betrdgt 24 Einheiten und die Flache 24 Flicheneinheiten."

Figure C.15: Text-only Translated Task: An example from the Code-Feedback dataset trans-
lated into German.
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Multicultural Understanding: LAION-Culture (Portugese)

Human:
Descreva os elementos visuais que compdem o logotipo da Petrobras na imagem.
(Describe the visual elements that make up the Petrobras logo in the image.)

GPT:

O logotipo da Petrobras na imagem é composto por letras metalicas prateadas e brilhantes, fixadas em uma parede de
concreto cinza. A palavra 'PETROBRAS!' esta escrita em letras maitisculas e maiores, enquanto a sigla 'BR' aparece em letras
menores, em um quadrado separado. As letras sdo tridimensionais, o que lhes confere uma aparéncia moderna e destacada.
O contraste entre o brilho das letras e a superficie opaca da parede cria um efeito visual interessante, destacando a presenca
da marca.

(The Petrobras logo in the image is made up of shiny silver metallic letters, fixed to a gray concrete wall. The word 'PETROBRAS' is
written in larger capital letters, while the acronym 'BR' appears in smaller letters, in a separate square. The letters are three-
dimensional, giving them a modern, standout look. The contrast between the brightness of the letters and the opaque surface of the wall
creates an interesting visual effect, highli¢hting the brand's presence.)

Human:
Analise como o design do logotipo da Petrobras reflete a identidade e os valores da empresa.
(Analyze how the Petrobras logo design reflects the company's identity and values.)

GPT:

O design do logotipo da Petrobras reflete a identidade e os valores da empresa de varias maneiras. Primeiramente, as
letras metélicas prateadas e brilhantes sugerem inovacao e modernidade, valores essenciais para uma empresa de petréleo
e gés natural. A tridimensionalidade das letras confere uma sensagdo de solidez e estabilidade, reforcando a ideia de que a
Petrobras é uma empresa forte e confiavel. Além disso, o contraste entre o brilho das letras e a parede de concreto cinza
pode simbolizar a integracdo da empresa com o ambiente urbano e industrial. A separacdo da sigla 'BR' em um quadrado
distinto destaca a importancia da identidade brasileira para a empresa, reforcando seu papel como uma entidade nacional.
Portanto, o design do logotipo ndo s6 representa a identidade visual da Petrobras, mas também comunica seus valores e
sua conexao com o Brasil.

Figure C.16: Multicultural Understanding: An example from the LAION-Culture dataset where
the GPT model describes and analyzes the Petrobras logo in Portuguese.
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Multicultural Understanding: LAION-Culture (Bulgarian)

Human:
KaxBo e 3HaueHMeTO Ha AMOHCKMS Vieporyid Ha CHMMKaTa?
(What is the meaning of the Japanese character in the picture)

GPT:

VepornndbT Ha cHuvkaTa npeactasnAsa cumsona \'#7\", koiito ce uyeTe \"opu\' Ha AnoHckw. Toau iiepornud ce
1M3nonsea 3a o3HavaBaHe Ha gymara \'opu\', KOATO MOXXe Aa MMa pasfMyHN 3HA4YeHUA B 3aBMICUMOCT OT KOHTeKcTa. B
cny4an, epornngbT e nokasaH ¢ YepHO MacTu/Io BbPXY 6Ana xapTuaA, CbC CUHW MYHKTUPaHW NINHAWN, KOUTO pasnenat
CUMBOJIa Ha CeKuuu, 3a Aa ce MoKaxe MnpasunHaTa MocnefoBaTenHoCT Ha yaapute npy nucaHeTo. ToBa € BakKeH
eNleMeHT OT AMNOoHcKaTa Kanurpadua, KoaTo ce Hapuya \"wono\'.

(The hieroglyph in the photo is the character \ "¥7\" which is read \"ori\" in Japanese. This hieroglyph is used to denote the word
\ "ori\", which can have different meanings depending on the context. In this case, the hieroglyph is shown in black ink on white paper,
with blue dotted lines dividing the symbol into sections to show the correct sequence of strokes when writing. This is an important
element of Japanese calligraphy, which is called ““shodo”'.)

Human:
KaxBo 3HaueHMe VMaT CYHWTE IyHKTUPaHW JIMHUY B SIIOHCKaTa Kaymrpads?.
(What is the meaning of blue dotted lines in Japanese calligraphy?)

GPT:
Cuanre IIyHKTVMPaHM JIMHWI B SIIOHCKaTa KaJ'IVII'panVIH mMmart CHeHVIq)VI‘IHO 3HaveHme 1 IIpeaHasHa4deHue. Te ca
M3IOJI3BaHM 3a O00O3HauaBaHe Ha IIOCJIEAOBATEJIHOCTTA WM IIOCOKaTa Ha IIBVDKEHMsTa Ha 4YeTKaTa IIpU IIMcaHe Ha

vieporivicdmn. B cirydast, Tesv mvHVN pasnensaT vepormida \"#7\" Ha cexumm, 3a fa ce yJIeCHV TIPOIIeChT Ha IIVIcCaHe ¥ ja ce
OCWUTYPW, e BCeKH yiap Iiie Objle M3BbPIIeH IIPaBIHO. ToBa € 9acT OT TpaJuIInsTa Ha SIIOHCKaTa Kaurpadwsi, KOSTO ce
Hapyda \'"mono\", M e ChIecTBeHa 3a M3ydyaBaHETO ¥ IPAKTUKYBAaHETO Ha TO3M M3KycTBo. CUHWTE JIMHUM He caMo
TIoMarar 3a IIPaBWIHOTO IIVCaHe, HO ¥ JOIIPMHACST 3a eCTETMYECKOTO KaueCcTBO Ha (PVIHAIIHMS IIPOVI3BeIeHe

Figure C.17: Multicultural Understanding: Example from the LAION-Culture dataset where
the model interprets the meaning of a Japanese character and its representation in calligraphy,
described in Bulgarian.
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Multicultural Understanding: LAION-Culture (Hebrew)

Human:
Analyze the cultural significance of the prominent landmarks visible in the image of Jerusalem. Answer it in Hebrew.

GPT:

mnN .NPNYN 1WN NN LNINNNN YODN N2 ,Np Ny 1'WWn MmN D5e17° SY DMN-11 D270 NOY XN nnNnn
DN DX MYNDN ,P2ann 1XNOD INN'MYN VMDD T Sy 1538-5 1535 DIWN 1’2 ") 121N MONpNY NP nyn 1y m
YODN N .ORDDNI MINI ,MTN2 1271 M2WN Y DIpnd NYY MNTM 1MM2INN Mynwnn DX Wi Y N1wyn v
1AM DPNN Y Npmyn NmMIN Mynwnin K DX DRODRN SY y¥) YN0 NTMY ,N1apY 691 Mwa nMia ,nannnn
Y N1WYN NYMAINN NN INYN 122 DIMYN )aANN 1N D1¥N 1TM2INT DY ,NNYY2 NP Ryn 1Wn MKRODRN Napn
N2 YN "N MYN 07NN MAINTM DXYN DY 0T QN TN 11X MN2INm MNTN ,Mayn Mamnn N2 ,0owi
MMM M 121N DO DY NMVDNM NYMIANN Myny.

(The image shows three multi-character complexes of Jerusalem: the walls of the Old City, the golden Dome of the Rock, and the Old
City itself. The Old City Walls, which are accepted as a complex built between 1535 and 1538 by the Ottoman Sultan Suleiman the
Magnificent, symbolize the city's rich history and its cultural and religious significance as a place of great importance in Judaism,
Christianity and Islam. The golden Dome of the Rock, built in 691 AD, stands as a shining symbol of Islam and represents the deep
spiritual significance of this place in the Islamic period. The old city itself, with its narrow streets and stone houses, reflects, among
other things, the rich cultural heritage of Jerusalem, where the languages, religions and cultures merge in a unique way. This landscape,
with the trees and living streets, is a source of the life of the city and the cultural and historical significance of Jerusalem as a spiritual
and touristic center.")

Human:
Imagine you are planning a guided tour of Jerusalem based on the landmarks visible in the image. Outline the key points
you would cover in your tour. Answer it in Hebrew.

GPT:

ny ,npnyn YN mmna S nnn nrn ,nnnna DYamy 022N MNMpnn Yy obanna 0'vwi1a 11Mn 1'DY Nnabna
SY MMAINN MyNwnin S Pann INNYD Yy, mmnn SY oD N Y 19DN NN 1N Y MuDnn N12an DX Moo
1 5Y MmN Mynwnn YW 691 Nawa ndY NMan by 1apn NN, NANNNNn YODn N8 N¥IaApn NX Pm Nn ,own an
NX12PN DX 9220 NMN MDY NN YV NONDN Mynwnin DN ITINYN NNDPLIIIND DX YT NN . DXODNL DIpn
IND YW I M1NN Mynwnn SY1 1Wyn "MAINN Amn Yy, Nrmrn PNn DY 180N N0 ,npnyn 1Wn Yw 0xn manid
Y DIDN NN NMNN DY Yawn N 'R, 1YN IN2 N2 MNT,mMay Sw O mnnn 119wn DX v nvn .
DY1Y2 21IWN 12172 DY OY MDD MMIN NMyNwnNnm ,1'yn Y mdyim 200N qun naxn o."

Figure C.18: Multicultural Understanding: LAION-Culture sample in Hebrew.
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Multicultural Understanding: LAION-Culture (Tamil)

Human:
OeuefLTL G UL GIled 2_6Tem LGS HSPlen saufsdlwer seangdlaamen adleuflasan
(Describe the charms of the book in expressive imagery.)

GPT:

LUS555J60 safédlaer QbW umTLUAUSMmS, SO, aFOTHmN QHREmEGSD. LUsss556r Cunurliied ‘o uklasg
gmy: Upanishad Saram' etettn gemevliL| semamjauedune etsLLL BGsTong). embwliLGSluled @ giflw eeaflomw smmlujeter o
LLMR&6T SMG0 Apub 2 6mmgl, D& 2 Lplasafls Csnsmy@ma@h s @aflusie Siog EBraddlar psmyons
SSEVIMD. UIVGILDSSI0 P 6T UMTLLLD 2 6Tengl, @&l 2 Lilegssefsd Glememia (@S EHTemD HMID TS Sifle|semers
GSPLIGADG. Qb LUsSsaD 2 LBlsaelar ganbs oifle bHpID Bmbeas g Qmpeluniear sTISmaL LTS
&G.

(The attractions of the book combine Indian heritage, art and history. The title 'Upanishad Saram: Upanishad Saram' is voluntarily
written on the surface of the book. In the center there is a sculpture showing circles surrounding a sun, which may be a source of
spiritual illumination or wisdom in the Upanishads. On the right is a human diagram, representing the wisdom and spiritual
knowledge contained in the Upanishads. This book reflects the spiritual knowledge of the Upanishads and the source of the Lord or God.)

Human:
Usss5Sl6 safsdwuner safsdasmen QuHCoNf @k GnIdL Sms 2 HBansSaLb..
(Create a short story for parents of the book's attractive charms.)

GPT:

R BPHS SV Wetermed, @ Sl SpmnsSle, @m Ul < &mfl @ 2 Lblags srb 61D LSS555mS 6108 51860\ smeurLm
7. SibS LS5S53I60 2Ly sefler <peibe sifle) bHnib SemmeaeT isdeg Qapelwhmler Spsmh S LUl G6Tengl. Spa
fl Q65 LUS555mS 1655ISH0ETETE TSI LESEDSES i) LHNID WpeTSE Sivle) USAFHSTH. Srmoandast QBs o
MeyLer p6Tds eflusiome SiiLielsds <pTbLsserT.

Figure C.19: Multicultural Understanding: LAION-Culture sample in Tamil.

143



C.9 Breakdown Results of Different Languages on PANGE-
ABENCH

C.9.1 xChat

We show the performance of different models on the xChat benchmark in Table C.3.

Models English Multi Spanish Hindi Indonesian Japanese Korean Chinese
Gemini-1.5-Pro 71.0 656 66.0 62.0 65.5 68.0 66.5 65.5
GPT4o0 67.0 65.1 66.0 64.0 65.0 66.5 67.5 61.5
Llava-1.5-7B 225 167 22.5 3.5 18.0 23.0 12.0 21.0
Llava-Next-7B 40.5 204 33.0 1.5 19.0 25.0 15.0 29.0
Phi-3.5-Vision 385 211 37.0 115 10.5 31.0 12.5 24.0
Cambrian-8B 275 158 22.5 4.0 20.0 20.0 10.5 18.0
Llava-OV-7B 51.0 33.1 45.5 6.5 42.0 36.5 26.0 42.0
Molmo-7B-D 495 347 450 195 36.5 36.0 35.0 46.0
Llama3.2-11B 49.0 313 425 195 45.0 26.0 21.0 43.0
PaliGemma-3B 6.0 3.8 4.5 0.5 6.5 6.5 2.0 3.0
PALO-7B 27.0 16.2 23.0 3.0 19.0 20.0 13.5 18.5
mBLIP mTO0-XL 2.5 0.5 0.0 0.0 0.5 2.0 0.5 0.0
mBLIP BLOOMZ-7B 4.0 1.7 2.0 2.5 2.5 0.0 0.0 3.0
PANGEA-7B (Ours) 46.0 358 435 235 34.5 39.0 335 40.5

Table C.3: Comparison of models on the xChat dataset across different languages.

C.9.2 Multilingual LLaVABench

We show the performance of different models on the Multilingual LLaVABench benchmark in
Table C.4.

C9.3 CVQA

We show the performance of different models on the CVQA benchmark in Table C.5 and Ta-
ble C.6.

C.9.4 MaRVL

We show the performance of different models on the MaRVL benchmark in Table C.7.

C.9.5 XM100
We show the performance of different models on the XM 100 benchmark in Table C.8.
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Models English Multi Arabic Bengali Chinese French Hindi Japanese Russian Spanish Urdu

Gemini-1.5-Pro 103.4 106.6 112.9 117.1 104.1 1155 106.2 118.1 95.7 88.2 101.6
GPT4o0 104.6 100.4 98.3 111.9 96.5 101.1 ~ 99.7 104.0 88.5 100.9 102.5
Llava-1.5-7B 66.1  40.8 26.4 11.9 50.7 63.8 232 70.0 46.5 592 154
Llava-Next-7B 789  50.7 249 11.2 72.8 914 18.0 70.1 71.8 829 134
Phi-3.5-Vision 70.8  58.0 50.1 35.1 69.2 86.0 359 63.0 67.6 756 393
Cambrian-8B 784 618 54.1 35.4 80.9 873 442 64.4 76.4 90.3 233
Llava-OV-7B 89.7 553 45.5 33.8 90.0 89.4 353 70.3 44.7 755 133
Molmo-7B-D 959 138 10.1 42 0.3 59.6 5.5 6.0 8.7 29.5 0.0
Llama3.2-11B 939 582 39.4 48.1 47.2 856 67.8 53.7 68.5 718 353
PaliGemma-3B 32.1 319 373 38.2 29.1 30,0 358 334 26.1 323 251
PALO-7B 689 712 79.1 54.6 71.5 839 619 66.6 80.9 744  68.2
mBLIP mTO0-XL 3277 282 33.7 26.2 3.6 39.8 269 26.8 34.1 369 26.0
mBLIP BLOOMZ-7B 435 410 48.1 44.1 30.6 533 39.1 29.8 38.1 51.5 340
PANGEA-7B (Ours) 842 895 91.0 94.9 94.4 93.8 849 92.8 91.2 874 755

Table C.4: Comparison of models on the Multilingual LLaVABench benchmark across different
languages.

C.9.6 xGQA

We show the performance of different models on the XxGQA benchmark in Table C.9.

C9.7 MAXM
We show the performance of different models on the MAXM benchmark in Table C.10.

C.9.8 xMMMU

We show the performance of different models on the xMMMU benchmark in Table C.11.

C9.9 M3Exam

We show the performance of different models on the M3Exam benchmark in Table C.12.

C.9.10 TyDiQA
We show the performance of different models on the TyDiQA benchmark in Table C.13.

C.9.11 XStoryCloze

We show the performance of different models on the XStoryCloze benchmark in Table C.14.

C9.12 MGSM
We show the performance of different models on the MGSM benchmark in Table C.15.

145



Models ar-es br-pt bu-bg ch-es ch-zh co-es ec-es eg-ar et-am et-or

Llava-1.5-7B 37.8 51.1 35.6 424 444  50.6 48.6 315 278 318
Llava-Next-7B 52.5 62.3 41.5 59.0 51.1 54.8 50.8 335 295 369
Phi-3.5-Vision 54.0 57.2 36.9 57.7 51.1 52.3 50.1 384 278 322
Cambrian-8B 59.6 60.6 42.0 64.5 59.5 5717 56.1 409 278 257
Llava-OV-7B 64.5 69.7 49.6 67.1 69.1 66.8 65.5 478 325 411
Molmo-7B-D 61.1 69.0 54.9 60.7 66.2 585 54.9 56.7  58.1  60.7
Llama3.2-11B 69.1 74.6 64.2 70.5 73.6 693 66.9 68.5 684 63.1
PaliGemma-3B 48.7 539 39.1 534 53.7  50.6 453 404 248 280
PALO-7B 50.9 56.7 36.7 55.1 453 485 46.4 28.6 192 327
mBLIP BLOOMZ-7B  45.3 51.4 30.5 453 51.1 46.9 44.8 359 239 257
mBLIP mT0-XL 40.8 444 38.0 44.9 399 419 425 3.0 359 266
PANGEA-7B (Ours) 68.3 72.9 539 70.5 740 647 63.5 493 363 355
Models fr-br in-bn in-ta  in-te ind-id ind-jv ind-mi ind-sv ir-ir ja-jp
Llava-1.5-7B 29.4 31.1 29.8 28.0 41.7 320 327 335 426 374
Llava-Next-7B 274 31.1 28.8 28.0 422 387 40.2 355 426 325
Phi-3.5-Vision 29.3 39.0 40.0 36.8 450 382 38.2 30,8 39.6 397
Cambrian-8B 31.6 472 38.1 44.0 502 438 39.4 455 479 409
Llava-OV-7B 343 56.3 439 46.5 58.0 458 454 405 50.6 498
Molmo-7B-D 442 61.9 61.2 58.5 529 539 54.6 550 644 429
Llama3.2-11B 494 76.9 80.4 80.5 65.8  60.6 68.9 640 764 542
PaliGemma-3B 29.9 46.2 46.0 435 454 414 39.8 33.0 344 433
PALO-7B 29.1 37.8 31.2 25.0 413 323 323 320 429 305
mBLIP BLOOMZ-7B  26.7 41.9 40.0 42.0 419 354 35.1 320 294 310
mBLIP mT0-XL 235 36.4 442 39.0 374 374 34.7 3.0 353 300
PANGEA-7B (Ours) 34.6 59.1 51.9 54.5 62.1 49.5 47.8 53.0 564 483
Models ke-sw ma-my me-es mo-mg ni-ig no-ng pk-ur ph-fi ro-ro ru-ru
Llava-1.5-7B 34.4 422 42.4 26.9 345 475 26.4 438 470 510
Llava-Next-7B 46.2 45.7 51.4 333 350 569 36.6 46.8 523 535
Phi-3.5-Vision 46.0 45.1 46.3 319 333 50.0 352 414 474 505
Cambrian-8B 50.5 52.1 56.7 34.6 36.0 535 48.6 473 520 615
Llava-OV-7B 46.5 55.6 59.4 35.9 335 625 58.3 562 603 755
Molmo-7B-D 73.3 54.6 53.6 51.9 53.0 5438 67.1 576 636 615
Llama3.2-11B 79.1 72.1 66.6 54.5 61.5 66.9 78.7 700 76.8 745
PaliGemma-3B 44.0 44.1 474 29.2 320 522 449 399 503 535
PALO-7B 35.9 42.5 443 28.8 295 492 444 394 460 470
mBLIP BLOOMZ-7B  37.0 42.5 44.8 28.8 33.0 492 477 31,5 460 340
mBLIP mT0-XL 45.1 40.6 449 29.2 305 428 40.3 320 437 420
PANGEA-7B (Ours) 64.1 59.7 62.2 423 46.0 645 66.2 586 646 740
Models rw-ki sg-zh sk-ko sp-es sr-si  ur-es macro

Llava-1.5-7B 31.1 443 44.5 56.9 249 378 38.7

Llava-Next-7B 345 44.8 43.4 63.5 298 410 42.6

Phi-3.5-Vision 31.1 439 55.2 62.4 28.0 433 424

Cambrian-8B 319 54.7 54.5 70.4 364 457 475

Llava-OV-7B 353 70.3 65.2 79.9 31.6 473 53.8

Molmo-7B-D 57.4 69.3 65.2 70.1 68.0 508 59.4

Llama3.2-11B 57.9 80.7 73.8 81.4 724 524 70.1

PaliGemma-3B 27.2 48.6 61.0 60.1 31,6 394 43.0

PALO-7B 28.9 45.8 44.5 64.8 28.0 394 39.3

mBLIP BLOOMZ-7B  29.4 47.6 33.1 56.6 28.0 394 36.9

mBLIP mT0-XL 332 36.8 38.3 535 31.1 39.1 37.6

PANGEA-7B (Ours) 35.7 65.6 70.7 72.6 39.1 49.8 57.2

Table C.5: Comparison of models on CVQA across different country-language pairs (in local
languages). Includes Macro-Acc.
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Models ar-es br-pt bu-bg ch-es ch-zh co-es ec-es eg-ar et-am et-or

Llava-1.5-7B 56.2 61.6 52.3 60.2 54.0 55.6 55.5 502 513 533
Llava-Next-7B 539 61.3 50.9 59.8 58.8 60.2 52.8 547 529 589
Phi-3.5-Vision 59.2 61.9 54.9 64.1 582 59.3 57.5 50.7 547 584
Cambrian-8B 57.7 66.5 56.1 65.4 64.3 59.3 60.2 567 603  56.5
Llava-OV-7B 63.0 73.9 59.3 65.8 68.8 65.1 63.3 62.1 59.8 593
Molmo-7B-D 57.7 65.8 45.6 63.7 68.5 57.3 55.0 43.8 316 388
Llama3.2-11B 66.8 72.9 54.4 72.6 72.0 66.4 65.2 567 419 322
PaliGemma-3B 51.7 59.5 49.3 51.7 54.9 54.8 472 512 526 514
PALO-7B 50.2 57.0 48.8 534 52.1 51.9 53.0 48.3 47.0 523
mBLIP mTO0-XL 38.1 45.4 39.1 42.7 43.7 41.1 40.9 429 342 421

mBLIP BLOOMZ-7B  46.0 514 41.5 44.4 489  49.0 45.0 453 389 463
PANGEA-7B (Ours) 67.2 72.9 60.1 68.8 672 647 61.6 59.1 60.7  56.0

Models fr-br in-bn in-ta in-te ind-id ind-jv ind-mi ind-sv ir-ir ja-jp
Llava-1.5-7B 37.3 52.1 61.4 63.5 47.8 50.8 49.0 440 613 419
Llava-Next-7B 375 60.8 614 60.5 48.5 48.1 514 49.0 66.6 409
Phi-3.5-Vision 41.7 58.7 60.5 60.0 51.7 455 51.4 475 626 414
Cambrian-8B 40.7 68.5 65.6 63.0 55.1 50.2 58.2 56.0 66.6 424
Llava-OV-7B 442 69.6 72.0 70.5 59.0 559 59.4 585 764 473
Molmo-7B-D 29.6 479 36.4 41.5 50.5 45.1 434 395 436 448
Llama3.2-11B 36.3 62.9 66.4 66.5 63.6  48.8 58.2 540 574 581
PaliGemma-3B 37.3 59.1 66.0 62.5 49.3 48.1 434 46.0 583 4438
PALO-7B 36.8 524 53.5 56.5 45.1 45.8 442 420 556 374
mBLIP mT0-XL 30.4 43.0 46.0 41.0 38.1 39.1 38.6 325 374 340

mBLIP BLOOMZ-7B  34.6 434 52.6 49.5 41.0 448 38.2 30.5 423 36.5
PANGEA-7TB (Ours) 452 67.1 71.0 68.0 60.4 57.2 56.9 56.0 727 458

Models ke-sw ma-my me-es mo-mg ni-ig no-ng pk-ur ph-fi ro-ro ru-ru
Llava-1.5-7B 68.9 52.1 479 45.8 51.0 585 63.9 527 556 59.0
Llava-Next-7B 71.1 54.9 51.1 44.2 53.0 572 67.1 56.7 626 585
Phi-3.5-Vision 72.9 57.1 46.3 50.7 53.0 56.2 60.6 576 619 585
Cambrian-8B 74.4 61.9 56.7 48.7 56.5 60.5 73.1 60.1 66.6 615
Llava-OV-7B 79.1 65.1 63.2 52.6 57.5 64.2 75.0 640 725 725
Molmo-7B-D 47.6 51.7 55.1 359 36.0 492 46.8 433 520 635
Llama3.2-11B 61.5 69.2 64.7 41.0 39.5 65.9 65.7 66.0 755 745
PaliGemma-3B 59.7 54.9 51.7 434 46.0 552 67.6 488 609 56.0
PALO-7B 65.9 49.2 534 42.9 49.0 545 60.6 527 550 535
mBLIP mTO0-XL 50.2 41.6 347 339 395  43.1 454 369 437 410

mBLIP BLOOMZ-7B  54.6 45.7 39.3 38.1 45.0 472 60.6 36.9 503  44.0
PANGEA-7B (Ours) 71.2 62.5 61.6 52.9 59.5 64.9 72.2 640 719 685

Models rw-ki sg-zh sk-ko sp-es sr-si  ur-es macro
Llava-1.5-7B 51.1 60.8 56.9 66.0 587 425 54.2
Llava-Next-7B 52.8 62.3 60.0 67.6 59.1 38.7 55.7
Phi-3.5-Vision 523 59.4 66.5 66.7 61.3 463 56.3
Cambrian-8B 56.2 66.0 63.1 71.7 63.1 47.0 59.7
Llava-OV-7B 55.7 73.6 67.9 80.2 729 489 65.2
Molmo-7B-D 34.9 66.0 56.9 66.7 3.6 448 48.3
Llama3.2-11B 40.4 73.6 73.1 83.3 51.1 56.2 61.2
PaliGemma-3B 44.7 59.4 58.3 61.0 62.2 40.6 529
PALO-7B 51.9 56.1 55.9 62.9 542 422 50.9
mBLIP mT0-XL 38.3 439 41.4 51.9 48.0 349 40.5

mBLIP BLOOMZ-7B  45.1 53.8 46.9 58.5 46.7 34.0 44.9
PANGEA-7B (Ours) 56.6 71.7 66.6 75.2 70.6 52.7 64.4

Table C.6: Comparison of models on CVQA across different country-language pairs (in English).
Includes Macro-Acc.
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Models English Multi Indonesian Swahili Tamil Turkish Chinese

GPT4o 81.8 82.3 81.9 80.8 80.2 86.4 82.1
Gemini-1.5-Pro 76.4 72.0 71.2 67.8 70.0 75.4 75.8
Llava-1.5-7B 56.2 53.7 56.1 49.8 49.7 55.4 57.5
Llava-Next-7B 62.8 50.9 52.2 50.6 50.5 50.4 50.6
Phi-3.5-Vision 72.1 56.5 58.6 51.4 52.0 58.6 61.7
Cambrian-8B 75.4 61.8 64.7 53.6 56.7 65.2 68.9
Llava-OV-7B 72.7 57.5 60.9 51.2 51.9 63.5 60.0
Molmo-7B-D 65.3 54.9 61.1 49.6 49.6 52.2 62.2
Llama3.2-11B 64.5 58.1 62.7 52.4 54.0 61.6 59.5
PaliGemma-3b 56.5 52.2 53.4 49.6 50.5 56.3 51.3
PALO-7B 63.3 54.2 58.3 50.6 51.9 54.9 55.3
mBLIP mTO-XL 67.3 66.7 64.9 64.8 69.7 68.1 65.9
mBLIP BLOOMZ-7B 62.3 58.6 59.1 56.2 60.3 57.7 59.7
PANGEA-7B 87.0 79.0 81.3 75.1 69.4 84.8 84.3

Table C.7: Comparison of models on the MaRVL dataset across different languages.

C9.13 MMMLU
We show the performance of different models on the MMMLU benchmark in Table C.16.
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Models English Multi Arabic Bengali Czech  Danish German Greek

Gemini-1.5-Pro 27.6 19.1 1.7 7.5 259 32.8 27.6 5.0
GPT4o0 27.7 19.1 15.8 13.5 21.1 253 19.3 21.1
Llava-1.5-7B 28.6 1.1 0.0 0.0 2.1 1.0 3.1 0.0
Llava-Next-7B 29.3 9.4 5.6 0.1 12.1 15.7 14.4 42
Phi-3.5-Vision 30.2 52 04 24 16.6 16.2 0.0 20.7
Cambrian-8B 20.6 9.9 14 6.6 7.4 15.1 15.5 4.4
Llava-OV-7B 30.6 7.0 0.2 0.6 52 16.8 14.0 0.4
Molmo-7B-D 221 9.1 54 7.9 5.7 13.8 12.2 4.2
Llama3.2-11B 27.6 4.5 0.0 0.0 1.5 11.8 4.6 1.2
PaliGemma-3B 18.7 0.8 0.0 0.0 1.1 3.1 2.7 0.0
PALO-7B 304 0.8 0.0 0.0 2.0 1.0 2.7 0.0
mBLIP mT0-XL 319 3.1 32 1.6 3.7 2.1 2.9 3.1
mBLIP BLOOMZ 22.5 10.3 9.5 6.4 11.5 15.9 14.5 10.9
PANGEA-7B (Ours) 30.4 14.2 18.1 16.4 16.2 20.7 20.6 11.2
Models Spanish Persian Finnish Filipino French Hebrew Hindi Croatian
Gemini-1.5-Pro 39.5 42 29.0 28.7 424 43 22 33.8
GPT4o0 283 26.6 13.1 26.4 23.1 20.4 17.0 19.4
Llava-1.5-7B 3.7 0.0 0.4 1.1 2.0 0.1 0.0 0.3
Llava-Next-7B 23.6 9.4 55 9.3 23.0 2.7 10.2 7.5
Phi-3.5-Vision 20.7 0.0 1.0 1.7 212 0.3 0.0 0.5
Cambrian-8B 18.6 9.6 5.1 19.6 18.3 5.8 6.8 72
Llava-OV-7B 249 3.8 1.5 4.2 22.0 0.0 4.4 72
Molmo-7B-D 19.8 11.3 3.1 13.0 19.8 83 9.4 6.9
Llama3.2-11B 10.2 0.0 24 8.4 12.0 0.0 0.2 0.7
PaliGemma-3B 0.7 0.0 0.1 0.1 0.6 0.0 0.0 1.3
PALO-7B 1.5 0.0 0.4 0.9 2.1 0.0 0.0 0.2
mBLIP mT0-XL 83 5.5 1.7 2.8 6.4 4.0 1.8 0.9
mBLIP BLOOMZ 189 13.8 4.8 7.7 19.1 7.5 10.1 32
PANGEA-7B (Ours) 26.2 19.3 3.8 18.9 26.7 182 17.4 10.8
Models Hungarian Indonesian Italian Japanese = Korean  Maori Dutch  Norwegian
Gemini-1.5-Pro 372 554 27.6 1.2 8.2 3.8 27.7 36.7
GPT4o 21.8 284 21.0 0.0 11.1 26.8 26.4 24.7
Llava-1.5-7B 33 0.9 43 0.0 0.0 0.2 2.9 3.7
Llava-Next-7B 9.3 14.7 17.6 42 5.2 9.2 23.8 163
Phi-3.5-Vision 34 32 17.5 1.6 0.3 0.2 17.2 14.1
Cambrian-8B 6.6 15.7 155 7.2 2.0 32 20.3 16.0
Llava-OV-7B 3.6 16.4 12.8 0.6 0.0 1.7 24.7 13.9
Molmo-7B-D 35 17.2 17.8 5.2 24 7.5 157 13.8
Llama3.2-11B 12.7 1.2 16.0 0.0 0.0 9.3 22.0 1.1
PaliGemma-3B 2.0 0.2 1.8 0.0 0.0 4.0 2.6 23
PALO-7B 34 1.1 32 0.0 0.0 0.1 3.5 0.7
mBLIP mTO-XL 2.8 6.0 2.8 0.3 2.1 1.5 34 3.1
mBLIP BLOOMZ 11.8 16.0 16.5 0.0 4.5 0.1 18.2 14.5
PANGEA-7B (Ours) 7.7 279 229 2.1 8.1 0.7 26.6 249
Models Polish Portuguese Quechua Romanian Russian Swedish Swabhili Telugu
Gemini-1.5-Pro 355 35.7 0.7 31.2 324 37.8 10.7 0.0
GPT4o 222 28.0 44 19.1 20.7 26.0 20.0 125
Llava-1.5-7B 0.8 2.5 0.0 1.6 0.5 2.0 0.1 0.0
Llava-Next-7B 135 21.3 0.0 11.5 135 16.0 3.2 0.0
Phi-3.5-Vision 1.0 21.0 0.4 32 0.7 12,5 0.4 0.0
Cambrian-8B 9.3 175 0.0 134 113 17.9 3.7 23
Llava-OV-7B 74 24.6 0.0 6.8 5.5 15.0 2.0 0.0
Molmo-7B-D 8.2 16.2 0.6 11.6 12.3 14.1 38 04
Llama3.2-11B 1.0 18.6 0.0 10.1 0.6 74 5.8 0.0
PaliGemma-3B 09 1.3 0.1 0.8 0.0 2.0 0.0 0.0
PALO-7B 0.8 1.7 0.0 1.1 0.5 0.9 0.2 0.0
mBLIP mTO-XL 35 5.8 0.2 23 3.1 3.7 3.8 2.7
mBLIP BLOOMZ 11.8 16.5 0.1 13.7 14.5 14.5 8.4 3.0
PANGEA-7B (Ours) 16.2 28.1 0.0 214 20.9 194 18.7 0.1
Models Thai Turkish  Ukrainian Vietnamese Chinese

Gemini-1.5-Pro 0.0 0.9 0.0 0.0 0.9

GPT4o 0.0 17.6 16.9 30.9 04

Llava-1.5-7B 0.0 0.0 0.0 0.0 0.0

Llava-Next-7B 0.0 0.0 0.3 0.0 6.3

Phi-3.5-Vision 0.5 1.9 0.0 22 0.0

Cambrian-8B 0.4 9.3 59 17.8 11.3

Llava-OV-7B 0.0 0.0 0.0 0.0 29

Molmo-7B-D 0.0 0.0 0.0 0.0 0.0

Llama3.2-11B 0.0 0.0 0.0 0.0 29

PaliGemma-3B 0.5 0.0 0.0 0.2 0.0

PALO-7B 0.2 0.0 0.0 0.1 0.0

mBLIP mTO-XL 0.0 3.9 2.0 7.1 0.0

mBLIP BLOOMZ 0.5 1.9 0.0 22 0.0

PANGEA-7B (Ours) 0.0 0.0 0.3 0.0 4.9

Table C.8: Comparison of models on the XM 100 dataset across different languages.
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Models English Multi Bengali German Indonesian Korean Portuguese Russian Chinese

Gemini-1.5-Pro 54.2 48.7 494 50.2 48.6 46.4 51.2 44.8 50.2
GPT4o 55.8 51.0 49.4 52.6 50.4 51.0 522 50.0 51.4
Llava-1.5-7B 62.0 30.7 15.6 28.4 334 38.2 27.5 33.1 38.4
Llava-Next-7B 64.8 37.8 11.5 41.5 37.3 425 39.8 435 48.2
Phi-3.5-Vision 64.7 384 7.7 51.4 36.0 36.3 49.6 46.2 41.4
Cambrian-8B 64.6 39.8 323 44.6 36.0 43.6 41.6 44.2 36.2
Llava-OV-7B 64.4 48.2 41.8 49.2 48.8 453 524 54.0 45.9
Molmo-7B-D 51.5 43.0 25.6 45.9 449 442 46.5 45.6 48.1
Llama3.2-11B 55.6 45.4 42.9 46.7 46.2 44.5 46.5 44.7 46.1
PaliGemma-3B 59.7 30.5 133 44.5 21.3 22.8 34.7 35.8 41.2
PALO-7B 60.5 37.8 42.2 39.1 36.8 41.7 31.7 27.0 46.5
mBLIP mTO-XL 442 39.9 39.1 41.1 39.1 39.7 40.7 40.2 39.4
mBLIP BLOOMZ-7B 433 36.9 37.7 36.3 39.3 28.5 40.7 36.6 39.1
PANGEA-7B (Ours) 64.7 60.2 589 61.6 60.1 589 61.8 60.4 59.6

Table C.9: Comparison of models on the XxGQA dataset across different languages

Models English Multi French Hindi Hebrew Romanian Thai Chinese
Gemini-1.5-Pro 564 635 60.2  66.5 65.7 574 739 57.4
GPT4o 60.7 654 59.8  68.8 70.0 613 76.5 56.3
Llava-1.5-7B 498 204 322 173 12.9 15.1 17.2 27.8
Llava-Next-7B 549 214 337  16.2 10.7 155 183 33.9
Phi-3.5-Vision 553 250 383 319 17.5 10.9 243 27.4
Cambrian-8B 553  28.7 417 238 17.1 32.0 257 31.8
Llava-OV-7B 549 348 379 319 17.8 30.2 53.0 37.9
Molmo-7B-D 529 375 455 335 30.7 28.9 463 40.4
Llama3.2-11B 553 439 48.1 504 41.8 36.6 56.7 30.0
PaliGemma-3B 479 199 80 365 19.3 134 313 10.8
PALO-7B 514 163 33.7 158 12.1 11.3 146 10.5
mBLIP mTO0-XL 447  36.8 36.0 427 28.9 30.3 563 26.4
mBLIP BLOOMZ-7B 447 2438 33.0 473 8.9 16.9 9.7 332
PANGEA-7B (Ours) 553 533 43.6 535 59.3 458 67.2 50.2

Table C.10: Comparison of models on the MAXM dataset across different languages.

C.10 A Preliminary Exploration of Constructing Multilingual
OCR Instructions

Optical Character Recognition (OCR) is a critical capability for multimodal LLMs, enabling
them to interpret and process textual information embedded within images. However, most ex-
isting OCR training datasets are predominantly English-centric, which limits the models’ per-
formance in non-English contexts. To address this gap, we have curated a comprehensive set
of 500K multilingual OCR training samples from web user interfaces, spanning 10 languages,
with 50K examples per language, sourced from web user interfaces. Webpages naturally serve
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Models English Multi Arabic French Hindi

Indonesian Japanese Portuguese

Gemini-1.5-Pro (0801)  65.8 57.7 57.7 58.1 55.5 60.2 55.0 59.6
GPT4o (0513) 69.1 58.3 56.7 58.1 58.1 59.9 58.0 58.9
Llava-1.5-7B 36.2 31.5 29.5 34.9 27.5 31.6 32.0 33.7
Llava-Next-7B 36.7 343 30.5 35.6 30.9 37.0 34.9 37.0
Phi-3.5-Vision 42.6 38.8 35.6 44.0 30.9 36.7 37.9 47.8
Cambrian-8B 41.8 33.2 32.6 34.6 30.9 31.3 335 36.0
Llava-OV-7B 46.3 41.0 41.6 43.0 34.7 43.4 40.1 43.4
Molmo-7B-D 429 40.4 40.6 42.6 32.6 40.7 43.9 42.1
Llama3.2-11B 39.2 34.0 33.6 39.6 323 36.7 29.0 33.0
PaliGemma-3B 26.3 25.2 29.2 23.8 21.6 24.2 24.5 27.6
PALO-7B 33.1 30.5 30.5 33.2 28.9 34.0 27.1 333
mBLIP mTO0-XL 29.3 30.4 30.2 33.2 28.2 26.9 31.6 323
mBLIP BLOOMZ-7B 29.2 30.8 28.5 33.9 27.8 333 31.6 29.6
PANGEA-7B (Ours) 45.7 43.7 42.3 45.3 41.6 46.5 40.5 46.1

Table C.11: Comparison of models on the xXMMMU dataset across different languages.

as image-rich environments containing abundant text, and by capturing screenshots of websites
from various countries in different languages, we were able to gather a substantial number of

OCR images.

We utilize URLSs from the CC-News-Multilingualdataset [47] to obtain a diverse set of multi-
lingual web pages. Using Playwright®, we render each website and automatically capture screen-
shots under various device settings and resolutions to achieve a wide range of image dimensions
and aspect ratios. Each screenshot includes a red bounding box that highlights a specific ele-
ment targeted for OCR extraction. We focus on ten languages for this dataset: English, Chinese,
Japanese, Korean, Indonesian, Hindi, Spanish, French, Portuguese, and Arabic. We totally have

1M samples (50K for each language).

We employed the same model architecture as
PANGEA but trained it exclusively on these OCR im-
ages, reserving a portion of the data as a test set. As
shown in Figure C.20 , the results indicate that improv-
ing multilingual OCR performance is feasible with an
increase in training samples. However, the OCR accu-
racy for non-Latin scripts (e.g., Chinese, Japanese, and
Korean) remains lower than for Latin-based languages.
Looking ahead, we aim to further expand the multilin-
gual OCR training dataset to include more languages
and integrate this data into PANGEAINS.

Zhttps://huggingface.co/datasets/intfloat/multilingual _cc_news
3https://github.com/microsoft/playwright
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Models English Multi Afrikaans Chinese Italian Portuguese Thai Vietnamese
Gemini-1.5-Pro 774 64.7 80.4 74.1 76.3 61.8 49.9 46.0
GPT4o 68.0 61.0 73.0 68.0 67.0 58.0 52.0 48.3
Llava-1.5-7B 323 29.0 28.2 24.3 40.1 28.2 237 29.3
Llava-Next-7B 36.5 28.4 28.2 254 37.8 27.0 23.7 28.4
Phi-3.5-Vision 55.8 37.2 44.2 40.8 51.4 40.3 25.2 21.6
Cambrian-8B 34.7 334 36.8 34.2 45.2 30.3 28.9 25.0
Llava-OV-7B 60.4 45.8 50.3 58.0 57.2 43.8 30.9 34.5
Molmo-7B-D 57.1 39.1 35.6 56.4 494 40.2 27.4 259
Llama3.2-11B 51.8 36.6 423 46.4 45.8 28.4 26.4 30.2
PaliGemma-3B 36.0 25.6 26.4 24.7 322 24.3 27.2 19.0
PALO-7B 30.8 27.8 319 22.1 36.9 323 22.7 20.7
mBLIP mT0-XL 22.8 25.0 16.0 25.6 33.7 21.2 224 31.0
mBLIP BLOOMZ-7B  30.3 29.5 28.2 29.8 37.3 28.3 229 30.2
PANGEA-7B (Ours) 61.4 42.1 52.1 49.2 54.9 43.3 329 19.8

Table C.12: Comparison of models on the M3Exam dataset across different languages.

Models English Multi Arabic Bengali Finnish Indonesian Korean Russian Swahili Telugu
Vicuna-1.5-7B 59.7 52.7 323 68.1 63.0 72.6 58.8 57.6 51.3 18.1
Qwen2-7B-Instruct 72.2 71.2 67.6 75.9 67.1 78.0 64.9 67.2 75.3 73.8
Llava-1.5-7B 66.8 52.8 61.8 334 60.2 72.8 63.3 55.0 55.0 20.6
Llava-Next-7B 68.3 52.1 64.5 249 63.0 74.3 61.9 58.4 53.1 17.0
Phi-3.5-Vision 759 51.3 63.1 24.8 57.3 70.6 60.2 57.5 48.7 28.3
PALO-7B 69.4 50.8 60.9 46.0 61.8 70.6 56.8 56.7 425 10.8
PANGEA-7B (Ours)  73.7 66.0 55.5 65.3 66.3 74.5 69.4 60.1 76.6 60.0

Table C.13: Comparison of models on the TyDiQA dataset across different languages.

Models English Multi Arabic Spanish Basque Hindi Ind. Burmese Russian Swahili Telugu Chinese
Vicuna-1.5-7B 781 574 52.7 69.4 50.8 545 61.0 48.4 66.5 52.1 54.5 63.5
Qwen2-7B-Instruct 80.3 619 64.0 71.6 51.6  59.6 68.5 50.7 72.7 53.2 55.3 72.1
Llava-1.5-7B 791 576 52.7 69.2 509 549 62.6 49.0 65.9 51.7 55.8 63.9
Llava-Next-7B 79.1  57.1 51.7 68.8 503 545 62.0 46.7 65.5 52.1 55.2 63.8
Phi-3.5-Vision 779 548 53.7 67.2 504 549 51.7 47.8 61.3 49.3 52.5 59.5
PALO-7B 774 572 56.5 68.4 498 58.6 585 47.4 65.6 51.2 53.1 62.8
PANGEA-7B (Ours) 79.1 612 60.5 67.8 500 61.8 664 48.7 69.4 58.9 60.4 68.2

Table C.14: Comparison of models on the XStoryCloze dataset across different languages.
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Models English Multi Bengali German Spanish French Japanese Russian Swahili Telugu Thai Chinese
Vicuna-1.5-7B 17.6 6.4 0.0 14.4 9.6 14.4 2.8 10.8 3.6 00 20 14.8
Qwen2-7B-Instruct 48.8 404 0.0 67.2 67.6 68.8 11.2 71.2 10.8 24 456 59.2
Llava-1.5-7B 14.8 7.6 0.0 15.2 10.8 18.0 2.8 11.2 0.4 00 16 15.6
Llava-Next-7B 15.6 7.5 0.0 13.6 13.2 16.0 1.6 12.8 2.0 00 1.6 14.0
Phi-3.5-Vision 592 331 0.0 64.0 59.6 58.0 20.0 54.0 4.0 0.0 188 52.4
PALO-7B 13.6 5.8 0.0 11.6 9.6 13.2 1.6 8.8 0.4 00 00 12.4
PANGEA-7B (Ours) 82.0 474 0.0 68.4 74.8 63.2 22.0 68.0 54.0 5.6 49.6 68.0

Table C.15: Comparison of models on the MGSM dataset across different languages.

Models English Multi Arabic Bengali Portuguese Chinese French German
Vicuna-1.5-7B 49.5 34.7 30.3 28.5 39.6 36.9 40.4 39.8
Qwen2-7B-Instruct 70.1 53.1 51.0 43.4 60.7 63.8 61.5 57.7
Llava-1.5-7B 50.2 34.9 29.7 28.5 40.3 36.8 40.1 39.8
Llava-Next-7B 52.1 35.6 30.0 28.8 40.7 37.3 41.4 41.4
Phi-3.5-Vision 62.0 39.1 34.9 27.9 47.6 41.5 49.2 45.8
PALO-7B 46.7 32.6 30.3 29.5 36.0 34.2 36.9 35.8
PANGEA-7B (Ours)  68.4 52.2 493 44.4 58.9 60.5 58.9 56.7
Models Hindi Indonesian Italian Japanese Korean Spanish Swahili Yoruba
Vicuna-1.5-7B 29.8 36.5 39.5 35.9 34.1 40.3 27.9 26.8
Qwen2-7B-Instruct 45.7 57.1 60.8 58.0 54.6 61.9 36.0 31.8
Llava-1.5-7B 29.2 37.1 41.0 35.1 341 41.6 28.0 27.3
Llava-Next-7B 29.6 37.5 41.2 36.0 342 42.7 28.5 28.7
Phi-3.5-Vision 329 38.3 47.0 40.0 36.6 49.6 28.9 27.8
PALO-7B 29.6 33.7 36.4 32.7 30.6 37.0 26.4 27.1
PANGEA-7B (Ours)  45.7 55.4 58.8 55.3 52.7 59.7 42.8 31.3

Table C.16: Comparison of models on the MMMLU dataset across different languages.
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