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Abstract

This thesis investigates foundational algorithmic challenges that arise when em-
bedding fairness, diversity, explainability, and robustness into computational decision-
making. As machine learning systems, resource allocation mechanisms, and data
analysis pipelines increasingly influence critical decisions, it is essential that these
systems uphold not only efficiency and accuracy but also ethical and structural guar-
antees. However, enforcing these principles introduces complex trade-offs and com-
putational difficulties.

We address five core problems that capture different facets of algorithmic decision-
making under structural and informational constraints: (1) determinant maximiza-
tion under matroid constraints, modeling the selection of diverse and representative
subsets; (2) approximation of the weighted Nash Social Welfare objective, a fairness-
centric formulation in indivisible resource allocation; (3) constrained subspace ap-
proximation, which enforces group-level representation in data summarization; (4)
explainable clustering, which trades off interpretability and clustering quality us-
ing decision trees with axis-aligned threshold cuts; and (5) combinatorial optimiza-
tion using comparison oracles, which enables robust decision-making in uncertain
or preference-driven environments.

Each of these problems introduces structural constraints that challenge conven-
tional algorithmic techniques. We develop new frameworks that combine combi-
natorial methods, convex and non-convex relaxations, convex geometry, and proba-
bilistic methods. The resulting algorithms offer improved approximation guarantees,
shed light on key trade-offs between fairness, interpretability, and performance, and
support the development of more equitable, interpretable, diverse, and reliable algo-
rithmic systems. These contributions have broad implications in machine learning,
economics, data summarization, and human-in-the-loop decision-making.
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Chapter 1

Introduction

1.1 Introduction

As algorithmic decision-making becomes increasingly influential in machine learning, resource
allocation, and data analysis, it is essential to ensure that these methods promote fairness, di-
versity, explainability, and robustness while maintaining computational efficiency. Striking this
balance introduces significant challenges, as optimizing for one of these properties can often
come at the expense of another.

Fairness ensures that algorithmic outcomes do not disproportionately disadvantage individuals
or groups, with resource allocation being a prominent example. Diversity plays a key role in pro-
ducing representative and inclusive outcomes, especially in selection and summarization tasks.
Explainability is crucial for building interpretable models that allow stakeholders to understand
and trust algorithmic decisions, particularly in clustering. Robustness is critical in settings where
information is incomplete, uncertain, or noisy, such as preference elicitation or human-in-the-
loop decision-making.

Despite the growing importance of these principles, many traditional optimization techniques
focus primarily on efficiency and accuracy, often neglecting the structural and ethical consid-
erations required for equitable and interpretable decision-making. Addressing these concerns
requires developing algorithms that explicitly incorporate fairness constraints, promote diver-
sity, impose explainability, and ensure robustness to structural or informational uncertainty—all
without excessively compromising performance.

This thesis investigates five key problems that encapsulate these challenges:
1. Determinant maximization under matroid constraints [35} [36]],
2. Approximating weighted Nash Social Welfare [34],
3. Price of explainability for clustering [92]],

4. Low-rank approximation with fair representation [23]],



5. Combinatorial optimization using comparison oracles.

Each of these problems highlights a different aspect of fairness, diversity, explainability, and
robustness:

1. Diversity: Determinant maximization aims to select a diverse and representative subset
from a larger collection of elements—for example, choosing k illustrative images from
search results. These elements may represent resources, features, or data points, modeled
as vectors in R%. The diversity of a subset is measured by the volume of the parallelepiped
spanned by its corresponding vectors, ensuring a well-conditioned and diverse representa-
tion of the space. In many applications, the selected elements must also satisfy combina-
torial constraints, among which matroid constraints form a broad and well-studied class.
Determinant maximization under matroid constraints has numerous applications, in-
cluding statistics, resource allocation, network design, and convex geometry.

We present a combinatorial algorithm that provides improved approximation guarantees
for this problem. Leveraging matroid intersection, our approach overcomes the limitations
of convex relaxations and achieves the best-known approximation factors for the problem.
See for a more elaborate introduction and theorem statements.

2. Fairness:

(a) The Nash Social Welfare (NSW) objective provides a balance between fairness and
efficiency in resource allocation. Given a set of indivisible goods to be allocated
among agents with individual valuations, NSW is defined as the geometric mean of
the agents’ utilities. It captures the trade-off between maximizing average utility and
ensuring a high minimum utility across agents. This measure is central to fair divi-
sion, as maximizing NSW guarantees both envy-freeness up to one good (EF1) and
Pareto efficiency (PO). However, computing an exact NSW-maximizing allocation
is NP-hard, motivating research into efficient approximation algorithms. Prior work
has explored connections to Fisher market equilibria, convex programming, and sta-
ble polynomials to approximate the optimal NSW within constant factors.

Extending this line of work, our contribution focuses on the more general weighted
Nash Social Welfare problem, where agents have different weights reflecting vary-
ing levels of priority or entitlement. We develop novel convex and non-convex relax-
ations and round them to approximate the optimal weighted NSW allocation, achiev-
ing improved approximation factors. See for a more elaborate introduction and
theorem statements.

(b) High-dimensional datasets often have low intrinsic dimensionality, making subspace
approximation essential for data analysis. The Constrained Subspace Approximation
(CSA) problem extends traditional subspace approximation by enforcing constraints
on the projection matrix, capturing problems like partition-constrained low-rank ap-
proximation, k-means clustering, and projected non-negative matrix factorization
(PNMF), among others. A key motivation for CSA arises in fairness-sensitive ap-
plications, where partition constraints can enforce group-level representation—for
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example, by requiring the subspace to be spanned by one representative from each
class—thus ensuring fair summaries that reflect the diverse subpopulations in the
dataset. However, due to its combinatorial and non-convex nature, CSA is computa-
tionally challenging, often requiring exponential time in the worst case. To address
this, we develop a coreset-guess-solve framework that provides efficient (1 + ¢)-
multiplicative or e-additive approximations across various CSA settings. This frame-
work establishes theoretical guarantees, making CSA more practical for large-scale
data analysis. See §[I.4]for a more elaborate introduction and theorem statements.

3. Explainability: Clustering is a fundamental problem in optimization, machine learning,
and algorithm design, with k-medians and k-means as two of the most prominent meth-
ods. However, traditional clustering often lacks interpretability. Explainable clustering en-
hances transparency by structuring cluster assignments as decision trees with axis-aligned
threshold cuts, enabling intuitive explanations while introducing a trade-off—the “price
of explainability”—between interpretability and clustering quality.

Prior work developed greedy and randomized thresholding algorithms to make clusterings
explainable, improving approximation guarantees for k-medians and k-means. However,
fundamental gaps remained in understanding the limits of explainability and the optimality
of existing approaches. We provide a tight analysis of the Random Thresholds algorithm
for k-medians, proving its price of explainability is at most In k(1 + o(1)) and establishing
a matching lower bound of In k(1 — o(1)) for any algorithm. For k-means, we improve the
upper bound from O(k In k) to O(k Inln k), significantly narrowing the gap with the Q(k)
lower bound. Finally, we prove that the explainable k-medians problem cannot be approx-
imated better than O(In k) unless P = NP, resolving key questions on its approximability.
See §[1.3]for a more elaborate introduction and theorem statements.

4. Robustness: Algorithmic robustness is critical in scenarios where input data is noisy, in-
complete, or imprecisely specified. This challenge is particularly pronounced in real-world
applications such as preference aggregation, crowd-sourcing, and human-in-the-loop sys-
tems, where algorithms may not have access to exact numerical values but only to pair-
wise comparisons between alternatives. Motivated by this, we study combinatorial op-
timization under a comparison oracle model, where the goal is to find optimal or near-
optimal solutions using only comparison-based access to the objective function. While
this model significantly restricts the information available to the algorithm, we show that,
for several classic problems—such as minimum cut, spanning trees, matchings, and short-
est paths—comparison access suffices to recover optimal solutions efficiently. Our results
provide the first general framework for solving a broad class of combinatorial problems in
this robust comparison-based setting, closing the gap between comparison and value-based
optimization for these problems. See §I.6|for a more elaborate introduction and theorem
statements.

These five problems capture key aspects of fairness, diversity, explainability, and robustness in
algorithmic decision-making—ensuring diverse selection, fair allocation, fair representation, in-
terpretable clustering, and robust optimization under limited information. This work develops
improved approximation algorithms using tools from discrete and continuous optimization, con-



vex geometry, and probabilistic methods. The results have broad implications across machine
learning, economics, large-scale data analysis, and human-in-the-loop systems, reinforcing the
need for equitable, interpretable, and reliable algorithmic frameworks in modern computational
settings.

1.2 Diversity: Determinant Maximization

In an instance of a determinant maximization problem, we are given a collection of vectors
U ={vi,...,v,} CRY and the goal is to pick a subset S C U of the given vectors to maximize
the determinant of the matrix . _g v;v; . Additionally, we may require that the set S of picked
vectors must satisfy some combinatorial constraints such as cardinality constraint (|S| < k) or
matroid constraint (S' is a basis of a matroid defined on the vectors).

Determinant maximization problem gives a general framework that models problems arising
in diverse fields such as statistics [155], convex geometry [116], fair allocations [6], combi-
natorics [8], spectral graph theory [149], network design and random processes [119]]. Apart
from its modeling strength, from a technical perspective, determinant maximization has brought
interesting connections between areas such as combinatorial optimization, convex analysis, ge-
ometry of polynomials, graph sparsification and complexity of permanent and other counting
problems [3, 15, 16} [116]].

What follows is a summary of our contributions. The results outlined below offer a high-level
overview of the algorithmic techniques and approximation guarantees we obtain. The full tech-
nical development, including formal statements and detailed proofs, is provided in Chapter 2]

1.2.1 Our Results and Contributions

In this work, we introduce new combinatorial methods for determinant maximization under a ma-
troid constraint and give a d°(¥)-deterministic approximation algorithm. While previous works
have used a convex programming approach and the theory of stable polynomials, our approach
builds on the classical matroid intersection algorithm. Our first result focuses on the case when
the rank of the matroid is exactly d, i.e., the output solution will contain precisely d vectors.

Theorem 1.2.1 (Rank equals dimension). There is a polynomial-time algorithm which, given a

collection of vectors vy, . . ., v, € R? and a matroid M = ([n|,T) of rank d, returns a set S € T
such that
1
ol ] = — "
det (Z; o ) . (dO(d)> maxdet <Z; vivi ) '
S 1ES™

O(d?) O(d)

Our results improve the e -approximation algorithm that relies on the e*'“-estimation algo-
rithm [5} 8, [131]]. Our algorithm builds on the matroid intersection algorithm and is an iterative
algorithm that starts at any feasible solution and improves the objective in each step. To main-
tain feasibility in the matroid constraint, each step of the algorithm is an exchange of multiple
elements as found by an alternating cycle of an appropriately defined exchange graph.
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Result for » < d. We also generalize the result when the rank r of the matroid is at most d.
Observe that the solution matrix ) cs viv; is a d X d matrix of rank at most r and, therefore, the
appropriate objective to consider is the product of its largest r eigenvalues, or equivalently, the
elementary symmetric function of order r of its eigenvalues. Let sym,.(M) be the 7" elementary
symmetric function of the eigenvalues of the d x d matrix M. Thus, our objective is to maximize

sy, (s 0.

Theorem 1.2.2 (Rank less than dimension). There is a polynomial-time algorithm which, given

a collection of vectors vy, . .., v, € R? and a matroid M = ([n],T) of rank r < d, returns a set
S € 7 such that
1
T T
. (iES o ) (TO(T)) s (ieS* o )

This again improves the best bound of 60(7”2)—approximation algorithm based on e°(")-approximate
estimation algorithms.

Result for » > d Finally, we give an analogous result when the number r of vectors selected is
larger than d. Here we require some sparsity properties of the convex programming relaxation,
but the key algorithmic ideas are the same as the previous cases.

Theorem 1.2.3 (Rank more than dimension). There is a polynomial-time algorithm which, given

a collection of vectors vy, . .., v, € R and a matroid M = ([n],T) of rank r > d, returns a set
S € 7 such that
1
. T f— — . T
det (Z; VY, ) =0 <d0(d)) gg{det <ZS: (0 ) .
(IS (Sl

This matches the d°(®-approximate estimation algorithm [131]], which only gives an estimate of
the optimum value and results in do(d2)—approximation algorithm.

1.3 Fairness: Nash Social Welfare Maximization

In an instance of the weighted Nash Social Welfare problem, we are given a set of m indivisible
items G, and a set of n agents, A. Every agent i € A has a weight w; > 0 and an additive
valuation function v; : 29 — Rsq. Let v;; := v;({j}). The goal is to find an assignment of
items, 0 : G — A so that the following welfare function is maximized:

s )

€A \jeo—1(i)

For ease of notation, we will work with the log objective and denote

NSW(o) =Y wilog | > vy (1.1)

icA jeo—1(i)



and OPT = max,.g_,4 NSW(o) denote the optimal log objective. The much studied case is the
symmetric Nash social welfare problem in which w = u, where u; = % for each i € A and the
objective is the geometric mean of agents’ valuations.

Fair and efficient division of resources among agents is a fundamental problem arising in various
fields [19, 131, 132, 1160, (161}, [190]. While there are many social welfare functions which can be
used to evaluate the efficacy of an assignment of goods to the agents, the Nash Social Welfare
function is well-known to interpolate between fairness and overall utility. The unweighted Nash
Social Welfare function first appeared as the solution of an arbitration scheme proposed by Nash
for two-person bargaining games that was generalized to multiple players [115,1144]. Since then,
it has been widely used in numerous fields to model resource allocation problems. An attractive
feature of the objective is that it is invariant under scaling by any of the agent’s valuations and
therefore each of the agents can specify their utility in their own units (see [43] for a detailed
treatment). While the theory of Nash Social Welfare objective was initially developed for divis-
ible items, more recently it has been applied in the context of indivisible items. We refer the
reader to [42] for a comprehensive overview of the problem in the latter setting. Indeed, optimiz-
ing the Nash Social Welfare objective also implies notions of fairness such as envy free allocation
in an approximate sense [20, 42].

The Nash Social Welfare function with weights (also referred to as asymmetric or non-symmetric
Nash Social Welfare) was first studied in the seventies [100, [112] in the context of two person
bargaining games. For example, in the bargaining context, it allows different agents to have
different weights. This flexibility has made the problem arise in many different domains, in-
cluding bargaining theory [43,123]], water resource allocation [82,106], and climate agreements
[191]. In the context of indivisible goods, the study of this problem has been much more re-
cent [85, 186, 187]]. In this work, we aim to shed light on this problem, especially, with a focus on
mathematical programming relaxations for the problem.

What follows is a summary of our contributions. The results outlined below offer a high-level
overview of the algorithmic techniques and approximation guarantees we obtain. The full tech-
nical development, including formal statements and detailed proofs, is provided in Chapter 4]

1.3.1 Our Results and Contributions

We present a

1 - 1
exp (2 log2 + % + KL(w || u)) ~ 4.81 - exp <logn - sz‘ log E)
i=1 !

approximation algorithm for the weighted Nash Social Welfare problem with additive valuations,
which improves upon the previous approximation factor of O(n - wax). When all the weights
are the same, this gives a constant factor approximation. Our algorithm builds on and extends a
convex programming relaxation for the symmetric variant of Nash Social Welfare presented in
[9, 160, 61]]. In the theorem, we state the guarantee in log objective and therefore, the guarantee
becomes an additive one.



Theorem 1.3.1. Let (A, G,v,w) be an instance of the weighted Nash Social Welfare problem
with ), s w; = 1 and | A| = n agents. There exists a polynomial time algorithm (Algorithm
that, given (A, G, v, w), returns an assignment o : G — A such that

1
NSW(e) > OPT —2log2 — - — 2 Dg(w || u),
e
where OPT is the optimal log-objective for the instance and Dy, (w|u) = logn—>_,_ , w;log w%

Observe that the KL-divergence term Dy, (w || u) = (log n— Y .4 wilog u%) is always upper
bounded by nwp. Which is exactly the guarantee of previous work [87]. In many settings,
the term Dkp,(w || u) can be significantly smaller than nwy,.y; for example, consider the setting

where w; = —— and w; = ﬁ(l — loén) for: = 2,...,n,1i.e., one agent has significantly higher

logn
weight than the others. In this case, our results imply O(1)-approximation while previous results

imply O( Toen )-approximation.

Our algorithm relies on two mathematical programming relaxations (CVX-Weighted) and (NCVX-
Weighted) both of which generalize the convex relaxation for the unweighted version [7, 160, 61]].
One of the relaxation is non-convex but retains a lot of structural insights obtained for the con-
vex relaxation in the unweighted version. We show that the same rounding algorithm as in
the unweighted version [60] gives a O(1)-approximation for the asymmetric version applied to
a fractional solution of the non-convex program. While the rounding algorithm is the same,
the analysis requires new ideas as many of the interpretations via market equilibrium in the un-
weighted case are no longer present in the weighted version. Unfortunately, due to its non-convex
nature, we cannot solve this relaxation to optimality even though it can be rounded efficiently.
This is where the second mathematical programming relaxation comes to the rescue. This relax-
ation is convex and thus can be solved efficiently. We solve the convex relaxation, use it as an
initial point to obtain a first order stationary solution to the non-convex relaxation that we round
to an integral solution. The approximation factor of Dy, (w || u) arrives due to the difference in
objective values of these two programs.

1.4 Fairness: Constrained Subspace Approximation

In subspace approximation, given a set of n points {ai,...,a,} C R? and a rank parameter
k, the goal is to find a rank-k projection matrix P that minimizes the projection costs ||a; —
Pa;||2, aggregated over all i € [n]. The choice of aggregation function leads to different well-
studied formulations. In the ¢,-subspace approximation problem, the objective is to minimize
(>°%  lla; — Pa;||). Formally, letting A be the d x n matrix with columns ay, ..., a,, the
{,-subspace approximation problem seeks a rank-k projection matrix P € R%*“ that minimizes

lA—PA|5, = llai — Pal.
=1

The ¢,-subspace approximation captures several classical problems for different values of p: the
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median hyperplane problem (p = 1), principal component analysis (PCA) (p = 2), and the
center hyperplane problem (p = o0).

In the most general setting of the constrained (,-subspace approximation problem, we are addi-
tionally given a collection S of rank-k projection matrices (specified either explicitly or implic-
itly) and the goal is to find a projection matrix P € S that minimizes the objective:

mm |A—PAJS, (CSA)

We next present an overview of the applications motivating CSA and our core algorithmic con-
tributions. The results summarized here provide a high-level perspective on the techniques and
guarantees we obtain. A full technical treatment—including precise definitions, algorithmic
frameworks, and detailed proofs—can be found in Chapter [5]

1.4.1 Applications and Our results

This section contains a small subset of the applications and results from [235]].

Projective Non-negative Matrix Factorization and k-means clustering

In projective non-negative matrix factorization, the basis matrix U € R?** is constrained to
have non-negative entries. More formally, the mathematical program formulation for Projective
Non-negative Matrix Factorization (NMF) is

min : |A - UU" A|% (NMF)
U'U=1I,, UecR:. (1.2)

Theorem 1.4.1 (Additive approximation for NMF). Given an instance A € R™" of Non-

negative matrix factorization, there is an algorithm that computes a U € R%k, U'U = I,

such that
|A-UU"A||%2 < (14¢)-OPT+0O(6 - ||A|%)

in time O(dk?/¢) - (1/6)°* /). For any 0 < 6 < 1.

Theorem 1.4.2 (Multiplicative approximation for NMF). Given an instance A € R¥™ of Non-
negative matrix factorization with integer entries of absolute value at most v in A, there is an
algorithm that computes a U € R%k, U'U = I, such that

|A-UUTA|% < (1+¢)-0PT

in time (ndry/<)0**/e),

In the k-means problem, we are given a collection of data points a, . . ., a, € R% The objective
is to find k-centers ¢y, ..., ¢, € R? and an assignment 7 : [n] — [k] that minimizes:
n
Z la; — crpl3- (k-means)
i=1



The original formulation can be re-cast as the following special case of NMF with additional
constraints in the following way :

min : |[A - UUT A% (k-means-CSA)
Uij =1/\/IIUsllo Vi€ [n], j € [k].

Theorem 1.4.3. Given an instance A € R™ % of k-means, there is an algorithm that computes
a (1 + €)-approximate solution to in O(nnz(A) + 200/ 4 neW) time,

Partition Constrained ¢,-Subspace Approximation

Given a set of subspaces S1, . . ., Sy € R, select a vector v; € S; for i € [k] in order to minimize

-----

is:
min : |[A -V C|3, (PC-£,-SA-fac)
V = [v1,..., v
v, €S; Vi€ k]
The can be formulated equivalently as
min : [[A—-UU"A|]}, (PC-(,-SA)

U is an orthogonal basis for Span(vy, vy, ..., v)
v; € SZ Vi € [/{7]

Assume each input entry of A has bit complexity at most H.

Theorem 1.4.4 (Additive approximation). There exists an algorithm for PC-{,-subspace ap-
proximation with runtime (k/£)°*") - poly(n,d,k/e) - H which returns a solution with ad-
ditive error at most O(ep) - ||Al]? ,, where  is the condition number of an optimal solution

V* = [v],v5,...,v;] for the PC-subspace approximation problem|PC-(,,-SA-fac

For the special case of p = 2, it turns out that we can obtain a (1 + ¢)-multiplicative approxima-
tion, using additional tools like polynomial system solvers.

Theorem 1.4.5 (Multiplicative approximation). Let (A, S) be an instance of PC-{y-subspace ap-
proximation. If there exists an (approximately) optimal solution with bit complexity poly(n, H),
there exists an algorithm that runs in time nOk*/e) . poly(H) and outputs a solution whose ob-
Jjective value is within a (1 + €) factor of the optimum objective value. We denote s = Zk

j=15j
and s; = dim(S;); n for this result can be set to max(s, d, k/¢).

1.5 Explainability: Explainable Clustering

An explainable clustering is one where the clusters are defined by a decision tree with axis-
aligned threshold cuts (see, e.g., Figure[I.T)). Each internal node in the tree splits the data along a
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single feature using a threshold, and each leaf represents a distinct cluster. This structure ensures
that a point’s cluster assignment follows a sequence of simple, interpretable decisions. This
notion of explainability for clustering was introduced by Dasgupta et al. [62]]

Clustering is a central topic in optimization, machine learning, and algorithm design, with k-
medians and k-means being two of the most prominent examples. In recent years, mainly mo-
tivated by the impressive but still mysterious advances in machine learning, there has been an
increased interest in the transparency and in the explainability of solutions.

To motivate the concept of explainability, consider the task of clustering n points in R? into k
clusters. If we solve k-means, the clusters are in general given by a Voronoi diagram where each
cluster/cell is defined by the intersection of hyperplanes. Each cluster may be defined using up
to k — 1 hyperplanes, each one of them possibly depending on all d dimensions with arbitrary
coefficients. Since the dimensions typically correspond to features (e.g., “age”, “weight”, and
“height” are natural features in a dataset of people), arbitrary linear combinations of these fea-
tures may be difficult to interpret. To achieve more explainable solutions, we may need to restrict

our algorithms to find clusters with simpler descriptions.

(a) Optimal 5-means clusters (b) Tree based 5-means clusters (c) Threshold tree

Figure 1.1: Example from [62)]. The optimal 5-means clustering (left) uses combinations of both features.
The explainable clustering (middle) uses axis-aligned rectangles summarized by the threshold tree (right).

Explainability is thus a very desirable and appealing property, but the best explainable clustering
may have cost much higher than the cost of the best unrestricted clusterings. This trade-off
is captured by the price of explainability: the loss in cost/quality if we restrict ourselves to
explainable clusterings.

What follows is a summary of our contributions to explainable clustering. The results outlined
below provide a high-level overview of our techniques and bounds. The full technical develop-
ment is provided in Chapter 6

1.5.1 Our Results and Contributions

Our main results on the price of explainability are (a) to settle this conjecture in the affirmative
(i.e., to give a tight analysis of the Random Thresholds algorithm), and (b) to show that its price
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of explainability of 1 + Hy_; = (1 + o(1)) In k is not only asymptotically correct, but also tight
up to lower order terms: we cannot do much better regardless of the algorithm.

Theorem 1.5.1 (Upper bound for k-medians). The price of explainability for k-medians is at
most 1 + Hy._,. Specifically, given any reference k-medians clustering, the Random Thresholds
algorithm outputs an explainable clustering with expected cost at most 1 + Hy,_, times the cost
of the reference clustering.

Theorem 1.5.2 (Lower Bound for k-medians). There exist instances of k-medians for which any
explainable clustering has cost at least (1 — o(1)) In k times the cost of the optimal k-medians
clustering.

These results resolve the performance of the Random Thresholds algorithm and the price of
explainability for k-medians.

For k-means, we are unable to settle the price of explainability completely, but we make signif-
icant progress in closing the gap between known upper and lower bounds. Here, the best upper
bound before our work was O(kIn k) [[73] (see also [45]] for better guarantees when the input
is low-dimensional). Moreover, we know instances where any single threshold cut increases the
cost of the clustering by a factor Q(k) (see, e.g., [83]), and hence the price of explainability of
k-means is at least Q(k).

It is tempting to guess that the O(k In k) guarantee in [[73] is tight, for the following reason. The
first lower bound 2(In k) for k-means in [62] is obtained by arguing that (i) a single threshold cut
increases the cost by at least that of the reference clustering and (ii) a threshold tree has height
Q(Ink), and so the total cost increases by a constant Q(In k) times. Since we have examples
where any single cut increases the cost by €(k), it is reasonable to hope for more complex
instances to combine the two sources of hardness, and lose a Q(k) - Q(In k) factor. However, we
prove that this is not the case and give an improved upper bound:

Theorem 1.5.3 (Upper bound for k-means). The price of explainability for k-means is at most
O(kInln k). Specifically, given any reference k-means clustering, there exists an algorithm that
outputs an explainable clustering with expected cost at most O(k Inln k) times the reference cost.

Hence the price of explainability for k-means lies between (k) and O(kInln k). We leave the
tight answer as an intriguing open problem. In particular, we conjecture that the lower bound is
tight and that it is achieved by the k-means variant of the Random Thresholds algorithm.

Our final contribution is to study the approximability of explainable clustering. So far, the lit-
erature has mostly focused on settling the price of explainability [45] 162, [73) 183 121} [133]] and
its behavior in a bi-criteria setting [[134] where the explainable clustering is allowed to form
more than £ clusters. These algorithms give upper bounds on the approximability of explainable
clustering since they are all efficient, and the cost of an optimal unconstrained clustering is a
valid lower bound on the best explainable one. Recent work of [[18], [120] asked the question:
how well can we approximate the best explainable clustering? They showed that the problem is
APX-hard, but left open the question of whether the problem can be approximated better. Re-
solving this natural question positively would have the advantage of finding good explainable
clusterings for those instances that do admit such clusterings, which is often the experience for
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more practical instances. Our result shows a surprising hardness for the k-medians and k-means
problem.

Theorem 1.5.4 (Approximability). The explainable k-medians and k-means problems are hard
to approximate better than (1/2 — o(1)) In k, unless P = NP.

These results show that we cannot approximate ~£-medians much better than its price of explain-
ability (unless P = NP); the approximability for k-means remains tantalizingly open.

1.6 Robustness: Combinatorial Optimization using Compar-
ison Oracles

Consider the following general optimization problem: we are given a ground set U of n elements,
a family F C 2V of feasible subsets, and an unknown objective function f : 2V — R,. At each
step, we may query a comparison oracle which, given any two feasible sets S, 1" € F, reveals
only the sign of f(S)— f(T'). That is, the algorithm learns whether f(S) > f(T'), f(S) < f(T),
or f(S) = f(T), but not the actual values. The goal is to identify an (approximately) optimal set
S* € F using as few comparison queries as possible.

In the worst case, one could always find the optimum by performing |F| — 1 comparisons via
brute-force search. However, this is often computationally infeasible since F may be exponen-
tially large. This raises the central question of this chapter:

Can we find (approximately) optimal solutions using only a polynomial number of
comparison queries—especially for linear objective functions and combinatorially
structured families F?

To make this concrete, consider the classical minimum cut problem. We are given a simple
undirected graph G = (V, E, w) with nonnegative edge weights, but the algorithm has no access
to the edge set or weights. It only knows the vertex set V. At each step, it may submit two
non-trivial subsets A, B C V' to a cut-comparison oracle, which reports whether the cut induced
by A is smaller, larger, or equal in weight to the one induced by B. That is, the oracle returns the
sign of f(A) — f(B), where f(S5) = > .55 we and S denotes the cut edges of S.

This setting is a natural instance of the general comparison model, with U = V', F being the set
of non-trivial cuts, and f being a modular function over the cut edges.

There are several compelling motivations for studying this model:

* Real-world uncertainty: In many real-world applications—such as recommendation sys-
tems, fair allocation, or crowdsourced decision-making—agents may not assign precise
numerical utilities to outcomes, but can often express reliable ordinal preferences between
alternatives. Comparison oracles capture this natural mode of feedback.

* Robustness: Since only the order of values matters, comparison-based algorithms are
invariant under monotone transformations of the objective function, making them robust
to scaling, normalization, or reparameterization of utilities.

12



* Minimal information: Comparison queries reveal strictly less information than value
queries. Studying what can still be computed efficiently under such constraints sheds light
on the query complexity of combinatorial optimization problems.

These considerations motivate a fundamental question: even when exact utilities are inaccessible,
can we still solve classical optimization problems efficiently using only pairwise comparisons?
As a case in point, consider the minimum cut problem. Prior work shows that it can be solved
using a linear number of value queries—each returning the cost of a cut. Since a comparison
query can be simulated using two value queries, this highlights the comparison model as a strictly
weaker alternative. Understanding its power and limitations—particularly for problems like min-
cut—offers insight into the minimal information needed for efficient optimization. What follows
is a summary of our contributions to combinatorial optimization using comparison oracles. The
results outlined below offer a high-level overview of the algorithmic techniques and bounds we
establish across several classical problems. A complete technical treatment can be found in
Chapter |7}

1.6.1 Our Results and Techniques

We study the comparison-based model for linear objectives of the form f(S5) = >, ¢ w., where
the weights w, are unknown. The feasible sets 7 C 2V are problem-specific, and the algorithm
may only compare f(S) and f(T) for any S, T € F.

Graph Cuts. We first consider the classical minimum cut problem in unweighted undirected
graphs, where feasible solutions correspond to non-trivial vertex cuts.

Theorem 1.6.1 (Minimum cut). There is a randomized algorithm that computes the exact min-
imum cut of a simple graph G with high probability using O(n) cut comparison queries and
O(n?) time.

Theorem 1.6.2 (Graph recovery). A simple unweighted graph G ¢ {K,, Ky, K3, K3} can be
recovered using O(min{(m + n)logn,n?}) cut comparison queries and in O(n?) time.

Matroid Bases, Matroid Intersections, and Paths. We extend our techniques to other classical
structures: matroid bases, matroid intersections, and s-¢ paths.

Theorem 1.6.3 (Matroid Bases). There is an algorithm outputs the minimum-weight basis of a
matroid on n elements using O(nlogn) comparison queries in O(n?) time.

Theorem 1.6.4 (Matroid Intersection). Let M, = (U,Z;) and My = (U,Zs) be two matroids
defined on a ground set U containing n elements. Then, there is an algorithm that outputs the
minimum-weight set that is in both I,, I, using O(n*) comparison queries in O(n*) time.

Theorem 1.6.5 (s-t walks). There is an algorithm that finds the minimum-length s-t path in a
graph G (or a negative cycle, if one exists) using O(n?) s-t walk comparisons and O(n?) time.

General Linear Optimization. We also give general results for arbitrary families 7 C 2Y and
geometric optimization problems:
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Theorem 1.6.6 (Boolean Linear Optimization). For any family F C 2Y and unknown weight
function w : U — R, we can solve argminger y .. we using O(nlogn - log|F|) = O(n?)
comparison queries, where n = |U|.

Theorem 1.6.7 (General Linear Optimization). There is an algorithm that, for any point set
P C R? with conic dimension k and unknown weights w € RY, returns the minimizer x* =
arg mingcp(w, x) using at most O(klog klog |P|) comparisons.

These results establish that a wide class of combinatorial and geometric optimization problems
admit efficient algorithms even in this restrictive comparison-based model. See Chapter [/| for
full proofs, technical insights, and limitations of this framework.

1.7 Technical Unification

The five problems investigated in this thesis, while spanning the distinct goals of promoting diver-
sity, fairness, explainability, and robustness, share a deep technical connection: they each require
optimizing a continuous objective function—such as volume, projection error, or welfare—under
constraints that are fundamentally discrete, combinatorial, or informational in nature. This in-
terplay between the continuous and the discrete is the central challenge that this work addresses.
The solutions presented, though seemingly distinct, can be understood as different facets of a sin-
gle algorithmic philosophy: leveraging the structure of one domain to overcome computational
barriers in the other. This philosophy manifests in two primary, complementary strategies, along
with a third meta-strategy for quantifying their interaction.

The first strategy is to use continuous relaxations to guide combinatorial search. In this approach,
a computationally hard, discrete problem is mapped into a more tractable continuous landscape.
This is the core of the work on fair allocation, where novel convex and non-convex programs are
designed to approximate the Nash Social Welfare objective. The resulting fractional solution,
which lies in a continuous space, is then carefully rounded back into a high-quality discrete
assignment of indivisible goods. Similarly, for constrained subspace approximation, a discrete
coreset is used to create a simplified continuous problem. Its complexity is then managed by
guessing a small number of key continuous coefficients, transforming an intractable non-convex
problem into a series of efficiently solvable convex ones.

The second, converse strategy is to use combinatorial structures to navigate a complex continu-
ous objective. Here, instead of relaxing the problem, a discrete scaffold is built to optimize the
continuous function directly, often when its global structure is inaccessible or non-convex. The
work on determinant maximization exemplifies this, where a combinatorial “exchange graph”
derived from matroid theory guides a local search algorithm toward a globally-near-optimal so-
lution for the continuous volume objective, all while staying within the discrete confines of a
matroid constraint. This strategy is taken to its extreme in the work on combinatorial optimiza-
tion with comparison oracles, where the continuous objective function is entirely hidden. It is
shown that discrete, ordinal queries (comparisons) are sufficient to reconstruct the essential com-
binatorial structure of the problem allowing for the discovery of an optimal solution without ever
learning its value.
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Finally, this thesis also directly confronts the cost of this interplay by quantifying the fundamental
trade-off of imposing discrete structure onto a continuous problem. This is the focus of the work
on explainable clustering, which analyzes the "price of explainability". Here, one domain is not
used to solve the other; rather, a precise probabilistic analysis of a randomized combinatorial
algorithm is employed to understand the inherent cost of forcing a discrete, tree-based structure
onto a continuous geometric clustering problem, thereby making its solutions interpretable.

Together, these strategies form a powerful and unified approach for tackling modern algorithmic
challenges. They demonstrate a robust synthesis of continuous and discrete techniques, providing
a principled framework for algorithm design at the frontier where societal values like fairness and
explainability impose structures that defy classical optimization.

1.8 Organization and Credits

The remainder of this thesis is divided into four parts, each corresponding to one of the four facets
of my research: Diversity (Part[l), Fairness (Part [T, Explainability (Part [[Tl), and Robustness

(Part [IV).

Part[l| focuses on diversity and contains two chapters. Chapter[2|on determinant maximization is
based on joint work with Adam Brown, Aditi Laddha, Mohit Singh, and Prasad Tetali, published
in [36] and [35].

Chapter 3] addresses the computationally challenging, #P-complete problem of computing the
permanent of a non-negative matrix. Due to the permanent’s computational complexity, a sig-
nificant research effort has been focused on finding efficient upper bounds. In this chapter, we
introduce a new pathway for establishing such bounds by systematically adapting powerful tools
from determinant theory. We present a novel permanental analogue of the Schur’s formula for
determinants, which is built upon a newly defined permanental inverse. Building on this, we
introduce the permanent process, an iterative, deterministic procedure analogous to Gaussian
elimination that yields constructive and algorithmically computable upper bounds on the perma-
nent. The inequalities we develop were derived by generalizing Lemma [2.5.1] that was used in
the analysis of Chapter 2] We chose not to detail this work in the main introduction to avoid dis-
rupting the narrative arc of diversity and determinant maximization. Beyond this application, our
developments are of independent interest and contribute to the large body of work on permanent
upper bounds. This chapter is based on recent unpublished work with Aditi Laddha.

Part [I] addresses fairness through two chapters. Chapter 4] on weighted Nash Social Welfare
maximization is based on a publication and a forthcoming journal article, which are joint work
with Adam Brown, Aditi Laddha, and Mohit Singh [34]. Chapter [5 on constrained subspace
approximation is based on joint work with Aditya Bhaskara, Sepideh Mahabadi, Ali Vakilian,
and David P. Woodruff, published in [235]].

Part [IT]] contains one chapter on the price of explainability in clustering. Chapter[6]is based on
the publication [92], which is joint work with Anupam Gupta, Ola Svensson, and Rachel Yuan.

The final part, Part presents one chapter on combinatorial optimization using comparison
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oracles. Chapter[7]is based on recent work (currently under submission) with Vincent Cohen-
Addad, Tommaso d’Orsi, Anupam Gupta, Guru Guruganesh, Euiwoong Lee, Renato Paes Leme,
Debmalya Panigrahi, Jon Schneider, and David P. Woodruff.

All co-authors are listed in alphabetical order by last name.
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Chapter 2

Determinant Maximization

2.1 Introduction

The determinant maximization problem provides a powerful and general framework for mod-
eling a wide variety of problems across several fields, including statistics [155], convex geom-
etry [116], fair allocations [6], combinatorics [8]], spectral graph theory [149], network design,
and random processes [119].

In a typical instance of determinant maximization, we are given a collection of vectors U =
{v1,...,v,} C R The goal is to select a subset S C [n] that maximizes the determinant of the
matrix ) ;¢ v;v; . The selection of S may also be subject to combinatorial constraints, such as a
cardinality constraint (|.S| < k), or more generally, a matroid constraint (e.g., S must be a basis
in a matroid over the vector indices.). Maximizing the determinant naturally promotes diversity:
the selected vectors tend to be well spread out and linearly independent, leading to informative
and representative summaries of the dataset.

Beyond its modeling flexibility, determinant maximization has revealed deep connections across
fields such as combinatorial optimization, convex analysis, the geometry of polynomials, graph
sparsification, and the complexity of the permanent and other counting problems [3, 15 6, [116].

Applications

1. (Convex geometry) When exactly d vectors are selected, the objective becomes the square
of the volume of the parallelepiped spanned by the selected vectors. The problem of finding
the largest volume parallelepiped from a set of vectors has been studied extensively for over
three decades [|116, (147, [181]].

2. (Random processes) Another notable application is in determinantal point processes (DPPs)
[119]. In DPPs, a probability distribution is defined over subsets of vectors, where the
probability of a subset is proportional to the squared volume of the parallelepiped they
span. These distributions exhibit appealing properties, such as negative correlation, and
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the task of finding the most probable subset is equivalent to solving a determinant maxi-
mization problem.

3. (Experimental design) A classical example arises in statistics through the experimental
design problem [[155]]. The objective is to estimate an unknown parameter vector §* € R?
using linear observations of the form y; = viT 0* 4+ n;, where v; € R? and 7; is Gaussian
noise.

Given a candidate set of vectors {vy,...,v,}, we aim to choose a small subset S of size
r < n to maximize the accuracy of estimating #*. Under Gaussian noise, the maximum
likelihood estimate is given by the ordinary least squares solution:

é\:argmin v?@—yiz.
N D

€S

The estimation error § — 0* follows a d-dimensional Gaussian distribution with covariance
matrix proportional to (Zle s vV, )_1. Minimizing the determinant of this covariance
matrix—equivalent to minimizing the volume of the confidence ellipsoid—Ieads directly
to a determinant maximization problem under a uniform matroid constraint of rank r.

4. (Nash Social Welfare) Given a collection of m indivisible items and n players, along with
a valuation function for each player that specifies how much the player values a particular
bundle of items, the goal is to find an allocation of the items to the players that maximizes
the geometric mean of the players’ valuations [60].

The geometric mean objective captures both fairness—ensuring that each player receives a
bundle of significant value—and efficiency—ensuring that items are allocated to those who
value them most. When the valuation functions of the players are additive over items, this
problem can be modeled as a special case of determinant maximization under a partition
matroid constraint [[6]].

Computational Aspects

The computational complexity of determinant maximization depends heavily on the structure of
the combinatorial constraint that defines the feasible subsets of vectors. The most extensively
studied case is when the constraint is simply cardinality-based—that is, when the number of
selected vectors is fixed. This setting has been well-explored using a range of algorithmic tech-
niques, including convex programming methods [3, 147, 174, 181]], combinatorial methods such
as local search and greedy selection [[116, 124} 1130], and connections to graph sparsification [3]].
These approaches have led to efficient approximation algorithms with strong performance guar-
antees, offering a solid understanding of the problem’s complexity in this regime.

The more general setting, where the feasible sets are defined by a matroid constraint, has received
increasing attention in recent years [5, 16} |8, [131} [148]. This is especially interesting, as several
applications are naturally modeled using matroid constraints — particularly partition matroids.

However, the matroid-constrained case presents a significant gap between what can be achieved
through estimation and what can be computed algorithmically. In particular, while it is possible
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to approximately estimate the optimal determinant value with good guarantees, actually find-
ing a subset that achieves such value is much more challenging. This gap can be substantial:
for example, even in the case of partition matroids, there exists an e?-approximate estimation
algorithm, but the best known approximation algorithms achieve only an ¢©(4*) factor—an expo-
nential blow—up

This gap largely stems from the fact that current estimation methods rely on non-constructive
tools such as convex relaxations and the theory of stable polynomials and its generalization to
strongly log-concave polynomials. Unfortunately, these methods are inherently non-algorithmic
and do not give a simple way to obtain efficient algorithms with the same guarantees that match
the estimation bounds.

2.1.1 Preliminaries and Notation

Let U = {v1,...,v,} C R?be a collection of vectors. For any subset of indices S C [n], we
define:

* Vs :={v; : 1 € S} — the set of vectors indexed by S. By slight abuse of notation, we also
use Vs to denote the d x |S| matrix whose columns are these vectors, i.e., Vs = [v;];es.

* vol(S) — the volume of the parallelepiped spanned by the vectors in Vs, defined as
vol(S) := | det(Vs)|,

when |S| = d. This notion can be extended to | S| < d as

vol(S) := 4/det(Vd V).

Although volume is not defined for |S| > d, the relevant algebraic surrogate we use is

vol(S) := y/det(VsVy ) =, | det Zviv;

1€S

We use M = ([n],Z) to denote a matroid over the ground set [n] with independent sets Z.
Whenever we refer to a set S € 7 as a basis, we mean the index set, and use Vs to refer to the
corresponding vectors or matrix.

We adopt the following index conventions throughout: the symbol j is used for vectors u; ¢ Vg
(i.e., outside the current solution), and ¢ for vectors v; € Vg (i.e., inside the solution). For a
matrix A € R*T, and subsets Y C S, X C T, we use Ay x to denote the submatrix of A
consisting of rows indexed by Y and columns indexed by X. We use both a;; and a,, to refer
to matrix entries, depending on whether we are indexing by position or by the corresponding
vectors.

ISince the determinant is taken over d x d matrices, approximation factors are often reported in terms of the d"
root of the determinant, making the exponential dependence on d appropriate.
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For notational convenience, we may write expressions like SAC, SNC, or C'\ S even when C' C
U is a set of vectors, interpreting these as operations on the corresponding index sets. Similarly,
we may use notation such as vol(S +wu —v), where S is an index set and u, v are vectors, with the
understanding that this refers to modifying the associated vector set. Let span(S) := span(Vs).
Finally, we denote by sym,.(M) the ' elementary symmetric polynomial of the eigenvalues of
a d x d positive semidefinite matrix M .

2.1.2 Our Results and Contributions

In this work, we introduce new combinatorial techniques for determinant maximization under
matroid constraints. We give a deterministic approximation algorithm with approximation factor
O(d®?), improving significantly over the previously best-known bounds. Unlike earlier ap-
proaches that rely heavily on convex programming and the theory of stable polynomials, our
algorithm is purely combinatorial and builds on the classical matroid intersection algorithm.

Our main results handle three different regimes, depending on the relationship between the ma-
troid rank » and the dimension d.

Casel (r =d)

Our first result addresses the case where the rank of the matroid is exactly d, meaning the selected
set must contain exactly d vectors. In this setting, the determinant of the matrix >, g v;v;’

corresponds to the squared volume of the parallelepiped spanned by the selected vectors.

Theorem 1.2.1 (Rank equals dimension). There is a polynomial-time algorithm which, given a

collection of vectors vy, . . ., v, € R? and a matroid M = ([n|,T) of rank d, returns a set S € T
such that
1
T _ o T
det (Z; viY; ) =0 (do(d)> max det (ZS ViV, ) .
€ USl

Our results improve the eO(dQ)—approximation algorithm which relies on the e?(¥-estimation al-

gorithm [5, 18, [131]. Our algorithm iteratively improves the objective while maintaining matroid
feasibility. This is achieved by performing exchanges guided by alternating cycles in a carefully
constructed exchange graph, building on ideas from the matroid intersection framework.

Case 2 (r < d)

We extend our techniques to the case where the matroid rank r is less than d. In this setting, the
solution matrix . ¢ v;v; is a d x d positive semidefinite matrix of rank at most r. Since its
determinant is zero, a more meaningful objective is the product of its top r eigenvalues, which
corresponds to the " elementary symmetric polynomial of its eigenvalues.

Let sym,. (M) denote the " elementary symmetric function of the eigenvalues of a d x d matrix
M. Our objective, then, is to maximize sym, (ZZE 5V} ) When |S| < d, this is equivalent to
the squared volume vol(S)? as defined in the Preliminaries §
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Theorem 1.2.2 (Rank less than dimension). There is a polynomial-time algorithm which, given
a collection of vectors vy, . .., v, € R? and a matroid M = ([n],T) of rank r < d, returns a set
S € T such that

1
E v | = - § .
sym,. ( Vi, > Q (TO(T)) max sym, ( Vi, ) .

€S 1€S*

O(r?

This result improves over the best known ¢°("")-approximation algorithms derived from e©(")-

approximate estimation methods.

Case3 (r > d)

Finally, we consider the case where the number of selected vectors exceeds the dimension d.
Our approach in this overdetermined setting uses sparsity properties of a convex programming
relaxation along with the algorithmic ideas developed for the earlier cases.

Theorem 1.2.3 (Rank more than dimension). There is a polynomial-time algorithm which, given
a collection of vectors vy, . .., v, € R? and a matroid M = ([n],T) of rank r > d, returns a set
S € T such that

1
T T
e (o7 ) = () apas (S0t ).

€S i€S*

This matches the d°(?-approximate estimation algorithm [131]], which only gives an estimate of
the optimum value and results in d°(?*)-approximation algorithm.

Remark. Notice that the theorem statements for the » < d and » > d cases each subsume the
result for r = d. We present the r = d case separately for the sake of conceptual clarity, as it
serves as a natural starting point for understanding the algorithm and analysis.

2.1.3 Technical Overview

To build intuition, recall that when |S| = d, the squared volume of the parallelepiped spanned
by the vectors indexed by S is given by vol(S)? = det(VsVy ). Therefore, maximizing volume
is equivalent to maximizing the determinant of the sum of outer products.

We begin by considering the feasibility problem: is there a set S € Z such that vol(S) > 0?
This reduces to matroid intersection. Specifically, this question is equivalent to asking whether
there exists a common basis between the given matroid M and the linear matroid defined by the
vectors {vy,...,v,} (i.e., the column independence structure).

Since our goal is to maximize vol(S) over all S € Z, a natural idea is to use the weighted
matroid intersection algorithm. However, the key challenge is that the volume objective is not
linear: we cannot write vol(S) as a sum ), w; or even as a product [ [, w; for some weights
w. Nevertheless, our algorithm takes inspiration from the matroid intersection framework.
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Overview of Matroid Intersection

Let us briefly recall the classical matroid intersection algorithm. Given two matroids M; =
(U,Z;) and My = (U,Z,) on the same ground set U = {1,...,n}, and a weight function
w : U — R, the goal is to find a common basis S maximizing w(S) := ), w;, assuming one
exists.

The algorithm starts from a common basis .S and either certifies optimality or finds a strictly
better common basis S’. It constructs a directed bipartite exchange graph G(S) with bipartition
(U\ S, S). It adds:

— anarc from j € U\ Stoi € S if replacing i with j in .S yields a basis in Ma;
— anarc fromi € Stoj € U\ S if the same operation yields a basis in M.

Each j € U\ S gets a weight of —w;, and each ¢ € S gets weight w;. A foundational result from
matroid theory (Theorem 41.5 in [172]) shows that S is a maximum weight common basis if and
only if G(S) contains no negative weight cycle. Moreover, if C is a directed negative weight
cycle with minimum hopﬂ then SAC' is a common basis of the two matroids whose weight is
strictly larger than that of .S.

Our Algorithm

Our algorithm adapts this framework to the determinant maximization setting. The two ma-
troids involved are the constraint matroid M and the linear matroid defined by the columns
{v1,...,v,}. A key difficulty is that the objective function det(VsVy ) = vol(S)? is not linear,
so vertex weights cannot be used as in the classical case.

Instead, we work with the function log vol(,S), which is known to be submodular. While we
do not directly use submodularity, we linearize log vol(.S) locally and search for improvement
directions using an exchange graph. In the case that » < d, we use the geometric relationship
between vol and det closely, while we take a more algebraic approach when r > d.

The first new ingredient is the use of arc weights (rather than vertex weights) in the exchange

graph. For each forward arc (j,7), where j ¢ S and i € S, corresponding to the linear ma-
vol(S—i+j)

troid, we assign a weight of — log < vol(8)

). Backward arcs (corresponding to the constraint

matroid M) are given zero weight.
A key observation is that this volume ratio has a geometric interpretation. Let u; be written in
the basis Vg as u; = ) .. ¢ a;;v;. Then:

vol(S — v; + uj)
vol(5)

= |ag|.

This relationship (formalized in Lemma [2.2.4)) plays a central role in our analysis.

ZHops here refers to the number of arcs in the cycle.
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From Determinant to Cycle

We show that if the current solution is far from optimal in terms of volume, then the exchange
graph must contain a cycle that violates an appropriate inequality:

Lemma 2.1.1 (Determinant to Cycle). Let S be a basis in M, and let OP'T be an optimal basis
maximizing vol(OPT). If vol(OPT) > e!?dled . vol(S), then there exists a directed cycle C of
20 hops in G(S) such that

[T eyl = max{2, ()"} = f(0).

(49)€C, jE8, i€S

Such a cycle is called an f-violating cycle. To detect it, we define new arc weights for forward
arcs as

o 1
we(j,1) = 7 log f(£) —log |as,
and search for negative weight cycles of length 2.

Let Vs and Vopr be the matrices with columns indexed by S and OPT, respectively. Writing
each vector in OPT in the basis Vg, we get Vopr = Vg A for some matrix A. The condition of
the lemma implies that | det(A)| > e'?¢1°84. Furthermore, the arc weights from u; € OPT to
v; € S are —log|a;;|, where a;; is the corresponding entry in A. These facts together guarantee
the existence of an f-violating cycle.

From Cycle to Determinant

After finding an f-violating cycle C, the next step is to update the solution to 7" := SAC. The
key is to relate the volume of the new solution vol(T) to the coefficients a,;. While the |a;]|
values along the cycle are large, the determinant det(V7V,' ) depends on more than just those
values—it depends on all coefficients between vectors in C'\ S and C'N S.

Let B be the matrix with rows indexed by C' N S and columns by C'\ S, where B;; = a;; is the
coefficient of v; in the expansion of u; with respect to the basis V. Then:

vol(T') = | det(B)| - vol(S) (Lemmal[2.2.TT).

The diagonal entries of B correspond to the weights of the forward arcs on C, which are guar-
anteed to be large by Lemma We show that if C' is a minimum hop f-violating cycle, then
the off-diagonal entries of B (i.e., chords of (') are small enough to ensure a strong lower bound
on det(B).

Lemma 2.1.2 (Cycle to Determinant). If C' is a minimum hop f-violating cycle in G(S), then
vol(SAC) > 2 - vol(S). Moreover, SAC is also a basis of M.

This lemma is crucial: minimality of C' controls the size of off-diagonal entries in B, allowing
us to lower bound its determinant. A careful calculation then shows that each update at least
doubles the volume, ensuring fast convergence.
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2.1.4 Related Work

Determinant Maximization under Cardinality Constraints. Determinant maximization prob-
lems under a cardinality constraint have been studied widely [3| (116, 130, (147, [174, [181].
Currently, the best approximation algorithm for the case » < d is an e”-approximation due
to Nikolov [[147] and for r > d, there is an ed—approximation [174]. It turns out that the
problem gets significantly easier when r >> d, and there is a (1 + ¢)%-approximation when
r>d+ g (3,124, 130]. These results use local search methods and are closely related to the
algorithm discussed in this chapter, as the cycle improving algorithm will always find a 2-cycle
when the matroid is defined by the cardinality constraint.

Determinant Maximization under Matroid Constraints. As mentioned earlier, determinant
maximization under a matroid constraint is considerably challenging and the bounds also de-
pend on the rank r of the constraint matroid. There are e?(")-estimation algorithms when r <
d [, [10, 148] and a min{e®™), O(do(d))}—estimation algorithm when r > d [131]]. The output
of these algorithms is a random feasible set whose objective is at least min{e?™, O(d°?¥)}
of the objective of a convex programming relaxation, in expectation. Since the approximation
guarantees are exponential, it can happen that the output set has objective zero almost always.
To convert them into deterministic algorithms (or randomized algorithms that work with high
probability), additional loss in approximation factor is incurred. These results imply an Q@)
approximation algorithm when r < d, and a O (dO(dS))—approximation algorithm [131] for r > d.
Approximation algorithms are also known where the approximation factor is exponential in the
size of the ground set for special classes of matroids [[71].

Nash Social Welfare and its generalizations. A special case of the determinant maximization
problem is the Nash Social Welfare problem [41]. In the Nash Social Welfare problem, we are
given m items and d players and there is a valuation function v; : 2™ — R, for each player
i € [d] that specifies value obtained by a player when given a bundle of items. The goal is to
find an assignment of items to players to maximize the geometric mean of the valuations of each
of the players. When the valuation functions are additive, the problem becomes a special case
of the determinant maximization and this connection can be utilized to give an e-approximation
algorithm [6]. Other methods including rounding algorithms [60, 61]] as well as primal-dual
methods [20] have been utilized to obtain improved bounds. The problem has been studied when
the valuation function is more general [9, 21} 84} |86] and a constant-factor approximation is
known when the valuation function is submodular [[127]].

Other Spectral Objectives. While we focus on the determinant objective, the problem is also
interesting when considering other spectral objectives including minimizing the trace or the max-
imum eigenvalue of the (ZIE S (viviT ) ) ! These problems have been studied for the cardinality
constraint [3, [149]]. For the case of partition matroid, the problem of maximizing the minimum
eigenvalue is closely related to the Kadison-Singer problem [136].
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2.1.5 Organization

In the next section we will provide a description of the algorithm in the special case when r = d,
and the constraint matroid is a partition matroid. This case already contains the key technical
ideas and will allow for a full description of the algorithm. The analysis is divided into two
lemmas: Lemma [2.1.1] which shows that if there is an optimality gap we can find a very negative
cycle, and Lemma [2.1.2] which shows that when we update along a minimal such very negative
cycle, it leads to an improvement in the objective value. At the end of that section we briefly
explain how the result extends to general matroid constraints.

In § [2.3] we address what modifications are needed when we are selecting fewer vectors than
the dimension. This requires new versions of the determinant-to-cycle and cycle-to-determinant
lemmas, and a slight modification to the algorithm.

In § 2.4)we complete the final case where we select more vectors than the dimension. In this case
we use additional sparsity properties of the convex programming relaxation, but the general plan
remains the same.

2.2 The case that rank equals dimension

In this section, we present the algorithm that proves the following theorem:

Theorem 1.2.1 (Rank equals dimension). There is a polynomial-time algorithm which, given a

collection of vectors vy, . . ., v, € R? and a matroid M = ([n|,T) of rank d, returns a set S € T
such that
1
ol | = — "
det (ZS VY, ) Q (do(d)> max det (ZS ViV, ) .
1€ 1€ES*

We begin by analyzing the case of a partition matroid with rank d. This allows us to introduce
the main ideas without invoking the full generality of matroid theory. The extension to general
matroids is standard and is deferred to §[2.2.3]

Let M be a partition matroid with d parts, where each part P; has capacity 1. Our goal is to find
an index set S' that selects one vector from each part and maximizes the determinant objective:

max{det (vaj) H|S]=d, |SNP;| =1foralli € [d]}

i€s
Let OPT denote the optimal solution. The following theorem is a specialization of Theo-
rem [I.2.1]to the partition matroid setting.

Theorem 2.2.1. Given a partition matroid M with d parts, let OPT be the optimal solution to
the determinant maximization problem under M. Then, there is a polynomial-time deterministic
algorithm that returns a feasible set S € M such that

det (Z Uﬂ]j) > e~ 2dlog(d) . et ( Z vw?) .

iesS i€OPT
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m Partition matroid M,

m Linear matroid My

Figure 2.1: The exchange graph G(S).

2.2.1 Algorithm

We now formally define the exchange graph, the relevant weight functions, and present the algo-
rithm used to prove Theorem

Let U; := {v; : j € P;} be the set of vectors in the i-th part of the partition matroid.

Definition 2.2.2 (Exchange Graph). Let S C [n] be an index set such that |S N P;| = 1 for all
i € [d]. For each i, let s; be the unique element in S N P;, and define (or re-index such that)
v; := vs,. The exchange graph G(S)(see Figure is a bipartite directed graph with:

* Right side: the selected vectors R := Vg,
* Left side: the remaining vectors L := J™, (U; \ {v:}).
The arcs are defined as follows:
* For each v; € R, there is a backward arc to every u € U; \ {v;},

* For each u € L, there is a forward arc to every v; € Vg such that Vg — v; 4+ w is linearly
independent.

More generally, the arcs from R to L correspond to swaps that preserve feasibility in the con-
straint matroid M, while arcs from L to R correspond to arcs that preserve linear independence.

We define a family of weight functions on the arcs of G(S). The base weight function is denoted
by wy, and for each 1 < ¢ < d, we define weight functions w,. We use the function f : [d] — Z
defined as f(1) = 2 and f(i) = (i!)"! fori > 2.

Definition 2.2.3 (Weight Functions on the Exchange Graph). For u; € L, let v; = Vs|i] be the
representative from partition 7. Suppose u; can be written in the basis Vs as u; = Zle a;50;.
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Then:

* The base weight function w, assigns weight wq(u;,v;) = —log |a;;| to each forward arc
(u;,v;), and weight 0 to each backward arc (v;, u;).

* The modified weight function w, for ¢ € [d] assigns:

_ log(f(0))

wy(uj,v;) = Y wo(uj, v;),

and still gives weight O to all backward arcs.

The weight wq(u;,v;) reflects the relative change in volume when replacing v; with u;. The
following lemma, proved in the appendix, formalizes this:

Lemma 2.2.4. Let S C [n| with vol(S) > 0, and let u; ¢ S, v; € S. Then

vol(S — v; + u;)
vol(.S) )

wo(uj, v;) = —log (

From here on, when not specified, we assume the default weight function is wy.

Definition 2.2.5 (Cycle Weight). The weight of a cycle C' in G(S) is defined as wy(C) =
> ccc wo(e). Note that the weight only depends on the forward arcs, as all backward arcs have
weight 0.

We now describe how to iteratively improve the current solution set S using updates guided by
cycles in the exchange graph G(.S). However, not all cycles are useful for making progress. We
define a special class of cycles called f-violating cycles and Minimal f-violating cycles. The
algorithm always exchanges on a Minimal f-violating cycle.

Definition 2.2.6 (f-Violating Cycle). A cycle C'in G(.5) is called an f-violating cycle if
wo(C') < —log f(|C]/2),

where |C'| denotes the number of arcs in the cycle.

The next observation relates the weight of a cycle to the product of coefficients appearing in the
vector representation and follows directly from the definition of arc weights.

Observation 2.2.7. If C is an f-violating cycle, then

11 |aw| > f(IC]/2).

(u,v)eCueLl,veER

The algorithm will always update .S using minimal f-violating cycles, defined below.

Definition 2.2.8 (Minimal f-Violating Cycle). A cycle C'in G(S) is a minimal f-violating cycle
if:

* (C'is an f-violating cycle, and
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* for every cycle C’ such that V(C") C V(C'), C" is not an f-violating cycle.

To find such a cycle, we iterate over increasing values of ¢ and look for a cycle with 2¢ arcs and
negative weight under wy:

Algorithm 1 Finding a minimal f-violating cycle
for / =1toddo
if there is a negative-weight cycle C' with exactly 2/ arcs in G(S) under w, then
return C'
end if
end for

The correctness of the procedure is immediate from the definitions.
Lemma 2.2.9. Algorithm returns a minimal f-violating cycle in G(S), if one exists.

After finding a minimal f-violating cycle C', we update the current solution set via S +— SAC,
and repeat. By construction, SAC' is a feasible set, as it continues to pick exactly one element
from each part.

The core idea is as follows: if the volume of the current solution is small relative to the opti-
mum—specifically, if vol(S) < vol(OPT)-e~%(@l°gd)__then the exchange graph G(S) must con-
tain an f-violating cycle (see Lemma[2.2.10)). Moreover, exchanging along a minimal f-violating
cycle leads to a significant improvement: it at least doubles the volume, i.e., vol(SAC) >

2 - vol(S) (see Lemma|2.2.12).

To initialize the process, we start with any feasible set S satisfying vol(S) > 0. Such a set
can be computed using the matroid intersection algorithm for the partition matroid and the linear
matroid induced by the vectors. Since the ratio vol(OPT)/ vol(.S) is at most 2%?, where o denotes
the encoding length of the input (Chapter 3, Theorem 3.2 [170]]), only polynomially many such
exchanges are needed before reaching a solution that satisfies the bound in Theorem

Algorithm 2 Exchange Algorithm for Partition Matroids

Initialize S such that |S| = d, |S NP;| = 1 forall i € [d], and vol(S) > 0
while there exists an f-violating cycle in G(S) do
C' < minimal f-violating cycle in G(S5)
S+ SAC
end while
return S

Lemma 2.2.10. For any set S with |S| = d and vol(S) > 0, if vol(S) < e~'?#1oed . y0l(OPT),
then G(S) contains an f-violating cycle.

Proof. Let OPT = {uy,us,...,uq} and S = {vy,vs,...,v4}, where u;, v; € P; for all i € [d].
Observe that (v;, u;) is a backward arc in G(S) for every ¢ where u; # v;.
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Let V7 and Vs be the matrices whose columns are the vectors in OP'T and S, respectively. Let
A be the coefficient matrix such that V; = VgA. Then,

vol(OPT)? = det(VyVy ) = det(VeAATVY ) = vol(S)? - | det(A)|?.

Define X = OPT\ S and Y = S\ OPT, and suppose | X | = |Y| = k. Without loss of generality,
write Y = {vy,..., v} and X = {uy, ..., ux}. Then A takes the block form:

A, 0
A =
i

where Ay is a k x k matrix. Hence det(A) = det(Ag).
Using the hypothesis vol(S)? < vol(OPT)? - e~24dlosd e get

|det(Ak)| > 612dlogd Z 612k10gk‘

By the Leibniz formula and bounding the number of permutations,

k k
[det(4)] < D7 [Tlaio] < 4 max T lai|.
=1

eSSy 1=1

Hence, for some o € S, we must have:

k
H |@io@)| > [det(4y)] detk('Ak>| > ellklogk,

i=1

Let 0 = {C},...,C;} be the decomposition of ¢ into disjoint cycles. Each C; corresponds to
a cycle in G(.5) with 2|C}| arcs (alternating forward and backward). If all of these cycles were
non-violating, then

14

k ¢
H |Qio(i)| = H H |Gio(i)] < Hf<|Cj|) < eMklogk
i=1 ey

j=14ieC;

contradicting the bound above. Therefore, at least one f-violating cycle exists. ]

Tightness of the bound The volume threshold in Lemma [2.2.10) is essentially tight. For ex-
ample, let S = {ey,...,eq} be the standard basis of R, and let OPT = {hy,...,hy} be the
columns of a d x d Hadamard matrix. Then vol(S) = 1 and vol(OPT) = Hle |hil| = d¥? =

eslogd vol(.S). However, since every entry of the exchange matrix A = H is +1, the product of
coefficients along any cycle has absolute value 1. Thus, no f-violating cycle exists, despite the
large gap in volume.
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2.2.2 Cycle Exchange and Determinant

We now show that exchanging along a minimal f-violating cycle C' increases the objective
value—specifically, the squared volume—by at least a factor of two. The proof relies on two
technical lemmas.

First, observe that the arc weights wy(j, ) quantify the change in the objective when we switch
from the current solution S to S + j — i. However, exchanging along a cycle involves replac-
ing multiple elements simultaneously. Since our function vol(-) (or more precisely, log vol(-))
is not additive, it is not immediately clear how the objective changes. The following lemma
characterizes the exact change when we replace a large subset.

Let S be the current solution. Let C' be a minimal f-violating cycle, and define ¢ = |C|/2. Let
X =C\SandY = CnNS. Then the updated setis 7' = (SUX) \ Y. We denote by Vx, Vi, and

Vs the matrices whose columns correspond to the elements of X, Y, and S, respectively. Note
that Vs is a d x d matrix, while both Vx and V- are d x £. Observe:

vol(S)? = det(VsVy ), vol(T)? = det(Vy V') = det(VsVy + VxVy — A1),
The matrix of coefficients a;;, which defines the arc weights for j € X and ¢ € Y in the exchange

graph, also governs this change in volume.

Lemma 2.2.11. Let S be a basis, and let X, Y be sets with | X| = |Y| =landY C S, X C U\S.
Let A be the d x { matrix such that Vx = Vs A, and let Ac be the { x { submatrix of A restricted
to the rows indexed by Y. Then, for T = (S U X) \ Y, we have:

vol(T)? = vol(S)? - det(AcAL).

Without loss of generality, write the cycle as
C=(vg = u; — vy = ug = Vg — -+ — Ug —> Vp),

with X = {uy,...,ust and Y = {wvy,...,v-1,v0}. Order the rows of A¢ so that the last row
corresponds to vy. The diagonal entries a;; of A represent the coefficients of v; when expressing
u; in the basis S. Since C'is f-violating, we have:

l

i=1

To show that vol(7T') is large, it suffices to lower-bound | det(A¢)|. Crucially, since C'is a min-
imal f-violating cycle, any chord creates a strictly smaller cycle that must not be f-violating.
This allows us to upper-bound the off-diagonal entries a;;.

Lemma 2.2.12. [f C' is a minimal f-violating cycle in G(S), then vol(SAC) > 2 - vol(5).

Proof. Let C = (vg — uy — v — - - — uy — vy) Where v;, u; 1 belong to the same part and
v; € S (see Figure[2.2).
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Uy

Figure 2.2: The cycle C

From Lemma[2.2.11] we know:
vol(SAC) = | det(A¢)]| - vol(S).

Using notation from Lemma [2.2.11f with X = C\S and Y = C' N S. Index the entries of
Ac using {v; }o<i<e—1 and {u;}1<j<s, with the last row corresponding to v, (we use v, and vy
interchangeably). Since C has 2/ edges, A¢ is an £ x ¢ matrix.

We now upper-bound the off-diagonal entries of A¢ in terms of its diagonal entries. For i < j,
define the cycle:

Ci,j = (Uj =V = Uil — - > Vj_1 — Uj>.
This cycle has 2(j — ) edges and is a proper subgraph of C. Since C is minimal, C; ; is not
f-violating. Thus:

i G — 1)
gl [T lassl <G —1) = aigl < =2
s=1+1 Hs:i—H a575|

Note that ¢ = 0 is part of the ¢ < j case. For j < ¢ < ¢, define:
Clij=(vo = up — - = Uy = v; = - — Ug — V).

This cycle has 2(¢ — i + j) edges and is not f-violating. Hence:

j—1 L
|ai,j|'H|a8,S" H |as,s| < f(£—1i+ 7).
s=1

s=1+1

Since C'is f-violating, we also have:
¢
H |a5,5| > f(€)7
s=1
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Up—_1€ 2 V-1

Uy €

(b) Sub-cycle when i > j

(a) Sub-cycle when i < j

Figure 2.3: Structure when edge u; — v; (in blue) is added

which leads to:

C—itj) T
rmw<wﬁfﬂgiﬂ-IImww

Now define matrix B, by applying the following transformations to A¢:

s=j

* Multiply the columns 1 < 5 < ¢ with Hj ;} Qs s.

* Divide therows 1 < i < /¢ — 1 by Hizl s s-
* Divide last row by f(¢).
Then |det(Ac)| = f(¢) - | det(By)|, and By satisfies:
* b, =1foralli < land by > 1,
* |bigl < f(j — ) fori < j,
gl < (6= i+ )/ () for j < i
By Corollary [2.5.4] we have: o

det(Bg) Z 1-— 7,

and therefore:

| det(Ac)| > f(£) - (1 - E) >2 forl>2.
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2.2.3 Update Step for General Matroids

Consider the case where M = ([n],Z) is a general matroid of rank d. When we exchange along
a cycle C' and update S <~ SAC, the resulting set is guaranteed to remain independent in the
linear matroid, due to the determinant bound in Lemma[2.2.12] However, it is not immediately
clear that SAC' will remain independent in a general matroid M, especially when M is not a
partition matroid.

In this section, we show that by exchanging along a minimal f-violating cycle, we can preserve
independence in M. Specifically, we prove the existence of an f-violating cycle whenever the
current basis S has volume significantly smaller than that of the optimal solution OPT. We also
show that exchanging along a minimal f-violating cycle preserves matroid independence.

Theorem 2.2.13. Let S be a basis with |S| = d and vol(S) > 0. If vol(S) < vol(OPT) -

e~12d108(d) then there exists an f-violating cycle in G(S).

Proof. Since S and OPT are both independent sets of size d, there exists a perfect matching
between OPT \ S and S \ OPT using the backward arcs in G(S) (Chapter 39, Corollary
39.12a, [172]). Let X = OPT \ Sand Y = S\ OPT, with |X| = |Y| = k. Without loss
of generality, let Y = {vy,..., v} and X = {uy, ..., u;} such that each (v; — ;) is an arc in
G(S) fori € [k].

Let V and Vi be the matrices whose columns are the vectors in OPT and S, respectively. Define
A as the matrix of coefficients such that Vi = Vg A. Then A can be expressed in block form as

A4 0
i

where Ay is the submatrix corresponding to rows indexed by X and columns indexed by Y.

Applying the same argument as in Lemma [2.2.10] there exists a permutation ¢ € S such that

H |aw 0 | > |det( )| —klog k) > 11k:log(k)‘ (21)

Let 0 = {C4,...,Cy} be the decomposition of ¢ into disjoint cycles. Each C; corresponds to
a cycle in G(.5) with 2|C}| arcs (alternating forward and backward). If all of these cycles were
non-violating, then

¢
H |Gio ()| = H I laio| < H (1C;]) < eltkiogk,

j=1ieC} j=1

which contradicts (2.1I). Thus, G/(S) must contain an f-violating cycle. O

Lemma 2.2.14. [f C' is a minimal f-violating cycle in G(S), then SAC' is independent in M.
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Proof. Let V(C') denote the vertex set of the cycle C, and define T := SAC. Suppose |C| =
2¢. Consider the graph G(.S) with arc weights wy, and define the total weight of a cycle D as
wy(D) := " .pwe(e). Since C'is f-violating, we have

we(C) = wo(C) +1og(f(£)) <0

Let N be the set of backward arcs and N, the set of forward arcs in C'. Suppose, for contradic-
tion, that 7" ¢ Z. Then, by Theorem 39.13 of [172], there exists a distinct matching N{ on V' (C')
consisting solely of backward arcs, with N # Nj.

Construct a multiset A of arcs as follows: include each arc in NV, twice, and include all arcs in
N1 UNj, with arcs in N; NN counted twice. Let D = (V(C'), A) be the resulting directed multi-
graph. Each vertex in V' (C') has in-degree and out-degree two, so D is Eulerian and decomposes
into directed circuits C1, ..., Cj.

Since only arcs in /N5 have nonzero weights, we have:
k
D wi(Ch) = 2wy (C).
i=1

Now, either:
(i) there exists a C; with V' (C;) = V(C'), or
(i) all C; satisty V(C;) € V(C).

In case (i), we(C;) = we(C'), and so the remaining circuits must sum to w,(C') < 0, implying the
existence of some C; C C with w,(C;) < 0.

In case (ii), Y, w,(C;) = 2wy (C') < 0, so again some C; has w,(C;) < 0and V(C;) € V(C).
Thus, in either case, we find a subcycle C' C C' with wy(C") < 0. Let |C’| = 2y. Then:

we(C') = %log( F(0) +wo(C") < 0.
Since y < ¢ and log(f(y))/y < log(f(¢))/¢, we have:
wo(C') < ~Tlog(£(0)) < —log(f(y)).

Thus C’ is an f-violating cycle with V(C") C V(C'), contradicting the minimality of C'. O

2.3 Rank less than dimension

In this section, we extend Algorithm [2[to the setting where the number of vectors selected is less
than the dimension d. Specifically, we address the case when the matroid rank » < d and prove

Theorem [1.2.2]
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Let M = ([n],Z) be a matroid of rank r < d. Starting with a basis S with non-zero volume, we
apply a slight modification of Algorithm [2]to iteratively find a basis with strictly larger volume.
However, since S is not full-dimensional in R?, the edge weight functions in our exchange graph
must be adapted accordingly.

Let S = {v1,vs,...,v,} be a basis of M such that vol(S) > 0. Any vector u; € U can be
written as
T
Uj = Z CLz‘jUz' + Uj_,
i=1

where u; is the component of u; orthogonal to span(V).

The change in volume incurred by replacing some v; € S with u; ¢ S is given by

[lug |12
= a2+ (2.2)
T |

VOI(S —V; + Uj)
vol(.S)

where v; is the component of v; orthogonal to span(Vs \ {v;}).

Each of the terms in (2.2)) has a geometric interpretation. Let us decompose u; as u; = ug + ujL
[

where u; lies in span(.S). Then:
vol(vaiJruH) . . .
* |a| = —ol(5)  captures the change in volume if we replace v; with the component of

u; parallel to the span of S.

||uJL|| B vol(S'fv¢+ujL)
ol vol(5)

u; perpendicular to the span of S.

captures the change in volume if we replace v; with the component of

This motivates an augmentation of the exchange graph to account for both components.

As in Lemma [2.2.10, we show that if sym,(S) < sym,(OPT) - r~%("), then there exists an
f-violating cycle in the augmented exchange graph.

However, unlike Lemma [2.2.12] the change in the objective induced by a cycle C' in the aug-
mented graph is not a simple function of the arc and chord weights in C. To overcome this, we
use geometric properties of the volume function—specifically, its subadditivity—to relate sym,.
to the total weight along arcs and chords in the cycle.

Finally, each vector v; € S can be decomposed as
1
v = Z Qi Uy + U5,
i #i

where v;- is orthogonal to span(Vs \ {v;}). We refer to v;- as the orthogonal component of v,
and use it to define edge weights in the augmented exchange graph denoted by G(.5).

Before we present our algorithm and analyze it, we will define some useful terminology:
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Definition 2.3.1 (Orthogonal Projection). Given a linearly independent set S C [n], define the
projection matrix onto span(Vs) as

projg := Vs(Vg V) 'V,
and the orthogonal projection matrix as projg := I; — projs.

We write projg (u) for the orthogonal projection of a vector u € R? onto the complement of

span(Vs). When S is clear from context, we abbreviate this as u™.

Definition 2.3.2 (Coefficient Extraction). Given a linearly independent set S C [n], define the

function coef s : R?x Vg — R as follows. For u; € R?and v; € Vs, the value coef s(u;, v;) = a; ;

denotes the coefficient of v; in the decomposition of u; — uj with respect to the basis Vs, where
1

u; = projg (u;). More concretely,

COefS(Uj7Uz’) = eiT(VSTVS>71VSTuJ"

Definition 2.3.3 (Augmented Exchange Graph for r < d). Let Vg = {v1,...,v,.} be a set of
vectors such that S is independent in the matroid M and vol(S) > 0. The augmented exchange
graph, denoted G(.S), is a bipartite graph with:

* Right side: the selected vectors Vs,
* Left side: The remaining vectors U\ V.

There is an arc from v; € Vg to u; ¢ Vs if the set S — 7 + j is independent in M. Additionally,
if Vo — v; + u; is linearly independent, then there are two types of arcs from u; to v;, labeled I
and II.

Definition 2.3.4 (Weight Functions on the Augmented Exchange Graph). Let Vg = {vy,...,v,.}
be a basis of matroid M with vol(S) > 0, and let U \ Vs = {u,...,u,_,}. Suppose each u;

can be written as
T

i
u; = g @, jV; + Uy,
i=1

where ujl is orthogonal to all vectors in S. For each v; € Vg, let v;- denote the projection of v

orthogonal to span(S \ {v;}).

The weights of the forward arcs in G(S) are defined as:

* For an arc of type I, u; iN v;, the weight is

I
w(u; = v;) = —log (|a; ).

* For an arc of type II, u; LR v;, the weight is

ur
w(u; 5 v;) = —log (H :
Ui
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2.3.1 Algorithm

As in previous sections, the first step is to argue that if the current solution has a much smaller
objective value compared to the optimum, then there exists a cycle in the exchange graph with
significantly negative weight.

Algorithm 3 Algorithm to approximate OPT for r < d

Require: Vectors U = {vy,...,v,} C R? matroid M = ([n],Z) of rank r < d
S < any basis of M with vol?(S) = det(Vy Vs) > 0
while there exists an f-violating cycle in G(S) do
C' + minimal f-violating cycle in GG (9)
S« SAC
end while
Ensure: S

We now state our main lemma showing the existence of such cycles.

Lemma 2.3.5 (Volume-to-Cycle). Let T, .S be two bases of M such that
vol?(T) > vol*(S) - (2r)! - f(2r).

Then there exists an f-violating cycle C'in G (9), i.e.,

> w(e) < —log (£(IC]/2)).

ecC

After identifying a minimal f-violating cycle C, we update S <— SAC. When the cycle consists
only of type I edges, the volume increase can be bounded similar to the full-rank case r = d.
However, for general < d, we cannot assume that all cycles avoid type II edges.

Fortunately, we show (Lemma that any minimal f-violating cycle contains at most one
type Il edge. We then argue that exchanging on this single Il edge affects the structure of the
remaining cycle only mildly. This lets us control the change in determinant by bounding the
error introduced through this update and leveraging the minimality of the cycle.

These bounds culminate in the following lemma:

Lemma 2.3.6. Let C be a minimal f-violating cycle in é(S) and let’T = SAC. ThenT € T
and vol*(T) > 2 - vol?(9).

2.3.2 Useful properties of the volume function

We now describe geometric properties of the volume function that will be used in subsequent
lemmas.
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Lemma 2.3.7 (Gram-Schmidt Volume Formula). For Vs = {vy,...,v,}, we have:

)

r—1
vol($) = [ lproi, (vesr)
t=1

where Sy := {vy, ..., v}

Proof. Write vol(S) = [/} vol(S;;1)/ vol(S;). It suffices to show that

VOl(St_H)

_ L
vol(S;) B HprOJSt (V1) H '
From the definition of vol(-) (see Section [2.1.1)), we have:

VOIQ(St—i—l) . det(VS—tr+1VSt+l)
vol2(S;)  det(Vy Vs,)

Using Schur’s determinant formula, this equals:

_ . 2
UL1Ut+1 - U;1V8t(VsTVSt) IVSTtUHl = HPYOJE (Ut+1)|| .

Corollary 2.3.8. For Vs = {vy,...,v.}, the following hold:
1. Linear Independence: If v; = vy for some i # i', then vol(S) = 0.

2. Triangle Inequality: If v; = owlgo) + /ngl)for some v; € S, then

vol(S) < |al - vol(S + v\ — v;) + 8] - vol(S + v — ;).

3. Log-Submodularity: For any S’ C S,

IT 1ol < 2 < TT 1o,

i€S\S’ i€S\S/

1.
N

where vi- := projs_.(v;).

Proof. 1. W.lLo.g., suppose i’ > i, and define S; := {vy,...,v;}. Since v; = vy, we have
proji_,_1 (vir) = 0. Using Lemma|2.3.7, we conclude vol(S) = 0.

2. Divide both sides by vol(S — i) and apply Lemma The result follows from the
triangle inequality:

. . 0 . 1
| projs_,(v)|| < lal - | projz_; ()| + 8] - | projs_i(v.")].
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3. Let Vg = {vy,...,v;}. Then by Lemma2.3.7,

1(S) ¢
YUS) T |foroid (veen)| -
1=k

vol(§) — 1.

Since projection norms decrease with larger subspaces (i.e., projz is monotonic in 1), the
bounds follow.

]

Lemma 2.3.9. Let S be a basis with vol(S) > 0 and let u; ¢ S such that

§ 1
Uj = aijvi + uj .

jes
Then for any v; € S, we have:
vol?(S +uy;) _ |
vol2(S) s
vol?’(S —wv;) 1
vol2(S) ot
vol2 (S +u; —vi) 5yl
vo2(S) [t

2.3.3 Volume to Cycle

Lemma 2.3.5 (Volume-to-Cycle). Let T, .S be two bases of M such that
vol?(T) > vol*(S) - (2r)! - f(2r).

Then there exists an f-violating cycle C'in G (9), i.e.,

Y w(e) < —log (f(IC]/2)).

ecC
Proof. Using Lemma[2.3.10] we have
vol(T)

k
vol(S) = PO o )

where a; ; = coefg(u;, v;).

By assumption, vol(T")/ vol(S) > /(2r)! - f(2r). This implies that there exists a permutation
o € Sk and a subset P C [k] such that

T T Jane) = 2 VEnt 7@ = o)
1 [ to(t)l = N : = :

teP Hva(t) te[k]\P

Now, consider edges in the exchange graph as follows:
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1. Foreacht € [k] \ P, include the type I arc u; — Vo(t)

2. For eacht € P, include the type II arc u; LN Vo (t)-

The total weight of these edges is at most — log f(r). Taking the union of these forward arcs
with the backward matching arcs from the constrained matroid M on T'AS, we obtain a cycle
decomposition.

Since log f(-) is superlinear, one of these cycles must have total weight at most — log f(|C|/2),
completing the proof. O]
We now prove the main technical lemma that was used to prove Lemma [2.3.5}

Lemma 2.3.10. Let T', S be two bases of M with S\T = {v1, ..., v} and T\S = {uq, ..., ux}.

Then:
vol(T) 3 Hk |
vol(S) = (|at’g(t)‘ " ’

T
o€S, t=1 Hva(t) ”

where a; ; = coefg(u;, v;).

Proof. Let R = S NT. We begin by writing:
vol(T') = vol(RU {uy,...,ux}).

Decompose each u; as u; = u;o) + ug-l), where u§0) := projz (u;) and ug.l) =) ieg ijvi. Using

Part (2) of Corollary [2.3.§] (linearity of volume), we obtain:

vol(T) < Z vol (RU {ugo) :j€P}U {ug-l) 2 j € [k] \P}) .

PCk]

Then, applying Part (3) of Corollary [2.3.8] we get:

vol(T) < Y T 1] - vol (Ru (s j e K]\ p}) .

PC[k] jEP

Next, consider the term:

€S

vol (R U {uél)}je[k]\p> =vol | RU {Z amv,}
JERN\P

Using Parts (1) and (2) of Corollary [2.3.8] we can upper-bound this as:

< > 1T lagal - vol(RU oy })-

g:[k\P—=S je[R\P
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Now, only injective maps g that avoid overlap with 12 contribute nonzero volume. We conserva-
tively sum over all bijections o € Sy, mapping 7'\ S to S \ 7. Then:

vol (RU{ u; }Jek]\P) ST laoyil - vol (RU {vagy bewnp) -

o€Sy, je[K]\P

Again applying Part (3) of Corollary 2.3.8}

< vol(S Z H |an)J| H” I

oES jE jEP

Putting everything together:

vol(T) < vol(S)- > [[llusll- { D I laowi. H

PC[k] jeP €Sy, jE[k]\P yeP a(a

=) 3 3 I “H T oo

oS, PClk jGP U(J) JERI\P
) Ll
= VOI(S) . Z H | o‘ HU H
eSSy, j=1

2.3.4 Cycle to Volume

In this section, we prove Lemma|[2.3.6 which states that exchanging along a minimal f-violating
cycle in G(S) yields a basis whose volume increases by a constant factor. Unlike the previous
section, where we relied on the geometric interpretation of the volume function vol(-), our anal-
ysis here is primarily algebraic.

We begin with the observation that any minimal f-violating cycle contains at most one edge of
type II (see Lemma [2.3.T1)). This allows us to break the analysis into two cases.

If the cycle C' contains only type I edges, then the argument mirrors the » = d case. Let T =
SAC. By Corollary [2.7.3] we have

vol?(T) > vol?(S) - det(A)?,
where Vp = Vg A + Vi and Vi Ve = 0. The nonzero entries of Asncrnc correspond to the
weight of type I edges within C. By the minimality of C, bounding det(A) reduces to analyzing
a numeric matrix whose entries depend only on the size of C' and the function f. In particular,

| det(A)] > 1. (2.3)
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Now suppose C' contains exactly one type II edge e = (u = v). We first analyze the volume
change induced by exchanging v with v, i.e., vol*(S — v +u)/ vol*(S), and then the change from
swapping the remaining edges C' \ {e}. The key step is showing that the second update behaves
approximately as it would under the original basis S

vol?(SAC)  vol*(S —v+4u)  vol?(SAC)

vol2(S)  — vol2(S)  vol2(S — v+ u)
_ vol?(S — v + u) _ vol2((S — v+ u)A(C\ {e}))
vol?(S) vol2(S — v + u)
RS —vtu) wl(SAC fe})
~ e 2.4)

This approximation follows from Lemma [2.3.12 which shows that the coefficient matrix after a
type Il exchange remains close to the original, due to structural properties of minimal f-violating
cycles. Since the involved entries are controlled by edge weights, we maintain good bounds
throughout.

2.3.5 Typell Edges

We begin by showing that any minimal f-violating cycle can contain at most one type Il edge.

Lemma 2.3.11. Let C' be a minimal f-violating cycle in é(S ). Then C' contains at most one
edge of type 1L

Proof. Since G(S) is bipartite, |C| is always even. The lemma is trivially true for the base
case when |C| = 2, as C contains only one forward arc. Assume |C| = 2/, and suppose, for
contradiction, that C' contains two type II arcs at positions k apart:

C':(u11>U1—>u2L>v2—>...—>uk1>vk—>...—>vg—>u1),

where v; € S and the set S — v; + ; mod ¢+1 18 independent in M for all i € [/].

Now consider the two cycles formed by switching the type Il edges:

1T 1
Cy = (U = Vg = Upp1 = Vggo — ... = Vg = Uy),

11 1
Cy = (up, = v1 = Uy = V3 — ... —> Vg1 —> Ug).

Rewriting the weights of arcs yields:

il HUﬁH)

lorll - Il

~ log (HUfII . Hutll)
logll oz |

= wluy = vg) + w(ug = vy).

w(uy = vy) + w(ug LN v) = — log (
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Since u; EN vy 1s a valid arc, it follows that 1, has a component orthogonal to all columns of Vg,
implying u; — vy, is also a valid arc. Similarly, u; — v, is a valid arc. Thus, G(S) contains the
cycles C' and Cs. Furthermore, since

w(uy X v1) + w(ug N vg) = w(ug LN vg) + w(uy, LN v1),

we get w(C') = w(C) + w(Cy). But since the vertices of C; and C; are proper subsets of the
vertices of C', and C' is a minimal f-violating cycle, it must be that C'; and (', are not f-violating.
That is,

w(Ch) = —log(f([C1l/2)) and  w(Cy) = —log(f(|C[/2)).

Thus,

w(C) = w(Cy) + w(Cy)
> —log(f(|C11/2)) = log(f(|C2]/2))
> —log(f(IC]/2)),

where the last inequality follows from the supermultiplicativity of f. This contradicts the as-
sumption that C'is f-violating. Therefore, C' contains at most one type II arc. [

The following lemma shows that the coefficient function of the basis obtained by exchanging one
pair of vectors can be completely characterized in terms of coefficient and projection functions of
the current basis. This lemma plays a crucial role in bounding the determinant when the minimal
f-violating cycle contains a type II edge.

Lemma 2.3.12 (Coefficient change under one-step exchange). Let S € Z, and suppose v, € S
and uy ¢ S such that vol(S — vy +uy) > 0. Then for any v; € S, i # 1 and u; ¢ S, we have

coefs_y, u, (ug,v;) = coefg(uj, v;) + c12,y; + coxj2; + csw;y; + caw;z;,

where L
rj = (uj,uy), wj := coefg(u;, v1),
vk, vt
y; := coefg(uq, v;), 2z 1= m

. The constants cy, co, c3, c4 depend only on u, and vy, and are given by:

i [~

Ccl = Cy =
aiy + [lug 12/ |[or [1*

Q11
aiy + [ui||?/[lo1*

I

St
@+ Tt 27 Tof P

C3 = —Cy, Cqy =

(When exchanging uy, vy, instead of uy, vy, replace the index 1 with k everywhere.)
Proof. Let S=8-— v1 + u;. By definition, the coefficient is given by
coefg(u;,v;) = u}Vg(VgV§)_1ei.
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Let X := [vy v3 - -+ vg] be the matrix of remaining vectors in S, so that Vg = [u; X]. Then

uup ug X
nggz{ . ! 1

XTuy, XTX

Applying the block inversion formula, we obtain:

Vg(ngg)*l = [%(ul)lp X(XTX) prOJx(Ul)’ul X(XTx)1

[| projx (u1) [| projx (u1)|1
Fori # 1, let a; j := coefg(u;, v;). Then

(g projy (ur)) - {un, X(XTX)"ey)

coefg(uz, vi) = u] X(XTX) e [ proji (un)
X

(2.5)

We use the identities:

projy(w) = ui +avi,  [[projx (w)l® = [luy |* + ai yllog |,
and
T Ty \—1 {vi,v1)
'LL]- X(X X) €; = COGfX(Uj,Ui) =a;; — a1 - W
v

Plugging these into (2.5)), we get:

11
(wk,oby (g un) + avgan o |?) - (“’?1 — G <ﬁvfll12>>

coefg(uj, v;) = a;; —ay; - oz [ug||? + af  [Jof-]|?
'l

Grouping terms in terms of inner products and coefficient expressions gives the desired form:
coefg(u;,v;) = coefg(uj, v;) + cr12;y; + co;z; + caw;y; + caw;z;.

]

The following observation gives useful upper bounds on the magnitudes of the terms z;, w;, v;,
z;, and the coefficients ¢y, ¢a, 3, ¢4 from Lemma[2.3.12] which we will use later.

Observation 2.3.13 (Error term magnitudes). We have:

2] < Jlug || - flur ], lw;| = [al,
1
lyi| = |ai| |2i| <
' v T ot
For the coefficients:
o] < 1 o] < Jor-||
= g | = 2|’
el 2
|es] < lea| < vy |
2lut ]’ '
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Proof. The bounds for x; and z; follow from the Cauchy—Schwarz inequality. For c¢; and cy,
we obtain upper bounds by setting a;; = 0 to minimize the denominator. For ¢, and c3, we
treat a; ; as a variable and maximize the expression over its possible values to upper bound the
coefficients. []

Definition 2.3.14 (Weight Matrix). Given a cycle C' = (uy — vy — -+ — uy — vy — ) in
G/(9), define the weight matrix B¢ € R such that :

max{|ai;|, [ug[I/llvilI} if i # 5,
Bzoa = 9 lail if u; — v; is type I,
[l |/ vl if u; — v, is type 1L

Lemma 2.3.15 (Weight matrix with minimal f-violation). Let

C:(U1L>U1—>U2L>U2—)"'—>Ugi>vg—>ul)

be a minimal f-violating cycle in G(S), with |C| = 2(, and associated weight matrix B :=
B¢ € R as defined in Definition|2.3.14

Assume that each u; — v; fori=1,...,0 — 1 is a type I arc, while the final arc w, — v, may be
of type I or type 1.

Then:

l
(@) ] bis > f0),

i=1

0.1\ 1
(b) per(B) < (1 + 7) Ebm,

/-1

(c) per(Be—1,-1) < 1.05 - Hbi,i,

i=1
where b; ; == B; ; and By_1 ¢y 1= Byy_1,4—1] is the principal ({ — 1) x (¢ — 1) submatrix.
The proof mirrors that of Lemma[2.2.12] and is deferred to §

We are finally ready to prove Lemma [2.3.5] We break the proof into two parts based on the
number of edges in the minimal f-violating cycle C": first if C' only contains type I edges, then
the proof is similar to = d case, see Lemma[2.3.16] If C' contains a type II edge, then Lemma
shows that the determinant still doubles.

Proof of Lemma[2.3.5 By Lemma[2.3.T1] any minimal f-violating cycle C' contains at most one
type II edge.

* If C contains only type I edges, then Lemma [2.3.16/implies vol*(T") > 2 - vol%(S).
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* If C contains exactly one type II edge, then Lemma [2.3.17|shows the same.
Independence of 7" follows structurally from Lemma [2.2.14] as in the r = d case. [

Lemma 2.3.16. Let C be a minimal f-violating cycle in G (S) containing only type 1 edges, and
let'T'= SAC. Then:
vol*(T') > 2 - vol?(S).

Proof. Let X :=T\ S = {uy,...,ue}and Y := S\ T = {vy,..., v}, ordered according to
the cycle. Since C consists only of type I edges, every arc u; — v; contributes an entry a; ; in the
coefficient matrix A € R*¢, where:

A, j = coefg(u;,v;).

By Corollary
vol?(T) > vol?(S) - det(A)2.

Now apply Lemma 2.3.T5}
Y4
LTIz Jais > f(0),
2. per(A) < (14 %) - TTizy lail-

Hence, . ,
| det(A)| > 2] ] laii| — per(A) > 0.95 - [ lacl.
=1 =1
and since f(¢) > 2.1 for ¢ > 2, we get:
det(A)? >4.2 = vol*(T) > 2-vol*(9).
For ¢ = 1, this is immediate from |a; 1| > f(1) = 2. O

Lemma 2.3.17. Let C' be a minimal f-violating cycle in CNJ(S ) containing exactly one type 11
edge, and let T = SAC. Thenvol*(T) > 2 - vol*(9).

Proof. Let C' = (uy DU = = Uy = vy — uy ), and define:
X :=T\S=A{uy,...,u}, Y :=5\T={v,...,u}.

Let 5 := S — ve + u, denote the intermediate set after exchanging along the single type II
arc (ug — v). Also let B := B¢ be the weight matrix defined in Definition [2.3.14] and

Lemma[2.3.15] By Lemma[2.3.9| we have:

5 7 ez I )
vol(S) = vol(S) | aj, + —— 5 | = vol(S) - 5 =: vol(S) - by,. (2.6)
loz | oz |
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If ¢ = 1, this immediately gives vol2(T) = vol2(S) > f(1)2vol2(S) > 4 vol?(S). Hence assume
¢ > 2 from here on.

We now consider the remaining updates from S to T', which correspond to swapping in w1, . . ., Up—1
forvy,...,ve1. Define X := X \ {us} and Y := Y \ {v,}.
By Corollary
12(T
VL) 5 qet(4g)?,
vol?(.S)

where Ag is the £ — 1 x ¢ — 1 matrix with entries coefg(u;,v;) for u; € Xandv; € Y. Let Ag
be the ¢ x ¢ matrix with entries coefg(u;,v;) foru; € X andv; € Y.

Let A be the submatrix of Ag indexed by rows Y and columns X. By Lemma [2.3.12 we can
write:

Ay =A+Q, 2.7)
where Q = ciyz ' + cozx| + csyw ! + cuzw’ s a structured rank-2 update, and ¢, . .., ¢, are
constants independent of u; and v;.

By Lemma [2.3.19] we have :

Hence,

12(T
Yo <A) > 0.09 - H bfl (square of above)

vol?(S)

Combining this with (2.6), we conclude:

Vol2(T)  vol2(T) vol2(S) )
= . > 0.09 -
WR(3) ~ o) vor®) = -0 11t

Since C'is f-violating, by Lemma we have Hle bi; > f(¢), and since £ > 2, f(£) > 2°.
Hence:
vol?(T) > 0.09 - £(£)* - vol?(S) > 2 - vol?(S).

In order to complete the proof, it suffices to prove the lower bound on det(Ag). In order to do
this, we need to first understand the structure of the matrices A and Q).

Lemma 2.3.18 (Properties of A and Q). Let A and () be as defined in Equation (2.7). Then:

1. The entries of A satisfy |A; ;| = | coefs(u;,v;)| < b j foralli,j € [¢ — 1], with equality
|Aiil = bis.
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2. The determinant of A is lower bounded as

/—1
| det(A)| > 0.95] ] bi.:
=1

3. The entries of () satisfy

|Clyixj|, |CQZZ'.',Uj|7 |C3yiwj|7 |C4Ziw]‘| S 1,0 Z,j'

)

In particular,

b; obe 5
1Qij] < 4
be

4. For cross terms, we have

biebir jbe
bes

bi jbi tbe v

, Jecszimiypwy| < ;
0,0

|clc4yiszi/wj/ ’ S

Proof of Lemma[2.3.18 1. This follows directly from the definitions of A and B.
2. We use the bound:

1 -1 -1
| det(A)| > 2 H ass — per(A) > 2 H bss — per(By_1y,p—1)) > 0.95 H bs.s,
s=1 s=1 s=1

where the last inequality follows from part (c) of Lemma
3. From Observation [2.3.13] we have

| Il _ Bube
lexyits) < el - g = el - 7o < 2ot
F S g T T 17T T b

The last step uses the definition of B. The same reasoning applies to the other terms.

4. Using similar bounds, we get

oz || _ ”Uﬂ’ biebir jbe v
luz - Mlozrll = bee

|creayizjziwy| < laigl - |agg| -

and similarly for |cocszxjyw;i|.

Lemma 2.3.19 (Determinant lower bound for 21\). We have
-1

| det(A)| > 0.3] ] bi.-
i=1
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Proof. We apply Lemma to expand det(;l) = det(A + @) using multilinearity and the
triangle inequality:

-1
| det(A)] > | det(A)| = > [det (AD,....QY, ... A“V)]
T/ 321 )
T2
— Z ‘det (A(l), C S CLYT, L, CAZ W 7A(é_l))|
3:3" €[e-1]
\ J#5 |
T3
— Z ’det (A(l), C GBI, L, CRYWr, ,A(e_l))| . (2.8)
3.5 €le—1]
J#5
T4

By part (2) of Lemma 2.3.18] we have 71 > 0.95[[._{ b

We now show that:

/-1 /-1
T2 < O.4Hbm~, T3, 7T4<0.1 Hb
=1 =1

By expanding each determinant in 72:

l—
Z > (Hla(,(t),t\) Qo). (2.9)

Jj=10€S_1 \t#j

Using the definition of B and the bound on () ; in part (3) of Lemma[2.3.1§]

-1
<> > (Hbg@ )( -—b"(j)’”bg’j) (2.10)

=1 0€8p_1 \t#j bee
4 /—1
- b_z Z o ()b 5 Hba(t)t (2.11)
¢L 7=1 0c€Sy_1 t#j

We now re-index this sum by defining a permutation § € S, associated with each pair (o, 7): Set
3(j)=4,000)=0(j),and0(t) = o(t) forallt € [¢ — 1]\ {j}.

Then:

¢
bo(j),ebe.j H bo(t),t = H bs(i).is
=1

t#j
and every such ¢ is distinct and satisfies 0(¢) # ¢. Therefore,
¢

Z (),ebej Hb ¢ < perm(B) — Hb“

JEW-1],0€S, 1 t#j i=1
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So:

¢ -1
4
ACCS I OEDG
where the last step uses part (b) of Lemma[2.3.15]
In a similar style, consider the term 73:
ZEED DD T laowal | - lercayorzszagywy| (2.13)
Ji'€ll—1]0€Se—1 \te[l—1\{7.5'}
J#3’

<Y ¥ [T o, | - 2leunsbed (2.14)

o - be g
g’ €le—1] oeS—1 \te[¢—1\{7.j'}
J#5’

where the second inequality uses part (4) of Lemma[2.3.1§]
As before, we associate each triple (o, j, j') with j # j’ to a permutation 0 € S, by setting:
o) =2, 6(j)=0c(j), o()=0(j), o(t)=o(t)fortell—1]\{jj'}.

Then:

boiiboingbes [ bewe = ][ bscira-
tele-1)\{5.7'} i€l

Each such 0 satisfies 0(¢) # ¢. Unlike the case for 73, this mapping is not injective. However, for
any fixed j and J, the triple (o, 7, j') can be uniquely recovered. Hence, each ¢ appears at most ¢
times, leading to the bound:

> 2 IT o | - borbonsbey < € | perm(B) =[] bi

Jd'elt-1)oeS 1 \telt-1\{j.i"} icle]
J#3’

Using part (b) of Lemma [2.3.15] we conclude:
Ts<01 ] bis

i€[l—1]

The bound for 7, follows by the same argument, completing the analysis. Thus,

[ det(A)] > (0.95—04—01-01) J] b >03 [ bi-

1€[0—1] 1€[—1]
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2.4 Rank greater than dimension

In the cases 7 = d and r < d (see §[2.2]and §2.3)), the edge weight in the exchange graph from a
vertex u; € U\ Vs to a vertex v; € Vs is given by — log %@)ﬂ) That is, the edge represents
the change in negative log-volume when replacing v; with u; in the current solution.

While the change in negative log-volume from a cycle exchange does not exactly match the
weight of the cycle, we previously showed (under mild conditions) that the change in log-volume
is inversely proportional to the weight of the cycle. Thus, a short cycle implies a significant
increase in volume.

Now consider the case » > d. We want the arc weight from u; to v; to reflect the change in
the objective function when v; is replaced by u;. Though the objective function differs from the
r < d case, the underlying ideas and analysis are similar.

For r > d, the change in the objective is:
1. det (VsV§ — v + u]u]T)

. )= ——1
wluy = vi) = =3 log det(VsVa)

Using the matrix determinant lemma, we simplify the ratio:

det (VSVST — viviT + uJuJT) 9

= (u;r(VSVST)_lvi)

det(VsVy') \ § y
Term I
+ (4w (VsVe ) ™uy) (T—v (VaV§ ) y) . (2.15)

(.

~
Term I1

Note:

det(VaVy +uju))
det(VsVd)
det(VsVy — vv,")

det(VsVy)

=1+u (VsVy ) "y,

=1—v (VsV4) v

Thus, Term II is the product of the individual marginal changes, while Term I captures the inter-
action between adding «; and removing v;.

2.4.1 Extended Exchange Graph

To capture these two components separately, we define two forward arcs u; — v; and uj N
in the exchange graph G(S) for each u; ¢ Vs, v; € Vs.

We assign:
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* weight —log (|u] (VsVJ)~'v;]) to arcs of type I,

* weight — log \/(1 +u] (VsV§ ) 7Luy) (1 — v (VsVy ) ~Luy) to arcs of type II.

Definition 2.4.1 (Augmented Exchange Graph for r > d). Let Vg = {vy,...,v,} be a basis in
M with det(VsV4 ) > 0. The exchange graph G (S) is a bipartite graph: the right part consists
of vectors in Vg, and the left part consists of all other vectors. There is an arc from v; € Vs to
u; ¢ Vs if S — i+ j is independent in M. If S — i + j spans R?, then two forward arcs (= and
=) are added from u; to v;.

Definition 2.4.2 (Weight Functions). In G(S):

* Backward arcs v; — u; (i.e., v; € Vg, u; ¢ Vs) have weight 0.
* Type I forward arcs have weight w(u; = v;) = —log |u] (VsVg ) luy].

* Type II forward arcs have weight

w(u; = v;) = —log \/(1 +u) (VsVy ) tuy) (1 —of (VsV)1wy).

Definition 2.4.3 (f-Violating Cycle). A cycle C'in G (S) is called f-violating if:

w(C) < —log f(|C]/2).

2.4.2 Algorithm

As before, we argue that if the objective for the current solution S is small compared to the
optimum, then G(.S) must contain an f-violating cycle.

Algorithm 4 Approximation Algorithm for r > d

Require: Vectors U = {vy,...,v,} C R% matroid M = ([n],Z) with rank = r > d, and
optimal solution Z to (CP)
E + supp(7)
Mg < (E,Lig) > Matroid restricted to support
S < a basis of Mg with det(VsVy ) > 0
while an f-violating cycle exists in G (S) do
C' < minimal f-violating cycle
S+ SAC
end while
return S

A key technical result supporting the algorithm is the following lemma:
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Lemma 2.4.4. Let T and S be bases of M with |T \ S| = {, and assume
det(VpVy) > det(VsVy ) - (20)! - £(20).

Then, there exists an f-violating cycle C'in G (S).

While Lemma [2.4.4) appears structurally similar to its counterparts for r < d, its proof involves
significant technical challenges when r > d.

In the r» < d case, arc weights in G (S) correspond to entries of the transformation matrix ex-
pressing vectors in the optimal solution in terms of the current basis. The hypothesis in Lemma
corresponding to Lemma for the » < d cases then implies that this transformation has a
large determinant, from which the existence of an f-violating cycle follows.

However, for r > d, this approach fails because such a transformation matrix is no longer

uniquely defined: there are (2) ways to select a basis from a set of r vectors in R%. Conse-

quently, the arc weights in G(5) do not directly correspond to any fixed transformation matrix.

To address this, we define a different matrix—derived using the matrix determinant lemma—whose
determinant is guaranteed to be large under the lemma’s hypothesis. Although the entries of this
matrix do not equal the arc weights, they are closely related. We then leverage structural prop-
erties of arc weights specific to the » > d case to upper bound this determinant in terms of the
cycle weight.

We begin by computing a sparse fractional solution Z to (CP), and restrict our matroid to its
support. The algorithm then proceeds in a manner analogous to the previous cases.

After identifying a minimal f-violating cycle C, we update the solution by exchanging along C":
e, weset S <— SAC.

We can show that if all edges in C' are of type I, then the determinant increases proportionally to
the inverse-exponential of the cycle weight, as in the case r < d.

One may ask whether we can safely ignore type II edges altogether and still guarantee the exis-
tence of such a cycle. Unfortunately, the answer is no. It is possible for the current solution S
to be much worse than the optimum, while every negative-weight cycle in G(.5) includes at least
one type II edge. We provide such an example in § [2.7.3]

Despite this, we prove that any minimal f-violating cycle contains at most one type II edge (see
Lemma [2.3.11)). This fact is crucial: it ensures that exchanging along a type II edge causes only
a localized change in the determinant and leaves the type I arc weights essentially unaffected
elsewhere in the cycle.

This allows us to control the perturbation introduced by the type II edge. By exploiting the
minimality of the cycle, we can carefully bound the additional error terms and relate the change
in determinant to the weights of the cycle.

This yields the following result:
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Theorem 2.4.5. Let C' be a minimal f-violating cycle in CNJ(S), and letT = SAC. ThenT € T
and:
det(VpVy ) > 2 - det(VsVy ).

Applying Lemma and Theorem directly yields an approximation factor of O(r") when
r > d.

To improve this to O(d)°@, we must ensure the existence of an f-violating cycle with only
O(d) edges. This is guaranteed if the ground set of M has size at most r + poly(d). While
this assumption may seem restrictive, we overcome it by employing a convex relaxation that
produces a sparse support set, allowing us to restrict attention to a small subset of the ground set.

We now describe this convex program.

2.4.3 Convex Program

Let M = ([n],Z) be the constraint matroid, and denote by Z,(M) := {S € Z : |S| = s} the
independent sets of size s. Let P(M) be the matroid base polytope (the convex hull of all bases
of M).

Define:
Z = {z eR": z(9) ::Zzi >0 VS EId(/\/l)}.
=

Following [131], consider the convex program:

sup inf g(z, z) := log det rie”vv, | . (CP)
zeP(M) 22 ZEZM
This convex program is a relaxation of the determinant maximization problem. Denote by
OPT¢p the optimum of this relaxation, and by OPT the optimal value of the original (com-

binatorial) determinant maximization problem.

Theorem 2.4.6 ([131]]). For r > d, there exists a polynomial-time algorithm that computes an
optimal solution T to such that:

| supp (& )|<r+2<(d;1>+d>.

Moreover, there exists a basis T C supp(Z) satisfying:

det (Z v, ) (2e°d)~* - OPT.

€T

Although the existence of 7" is not explicitly shown in [[131], their randomized rounding proce-
dure implies it in expectation (see their Theorem 2.3). For our algorithm, only the existential
guarantee is needed.
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Lemma 2.4.7 (Existence of Short f-Violating Cycle). Assume rank(M) = r > d and that the
ground set of M contains 1+ k elements. Let S be any basis with det(VsVy ) > 0. If there exists
a basis Sy such that:

det(Vs, V4 ) > det(VsVy ) - d - d! - (4k)* - f(2d),
then there exists a basis T such that |TAS| < 2d and:
det(VpV ) > (2d)! - £(2d) - det(VsVy).

Implying the existence of an f-violating cycle using Lemma2.4.4)

Thus, before applying Theorem [2.4.5] we compute a sparse support £ using Theorem 2.4.6] and
define a restricted matroid M g over E:

Mg = (E,Zg), whereZp={ICFE|IcZ}.

2.4.4 Main Result

We now have the necessary components to prove our main result.

Proof of Theorem[I.2.3} Let X = supp(Z) and T be the basis guaranteed by Theorem [2.4.6]
Consider any basis S C X. We aim to show that if:

det(VsVy ) < d=*? - det(VpVy) ) = d~"¢ - OPT,

for some large enough constants ¢, ¢ then the algorithm finds an f-violating cycle in G (S) and
makes progress.

Since | X| <r+2((}') +d) <r+3d% if:
det(VpVyl) > d-d! - f(2d) - (12d*)* - det(VsVy),

then Lemma implies the existence of an f-violating cycle C' of length at most 2d.
Let C' be such a minimal cycle and S = SAC. Then by Theorem m

det(VaVg ) > 2 - det(VsVy ).

This ensures exponential progress in each iteration, leading to the desired approximation. ]

2.4.5 Existence of Short Cycle

Lemma 2.4.8. Let S C [n] such that det(VsVy) > 0, and let Y C S, X C [n]\S with
| X|=|Y|=4{ LetT =S —Y + X. Then

det(VTVTT) — det Ig + V;(stsT)_IVX V;(stg—)_IVY

_ =7 . 2.16
et (VsV) VTV W T = Vi (Ve 2.16)
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Proof. Let M = V5V and we know T'= S — Y + X with | X| = |Y| = (. Then:
VeVl = M — Vi Vy) + VxVy.

Using the matrix determinant lemma for a symmetric low-rank update:

det(VrVy') T
—————=det (/[ +XV MV
det(M) et (1 + )
where V = [Vx Vy]and ¥ = [Ié 0 }
0 —I
This gives:
Ig+V;M‘1VX V;M_l‘/y
det Tas—1 Tas—1 )
-V M Vx I, —Vy M Vy
as claimed. [

Corollary 2.4.9. Let S C [n] such that det(VsVy) > 0, and let Y C S, X C [n]\S with
| X|=|Y|=4{ LetT =S —Y + X. Then

det(VpVy ) > det(VgVy ) - det(Vy (VsVy ) 1 14)2. (2.17)
Proof. The proof is identical to that of Corollary O

Proof of Lemma Define Z = (VisV4 ). Let X := T\SandY := S\T. Using Lemma2.4.8]
we have

det(VTVTT) Ig + VTZVX VTZVY
— =2 = (et X X = det(A).
A I U IR AV AT A A7 et(4)

Expanding the determinant of A gives

20 20
[det()] =1 D [Taiowl < D [Tloicwl

0E€Syy i=1 €Sy i=1

Since |Sy¢| = (2¢)!, there exists a permutation 7 € Sy, such that

3 1 1 det(VeVy)
E|ai,r(i)‘ > @Idet(fm = @ detVer ) > £(20) (2.18)

where the last inequality follows from the assumption of the Lemma.

We now relate |a; -(;)| to the weight of an arc in é(S) for every ¢ and then use those arcs to
construct a set of cycles, one of which will give an f-violating cycle.

To bound |a; ()|, consider the partition of the set of indices, [2], into four sets according to 7 as
follows. Let Iy = {i € [(] : 7(4) <L}, L ={e € [(] : 7(4) > {}, I3 = {i € [(+1,2(] : 7(z) < {},
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and Iy = {i € [(+ 1,2(] : 7(i) > (}. Note that |I,| = |I4] and |I5| = |I3]; specifically, the
number of permutation entries in the top left block is equal to the number of permutation entries
in the bottom right block. Let X = {uj,ug,...,us} and Y = {vp41,0p49,..., 02} so that
S —vpp; +u; € Zforalli € [/].

Forany i € Iy, a; ) = 1+ uiTZuT(i). As I, + V;ZVX > 0, we have

|airy| = 114 u Zuq) < \/(1 +uf Zu;) - (1 N “:u)Z“T(i))'

Similarly, for any i € I, with i # 7(i), we have
i) = v Zvps)|

Since I — VYTZVY > 0, we have

|0 Zvz)| < \/(1 — v Zv;) - (1 = 055 Z0(i).

This inequality is trivially true when 7(i) = ¢ for all i € I,.
Fori € Iy, |a; )| = |u] Zv,|. Similarly, for i € I, |a; ;)| = |u T(l)ZU1|

Putting it all together,

20
H|ai,r(i)‘ = (H |ai,r(i)\> ‘ (H ‘%’;(z’)’) ’ <H |a’i,T(i)|> : (H |ai,r(i)|)
i=1 i€l i€l i€l i€ly

(1_[\/1%—UTZUZ)(1—I—UT Zr(s) > <H\/1—UTsz l—vT()ZvT(Z))>

i€l i€y

' (H |U¢TZUT(Z‘)|> ' (H |Uj(i)ZUz‘|> .
i€l i€l3

We will now relate the R.H.S. of the inequality to the weights of cycles in G (S). For this purpose,
we define a new permutation ¢ as follows. Since |I;| = |I4], first define a bijection h : [} — I4.
Then the permutation ¢ is given by §(i) = 7(h(i)) for every i € Iy, (i) = 7(h(i)) for every
i € Iy, and 6(i) = 7(i) for any ¢ € I, U I5. Then the inequality becomes

H @il < [T/ + ! Zw) - (1 = vfy Zus)- (2.19)
el
. H \/(1 + u(;T(l.)Zu(;(i)) (1 =] Zv;)-
€1y
T e Zos | - T Tus 2ol (2.20)
i€l 1€13
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where we have swapped some terms using the new permutation to ensure that each square root
has one addition and one subtraction term. We claim that S+ u; — vs;) is a linear spanning subset
of R? for any i € I; U I,. To observe this, note that

det(S -+ U; — U(;(i))
det(5)

= (u; Zvs@y)® + (1 +u] Zuy) - (1 — "UaT(z‘)Z"Ué(i))

from the definition of the weights. Since [, lai iyl > 0, inequality (2.20) implies, either
|uf Zvsay] > 0 or (14w Zu;) - (1 — vg; Zvs(sy) > 0 for every i € Iy U I». Therefore det (S +
u; — Vs(;)) > 0 and S 4 u; — vs(;) is a linearly spanning set of cardinality 7. So, é(S) contains
forward arcs u; R v5(;) and u; LN vs) foralli € Iy Uly. Similarly, G (S) contains arcs Us(i) N V;
and ;) = v, for every i € I3 U I,. So, we can rewrite Equation (2.20) in terms of arc weights
from G(5S).

20
[T lairl < exp (— D wlui = vsy) = Y wlusa = v;)
i=1

1€lq 1€1y
— Zw(ul L) U(;(i)) — H w(U5(Z-) L) Ui)> .
1€ls i€l3

From (2.18), we have [, |lai iyl > f(2¢) and therefore

f(20) < exp <— z:w(uZ =N Vs(i)) — Zw(U5(i) = v)

i€l =n

_ E:w(uZ N Vs(i)) — H w (s N UZ)) ) (2.21)

i€l i€13

Consider a weighted bipartite graph H (S) with bipartitions X and Y, and forward arcs u; — V5(4)
forall i € I, u; N v5) for all i € I, usg) N v; for all i € I3, usg) EN v; for all ¢ € I4.
Additionally, for each ¢ € [¢], we add two backward arcs from v, ; — w; with weight 0 to H(S).
Since S — vy +u; € Z, vpy; — u; is also an arc in é(S) So the arcs in H(S) are a multiset of
arcs in G(S).

H(S) contains 4/ arcs with every vertex incident to exactly two incoming arcs and two outgoing
arcs. Therefore H(.S) is an Eulerian graph, and we can decompose it into arc disjoint cycles

C14, ..., Cy. So, summing over the weights of arcs in H(S) gives
k
i=1 il i€ly
i€l i€l3
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Taking exponential and using (2.21)), we get Hle exp(—w(C;)) > f(2¢). Since C1, .. ., C}, are
arc disjoint and H(S) contains 4/ arcs, Zle |C;| = 4¢. Now using the fact that f(a) - f(b) <
fla+0b), we get

-

Hexp )) > f(20) > H (1Cs]/2).

So there exists a cycle C'in C}, . .., Cy such that exp(—w(C)) > f(|C|/2). Since every arc in
H(S) is also an arc in G(.5), the cycle C' is present in G(.5) too. Therefore C'is an f-violating
cycle in G(.5). O

2.4.6 Sparsity and Existence of a Short Cycle

In this section, we prove if the size of thg ground set of M is r + k, and S is a basis with
suboptimality ratio d*? - k¢ - f(2d), then G(S) contains an f-violating cycle. Combining this
with the sparsity guarantee of Theorem ensures that an optimality gap of d*® (for some
constant c) suffices for the existence of an f-violating cycle.

We start by proving there exists a basis 7" such that the symmetric difference between 7" and S'is ¢
and the ratio of the determinants of 7" and S is at least (2¢!)'2, then G(S) contains an f-violating
cycle (see Lemma[2.4.4). A crucial ingredient of this proof is to relate the inner product space
induced by (VsVy )~! to arc weights in G(S). With this fact in hand, we use the augmentation
property of matroids to construct a basis that differs from S in only 2d elements to complete the
proof of Lemma

We restate Lemma [2.4.7] for the reader’s convenience.

Lemma 2.4.7 (Existence of Short f-Violating Cycle). Assume rank(M) = r > d and that the
ground set of M contains r + k elements. Let S be any basis with det(VsVy ) > 0. If there exists
a basis Sy such that:

det(Vs, V) > det(VsVy ) - d - d! - (4k)* - f(2d),
then there exists a basis T such that |TAS| < 2d and:
det(VoVy ) > (2d)! - f(2d) - det(VsVy ).
Implying the existence of an f-violating cycle using Lemma |2.4.4

Proof. Let T = {uy,uy,...,u.} and S = {vy,vq,...,v,.} such that S — v; + u; € Z for all
i € [r]. By strong basis exchange, such an ordering always exists. Using the Cauchy-Binet
formula,

det(VsVy) N det(VsVy)

= > det(Vy(VsVs) V). (2.22)

XCT,|X|=d
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Define R := T'\S. Since the ground set contains r + k elements, |R| < k. We partition the set of
all d-subsets of T" by their intersection with R. Foraset W C R,let Sy = {X : X C T, |X| =
d, X N R =W}. Then

det<iTiT) -1
—= = 5 det(Vy (VgV V
]et(‘rs‘rs> € ( X( S S) X)

XCT,|X|=d

= D> det(VY (Vs ) 'Vx).

WCR,|W|<d XeSw

The number of subsets of R of size at most d is ZZ - ( ) <d- ( ) < dk® /d!. Therefore, there
exists a W C R with |W| < d such that

d - det(VeVyl)

= dkd W > (2d)! ’ f(2d),

D det(VY (VsV ) ™'Va) >

XeSw

where the last inequality follows from the hypothesis of the lemma.

Since {SNT}UW C T, by the downward closure property of matroids, {S N7} U W is
independent in M. So we can extend {S NT} U W to a basis, T}, of M in S U W such that
{SNT}UW C T. Again, using the Cauchy-Binet formula on 7;7}" gives

det(VTlvj:ll—> T Ty\—
— = det(Vy (VsVg ) ™'Vx)
det(VsVy) Xd%;zd AR
> Y e ) V)
XC{SNTIUW,|X|=d
>y det(V{ VsV )T Vx) = (2d)! - f(2d).
XESW,|X‘:d
Since |T7\S| < d, using Lemma|2.4.4} there exists an f-violating cycle in G(S). O

2.4.7 Cycle to Determinant

In this Section, we give an outline of the proof of Theorem [2.4.5] The proof is identical to the
proof of as the weight functions satisfy the same properties when r» < d and r > d. For
the sake of completeness, we state the essential lemmas for this case, but forgo the proofs when
the proofs repeat from the r» < d case.

Since type II are multiplicative in vertices in this case as well, any type minimal f-violating cycle
can contain at most one type Il edge.

Lemma 2.4.10. Let C' be a minimal f-violating cycle in é(S ). Then C' contains at most one
edge of type 1L

The proof is identical to that of Lemma[2.3.11]
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The following lemma shows that the coefficient function of the basis obtained by exchanging one
pair of vectors can be completely characterized in terms of coefficient and projection functions of
the current basis. This lemma plays a crucial role in bounding the determinant when the minimal
f-violating cycle contains a type II edge.

Lemma 2.4.11. Let S € Z and vy € S and uy ¢ S such that det(Vs_y, 40,V _y, 1y,) > 0. Let
Sy := 8 — v +wy. Then for any v; € S and u; ¢ S,

T Ty-1 T T\-1
u; (Vs,Va,) v = uj (VsVg )™ vi + crayys + comjzi + cawyys + caw;zi,

with x; = ujTXul, wj = ujTle, y; = uy Xv;, and z; = v, Xvy, where X = (VsV4)~L
In addition, let § = (u{ Xv1)? + (1 + u{ Xuy) - (1 — v] Xv1). Then ¢; = —(1 — v{ Xvy)/6,
co = —c3 = —ui Xv1/0, and ¢y = —(1 + u] Xuy)/d are constants independent of u; and v;.

Analogous to the r < d case, we define a matrix B € R®*¢ such that the (4, j)-th entry of B
corresponds to the arc with the lower weight, i.e.,

* b= max{|uJTXvi|, \/(1 + ujTXuj) (1=, Xv;)} forall i # j with X = (VsV{ )1,
and

u! Xv; if u; — v; is type I
o b = L] yYp
h VI u Xug) - (1 — v Xv)  ifu; — v;is type IT

Then Lemma |2.3.15|still holds for the minimal f-violating cycle in G(55).

Proof of Lemma The proof that T is independent is again identical to Lemma[2.2.14]from
the case that r = d. For bounding det(V7V,' ), again consider two cases based on the number of
type II edges in C: Lemma [2.4.10]establishes that C' can contain at most one edge of type IL

Define X := (V5V4 )~t. When C contains no type II edges, by Corollary 2.4.9} det(VyV,') >
det(VsVy') - det(Ag)?, where the (i, j)-th entry of Ag is u] Xv;. Identical to the proof of Lemma
2.3.16, we have b;; = u; (VsVg ) 'v; foralli € [(] and |u] (VsVy )v;| < w; ;. As aresult,

J4 J4
| det(As)| > 2- H |as,s| — per(|As]) > 2- HbS,s — per(B)
s=1 s=1
14

>0.95 [ [ bis > 0.95f(¢) > 2.

s=1

When C contains exactly one edge of type II, the proof follows exactly as that of Lemma[2.3.17]
Consider an intermediate set S = S — vy + uy. Then

det(VaVg) > det(VsVy) - (14 u) Xug)(1 — v Xvg) = det(VsVy ) - wi, > 0
where wyy = exp(—w(u, LN ve)) > 0 as uy — v appears in an f-violating cycle. So,

det(VpVyh)  det(VpVyl) det(VaVg)  det(VpVyh) 2
det(VsVy) — det(VeVy) det(VsVy) — det(VgVl) 57
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Again, the main idea is to show that det(VV;1) > 0.09 ], b2, - det(VgV') and plugging it
into the above equation completes the proof.

Let Ag be the (/ — 1) x (¢ — 1) matrix with ¢, j-th entry |u] (Vs, Vg )~'v;|. Then by Corollary
4.9 det(vTvT) > det(Vs, V) - det(Ag)>

[A§]i,j = uj (V§V§ ) Vi = U;—XUZ + clxjyi -+ CQIjZi + 03wjyi + C47JJjZZ',

with z; = u/ Xug, w; = u] Xvg, y; = uj Xvy, and z := v Xv,. In addition, let § =
(u) Xvg)? + (1+u) Xug)- (1 —v] Xvg). Then¢; = —(1 —v] Xvy) /6, ca = —c3 = —u} Xv, /6,
and ¢y = —(1 + u/ Xuy)/d are constants independent of u; and v;.

We will proceed identically as the proof of Lemma We only need to establish the follow-
ing inequalities and then the structure of the proof is identical as that of Lemma

* |Qij] < 4byjbie/bey foralli, j € [€ —1]
* |eacszimjypwy| < % fori =i and j # @’

bi.ebyr by o o
* |aayixjzpwy| < #“ fori #1i and j # j'

For the first inequality
lera | = (1 — v Xvg) - [u] Xug| - [u] Xvgl
v (“ZXW)Q +(1—- vZng)(l + “ZXW)

(1 —v] Xuvy) )/ U] Xujn/ug Xug - by
<
= (u) Xve)?2 4+ (1 — o) Xve) (1 + u) Xuyp)
VO X0 u X)) g,
- \/l—ve Xup)(1 4 u) Xuyp) " bee
Similarly, |cox; 2|, |csw;yil, |caw;zi| < b;ebej/bse. For the second inequality,
(ug Xve)® - Juf Xug| - [0 Xvg| - |} Xvg| - [ug Xvy]
(X007 + (1 — o] Xo) (1 + 0] Xug)?
(|ujTXUg| o X - |uTng| lu) Xovy|
- (1—v] Xv)(1+ u) Xuy)
o |u]TXuA |UZTXUA bg’j bilvg
B b7 ¢

|6203sziwj/yi, | =

Note that
Ju] Xug| - v Xv,| < \/(1 +u) Xuyj) - \/(1 + ) Xug) - v Xl

< \/(1 +u) Xuy) - \/(1 + u) Xuy) - \/(1 — v, Xv;) - \/(1 —v] Xvy)

= \/(1 +ujTXuj)(1 — U;—X’Ui) . \/(1 —FUZXUg)(l — U, XU@) < b”bgg

bi by by it

VR The proof of the third inequality follows identically. [

Therefore, |cacsz;ix;yrwy| <
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2.5 Permanental Inequalities

Lemma 2.5.1 (Permanent uncrossing). Let B € ]R”X" and x1, 2, Y1, Y2 € R and wiy, wiz, war, wae €
R>o. Then the following inequality holds:

By oy
per |z1 wy wio| - per(B) < per [xB 51} - per LBT 52} (2.23)
x? Wo1 W2 ! M 2 2
By B
+ per - per . 2.24
b |;’L’1 ’w12:| b |il’g w21:| ( )

Proof. We proceed by induction on n.
For the base case n = 0, both sides equal wywas + wWiawWa;.
The case n = 1 can be verified directly.

Now assume the lemma holds for (n — 1) x (n — 1) matrices. We first prove the result when all
wij = 0

Expanding the permanent on the left-hand side:

By vy
per [z{ 0 0] = Z T 2,5, Y100 Y2,i, - PET (B(—{i17’i2}7 _{jlan})>-
70 0 11742, 1772

(2.25)

Dropping the distinctness constraints increases the sum:

<y

. L1,5122,52Y1,i1 Y2,i5 - PCT (B(_{il’ i2}7 _{jl,]é}))-

11,82,J1,J2
(2.26)
Multiplying both sides by per(B):
B yi
per l’{ 0 0 -per(B) SZ L Il,j1x2,j2y1,i1y2,i2’per( ( {11712} {jla]2})) pel"( )
20 0 11,82,J1,72
2
(2.27)

By the inductive hypothesis, for each term:

per (B(—{i1, iz}, —{j1, j2})) - per(B) < per (B(—{ir}, —{j1})) - per (B(~{iz}, —{52}))
(2.28)

+per (B(—{ir}, —{s2})) - per (B(—{i2}, —{51}))-
(2.29)
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Substituting this bound:

By e
per [z} 0 0| -per(B)< Il,jlwz,hyl,ilyz,z’g[per(B(—{il},—{jl}))-per(B(—{i2}7—{jz}))
zd 0 0 i1,i2,1,J2
(2.30)
+per(B(—{ir}, ~{j2})) - per(B(~{iz}, ~{i}))|
(2.31)
Now we compute the right-hand side terms:
B . .
per [0 ] = 3, #rna - per(B(— (i)~ ), .3
1 11,71
per [ B %l 2S5 e per(B(—{in}, —{7a})). (2.33)
zr 0 R R ’

Thus, the product of these two terms equals the first sum in the RHS expansion above. Similarly,
the cross terms:

B ' .
P |::L’{ %2} B Zimﬁ TLjn Y2,z ° per(B(—{i2}, —{j1})), (2.34)
B ' .
P [xg %1] - Zm@ T25Y1, - per(B(—{ir}, —{j2})). (2.35)

Multiplying and adding these reproduces the second sum in the expansion of the upper bound.
Therefore,

By e
per |zI 0 0| -per(B) < per {BT yl} - per {BT yﬂ—i—per [BT y2] - per [[fp yl}.
I 0 0 r; 0 x5 0 r; 0 5 0
2
(2.36)
Now consider the general case with arbitrary w;; > 0. Define:
B By By By
w) 1= per - per + per - per 2.37
flw):=p [:vlT wu] P [:E%F w2z] P [:rlT wiz] P2l wa 3D
By oy
—vper |z]' w1 wia| - per(B). (2.38)

T
Ty W21 W22

By multilinearity of the permanent in each row and column, we observe that V,, f = 0. That is,
each derivative % is zero because the positive and negative contributions cancel exactly. For
ij
of

example, consider the partial derivative 7 >—. The positive contribution comes from the term

per B . per By
x{ W11 ng W32
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in the RHS, which contributes

Xy IU272

e[ 2]

by linearity in w; ;. An equal and opposite term appears on the LHS from the expansion of

By Y2
per |z] wi1 wia| - per(B),
T

Ty W21 W22
which contributes

B Y2
— B) - )
per(B) - per Lg w2,2]

<'9f

These two terms cancel exactly, confirming that = 0. Thus, f is constant with respect to w.

In particular, f(w) = f(0), and we already showed f (0) > 0.
Hence, f(w) > 0 for all w > 0, completing the proof. O

Theorem 2.5.2. Let A be an { x { matrix with non-negative entries satisfying
*ay; < f(j—i)fori<j
ca;; < f(éf(zﬂ forj <i
*a;; > 1.

Then per(A) < (1+ %) Hf;:l s s

Proof. If { = 2, we have

D f(1
per(A) S 11022 + M < 1.05- a110a22.
f(2)
Here we used a; 1a22 > 1.

So assume ¢ > 3. Since each entry of A is non-negative, per(A) is a non-decreasing function in
every entry of A. So we can assume that a; ; = f(j —¢) fori < janda,; = f({ —i+j)/f(¢)
for j < i as this only increases the permanent.

We will inductively show that for any s € [],

1.25\ "
per(4;;) < 1+ i Ha&s. (2.39)
s=1

Where A, ; is the submatrix of A that contains the first ¢ rows and columns from A. Then for all
s = ¢, we have

1.25\ 1 0.1
per(A>§ (1+ Iz ) Hai,ignazz (1+7>



Here, the last inequality follows from —= <log(1 + x) < x for z > 0.

Let B; ; denote the submatrix of A with row set {1,... ,min{s,j} — 1} U {i} and column set
{1,...,min{i, 7} — 1} U{j}. To establish inequality (2.39), we will use Lemma and prove
that for any 7 # 7,

berB) OG-0 ifi<y »
(Amingi P 195D yp g (2.40)
Per{ Amin{i,j}—1,min{i,j}—1 T iy <.

We will prove this Equation by induction on min{i, j}. For the base case, B;; = a;; for any
i € [(] and By ; = a1 ; for all j € [/], so the inequality follows by our assumption on a; ;.

For i < j, by Lemma[2.5.3]

per(B; ;) < a”+Z per(B; ;) per(Bs ;)
per(Az 10— 1) per(As 1571)per(As,s)

_ per(Bl s) per(Bs ;)
per s—1,5s— 1) per(As 1,s— 1)
=a;; + Z
per(Ass)

per(As 1,s— 1)

per(B, ;) per(B; ;)
< : .
e Zper(As Lo 1) per(Ay 14 1)

Here we used per(A,s) > assper(As_1s-1) > per(As_15-1) as ass > 1 and A is a non-
negative matrix.

Using the inductive hypothesis, we have

per(B;) per(Bs ;)
a; i + :
J Z per(As 1,s— 1) per(As—l,s—l)

sﬂj—@+L%§i<QfU—$-ﬁgi%Eﬁ

= f(j—i)+1.25- f(j — i) i (‘7> U ;(j); {;? ;é; 2

s=1

For i < j, define v(i,j) := 3.'_} () % Then it suffices to show that for i < 7,

|+ 12590, ) < by = (Z) (2.41)

Note that

ﬂrwyﬂww+@:(o—wwﬂw+$v6: Y
FG =) 1(0) (=i 0 (7))
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Forany 1 <s<i—1, E :; < (j_éﬂ). Therefore,
fG=s)-fl—its) (57) G-it1)?
R R I i) R

J—Ss

IN

Summing over all s € [i — 1] gives

(i) i() J—Sf(JfEEi)—z‘JrS) ]—Z+1 ’1(').Ezz_z§ (2.42)

s=1 j—s

For any s € [i — 1],

() e = () = ()

J—Ss

Substituting this in Equation (2.42)) gives

(i) Gle—d) SR l—i+s
o< U M ()

For any positive integers a, b, x with z < a < b,

a a+1 a+2 b b+1 a
+ + o4 (7) = . . (2.44)
x x x x x+1 r+1
Using @44) witha = ¢ —i+1,b=(—1,andx = £ — i gives >_._; (/1) < (éffﬂ) and
substituting this in Equation (2.42)),

N R i L () ¢ (7 G-t
W) < 5 '(j—z')w!'(e—z'H)_(i)'m' (4

(2.43)

For i = j, we have 7(i,i) < < L and therefore,

65(£—Zi+1)
per(A;;)

1.25
W <+ 1.259(60) < ag (14— ) .
per(Ai,Li,l) ’ 7( ) < )

£4

Now we will restrict ourselves to the case when ¢ < j.

i) = (1) g s A (/) JEAELY ()= ew

where the last inequality follows from ¢ — i + 1 < /.

Since (¢ —i+1)i is maximized at i = (£+1)/2, we have ‘= 2;1)1 < (KLIZ) < 0.45 for any ¢ > 3.
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Plugging this in (2.46)) gives

1+1.25-9(i,j) <1+ 1.25-0.45 - ()<1+06 ()
(3 1

For j = 2, 7 can only be 1 and this corresponds to an entry in the first column for which the
bounds are trivially true. So, we only need to consider 7 > 3. Since 1 < ¢ < j, we have ( ) > 7.

Furthermore, since { > 4and j > 3, wehave 1 < 0.4-j < O.4(i). This gives

o ()()

Proving the sufficient condition in Equation?2.41] concluding the proof of Equation (2.40) when
i <.

For i > j, we again have

per(B; ;) N Z per(B; ) per(Bs ;)
per(Ajfl,jfl) “ per(AS 1,s— 1)per(A )

per(B;s) per(Bs ;)
< E > .
i 7 * per<As 1,5— 1) per(Asfl,sfl)

Using the inductive hypothesis gives

i1
jz per(B;s) per(Bs ;)

-1 per(Asfl 371) per(As 1,s— 1

1+s 7
<1.25 -
Sl (S) (G=s)

125f —z—i—j s €—2+s j
(¢ —i+j)

Fﬂ

) G- 9).

Define (i, ) == 3.7 1 %:Z;; (7)) - f(j — ). So, forall j < i, to prove Equation (2.40), it

suffices to show that 1 + 1.25v(7, j) < 1.25.

Note that forany 1 < s < j — 1,

f—i+s)-fG—s) _ ((—i+s)-G-s\°__ ([ 1 \
o Yo ()

JE—i+]) (6 =i+ j)! g

j—s

and as a result W < ﬁ Therefore,
j—s

f=i+s) f=s) 1 2
fe—ivy () @i

J—s
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Substituting this bound in (i, j) gives

v(i,J) < _H] ji()‘zw)

s= j—s
1

:(f—zijj)w —HJ Z(-HS)

Using (Z44) again, we get >7_1 (“,75*) < ({277) and this gives

l—i+1
. 251 —4)! (f—z—i—j)
<
7(2’])_(€—i—|—j)5'(—2+] (—i+1
_ 2-J <_ < 0.125. (2.47)

(—i4jg)pP-(L—i+1) — 4° j

where the last inequality follows from j > 2. Therefore, 1 + 1.25v(7, j) < 1.25 for i > j. ]

Lemma 2.5.3. Let A be an ¢ X { non-negative matrix with non-zero diagonal entries. Let
A, s denote the principal submatrix of A formed by the first s rows and columns with A
being the empty matrix with permanent 1. Let B, ; denote the submatrix of A with row set
{1,...,min{s, 7} — 1} U {i} and column set {1, ... min{i, 5} — 1} U{j}. Then

per(A) per(Bys) - per(Bsy)
———— < apy+ .
pel‘(Azszefl) ot Z per(A ) per(As 1,5— 1)

Proof. We will prove this by induction on ¢. For ¢ = 2,

per(A)  aiiazp +aipas; per(By 2) per(Bs, 1)
= =da11 +
peT(Am) a1 per(A1 1)

Now assume the lemma holds for all j < ¢ for some ¢ > 3. Then by Lemma[2.5.1]
per(A) per(As_oe—2) < per(Ag_1,0-1) - per(Bre) + per(Bey—1) per(Bi_1,).
Diving the inequality by per(A,_; 1) per(As—os—2) gives

per(A) < per(Byy) per(Byy—1) per(Be-14)
per(Ap_1o-1) ~ per(Apop—s) per(A;i1,o-1) - per(A;ae—s)

(2.48)

Using the inductive hypothesis on By, we get

per(Byy) < per(Bys) per(Bsy)
———— < ayp +
per(AK—Q,E—Q) per(As 8) per(AS 1,s— 1)
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Here we used the fact that the submatrix of By, withrow set {1,...,j—1}U{¢} and column set
{1,...,7}is B,  and the submatrix of B,, with row set {1,...,4} and column set {1,...,7 —
1} U {¢} is B, . Substituting this in Equation (2.48) gives

per(A) per(Bys) per(Bsy)
— ) <
peI'(Aéfl,éfl) Z per(As s)PeT(As 1,5— 1)

[]
Corollary 2.5.4. Let A be an { x { matrix with entries satisfying
ai; < f(j —i)fori<j
*a;; < f(ef_(z;’j)forj <1
*ap; =1
0.1
Then |det(A)| > 1 — ==,
Proof. Expanding the determinant of A gives
¢ ¢
det(A) = Z sign(o Haw @ =1+ Z sign(o )Hai,o(z)
oSy =1 c€Sy\ idy =1
Where id, is the identity permutation. Using triangle inequality,
¢
[det(A)] > 1= > []laionl- (2.49)

UES@\ id, =1
Let | A| denote the matrix whose entries are equal to the absolute values of A. Then by Theorem
2.5.2, we have per(|A|) <1+ &1

Expanding the permanent of |A| gives

per(|A]) = ZH\(LM )| =1+ Z H'a“”

geSy i=1 UESZ\de =1

Therefore, we have
¢
0.1
Z H |Gio()] < v (2.50)
€S \idy i=1

Plugging the bounds from Equation (2.50) into (2.49) completes the proof. O
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2.6 Future Directions

A central open question is whether an approximation algorithm with a guarantee of O(1)¢ can
be designed, which would match the best-known hardness bounds. While our results achieve
a do(d)—approximation, we have shown that this is, in fact, a tight bound for our matroid inter-
section—based approach. This suggests that fundamentally new algorithmic ideas are needed to
make further progress.

2.7 Appendix for Chapter 2

2.7.1 Omitted proofs from Section 2.2]

Proof of Lemma[2.2.4) Recall the statement: Let S be a set with vol(S) > 0 and let u; ¢ S.
Then for any v; € S, we have

vol(S + u; — v;)
vol(S)

wo(uj, v;) = —log

Assume without loss of generality that v; = v; and S = {vy,...,v4}. Letu; = Zle a; jU;.
Also, write

d
1 § :

U1 = Uy -+ bﬂ]l‘,
=2

where vi- is orthogonal to the span of S\ {v; }. Then we can express u; as

d
uj = ay v + Y (a1;b; + ai;)v;
g — YLt 1,5 1,5 Vit
i=2

Let vol(X) denote the k-dimensional volume of the parallelepiped spanned by a set X C R?
with | X| = k. Then,
vol(8) = vol(S\ {vi}) - [lvl,

and
vol(S + u; — v1) = vol(S\ {v1}) - ay 4] - [Jor |,

since adding u; in place of v; contributes a component orthogonal to S \ {v;} of magnitude
@] - o -

Thus,
15 P — 1(5 Na ] - |loi
o M =) ol o) ol ot
vol(S) vol(S\ {vr}) - [Jvi-]]
which completes the proof. []
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Proof of Observation Recall the statement: If C' is an f-violating cycle, then
H av| > f(|C]/2).

(u,v)eCueL,vER

Since C'is f-violating, the total weight under the w, function satisfies

()= woluv) < —log f(C1/2).

(u,v)eC

Note that wg(u, v) is nonzero only for forward arcs (v € L,v € R). Therefore,

K(C) = Z wO(“? U) = - IOg H |avu|

(u,v)eCueLVER (u,v)eCueLweR

Combining both expressions for ¢(C'), we get:

—log H lavu| | < —log f(|C]/2).

(u,v)eCueL,weR

Exponentiating both sides yields the desired inequality:
II el > r(C12).
(u,v)eC:ueL,WER

]

Proof of Lemma[2.2.9) Algorithm l]searches for an f-violating cycle in G(.S) of minimum length.
In the i-th iteration, it checks for a negative-weight cycle of exactly 2: edges using the weight
function w;. This is done by running Bellman-Ford (see Chapter 8, Section 8.3 of [[172]) from
each vertex for 2: steps, and checking whether any vertex has a negative-distance path to itself.

A negative cycle under w; with at most 2¢ edges corresponds to an f-violating cycle. Since
earlier iterations ruled out such cycles with fewer than 27 edges, any cycle found in iteration ¢
must use exactly 2 edges. Moreover, since w; is an increasing function of 7, any shorter cycle
C" with 2¢" < 2i that was not f-violating under w; cannot become negative under wj.

Now, suppose there exists an f-violating cycle C' with |C| = 2¢. Under weights w,, we have:
1 14
w(C)= Y (%“ + wo<u,v>) — log f(£) + wy(C) < 0,
(u,w)eC

since wo(C') < —log f(¢). Thus, C is a negative-weight cycle under wy, and the algorithm will
detect it.

Finally, let C' be the cycle returned by the algorithm. If a shorter f-violating cycle C” existed,
it would have been detected in an earlier iteration, contradicting the choice of C'. Hence, C' is
minimal. [l
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Proof of Lemma Recall the statement of the Lemma Let S be a basis, let X and
Y be sets with | X| = |Y| = fand Y C S. Let A be the d x ¢ matrix of coefficients so that
Vx = Vs A, and let A¢ be the ¢ x ¢ submatrix of only the coefficients corresponding to columns
inY.If T = (SUX)\Y then vol(T)? = vol(S)? - det(Ac AL).

Order the columns of Vs so that Y makes up the first £ columns of Vs. Let A’ be the (d — ¢) x ¢
submatrix of A consisting of the remaining columns not already in A-. Then

A 0
VT = VS |:A? Id—€:| 5

which implies that
det(T') = det(S) - det(Ac).

2.7.2 Ommited Lemmas and Proofs from Section

Linear Algebraic Lemmas, r < d

Lemma 2.7.1. Let S, T C [n] such that det(V{ Vs) > 0, det(V Vz) > 0 and |S| = |T|. Then
the ratio of their squared volumes can be expressed as
vol?(T) BB  —AT
vol2(S) A (VI V)t

= det { (2.51)

Where B := projs -V and A == (V4 Vs) ' V{ Vi,

Proof. The matrix in RHS of Equation (2.5T]) can be expanded as

B'B —AT
A (VdVg)™!

VA (1 = VsV Ve) V) Ve =V Vs (Vi V) !
(Vg Vs) 'V Vp (Vg Vs)™t

Using Schur’s determinant formula,

B'B —AT

det { A (VST Vo)

1} = det(V4 Vs) 'det (B'B + ATV Vs A)

_det (BTB+ ATV{ VgA)
a det (V4 Vs) ‘

It suffices to show that
det(Vy V) = det (B'B+ A'V{ V5A). (2.52)
On the other hand, Vi = Vs A + B by definition of A and B. Furthermore,
Vi B=V{ (I-Vs(V{Vs) 'V ) Vr =0.

As aresult, V) Vo = BT B + ATVJ Vs A and Equation (2.52) follows. O
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The following corollary shows that the ratio of volumes only depends on the symmetric differ-
ence of the two sets.

Corollary 2.7.2. Let S C [n] with vol(S) > 0 andlet Y C S, X C [n]\S with |X| = |Y| such
that vol(S —Y + X) > 0. Let Vx = Vs A+ B where A; j = coefs(X;, S;) and B"Vs = 0. Then

vol?(S — Y + X) B'B  —A]
= det YA 2.53
vol?(.S) ¢ |:AY,X (VSTVS)Y}Y:| ( )
Proof. LetT =S —Y + X and R = S NT. Reorder elements of .S and T". Then
Vi = Vi ’ + |B 0].
S FHEICE
By Lemmal[2.7.1]
[B'B 0 —A;X —AEX
VOIQ(S—Y—FX) — det 0 0 0 ]|R|
vol2(S) 0 |Avx 0 (W Ve)yy (VI Ve)vk
| Avx Iir (Vi Ve)ry (VS Vs)rir
(BTB  —A)
= det X
T lAvx (VI Ve)yh
O

Finally, the ratio of volumes is lower bounded by the determinant matrix of the coefficient func-
tion.

Corollary 2.7.3. Let S C [n] with vol(S) > 0, and letY C S, X C [n]\ S with | X| = |Y| such
that vol(S — Y + X) > 0. Then

vol?(S =Y + X)

> det(Ay x)* 2.54
where Vx = VgA + B with B Vg = 0.
Proof. Using Corollary we have
vol?(S =Y + X) B™B  —Aly
= det T V-1 .
vol2(S) Ayx (Vs Vs)yy
Using Lemma completes the proof. O
: A B
Lemma 2.7.4. Let M be a square block matrix defined as M = | BT ) where A, B, and

C are { x { matrices. If A and C are positive semidefinite (PSD), then det(M) > det(B)%
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Proof. First, assume A is positive definite (PD), which implies it is invertible. The determinant
of the block matrix M can be expressed using the Schur’s formula:

det(M) = det(A) det(C + BTA™'B)

Since A is PD, its inverse A~! is also PD. The matrix BY A~!B is a congruence of a PD matrix,
making it PSD. Given that C' is also PSD, and the sum of two PSD matrices is PSD, we can use
the property that for any two ¢ x ¢ PSD matrices X and Y, det(X + Y') > det(Y'). Applying
this with X = C'and Y = BT A~ B, we get:

det(C + BTA™'B) > det(BTA™'B)
Substituting this inequality back into the expression for det(M):
det(M) > det(A) det(BT A™'B) = det(A) det(B”) det(A™") det(B)
Since det(BT) = det(B) and det(A~1) = 1/ det(A), this simplifies to:
det(M) > det(B)?

This result extends from the PD case to the general PSD case for A by a continuity argument,
since any PSD matrix can be viewed as the limit of a sequence of PD matrices (e.g., A. = A+¢l
ase — 0M). O

Lemma 2.7.5 (Determinant rank-2 update). Let P € R™* and x,y, z,w € R’. Define

Q= clya:T + CQZmT + c;»,wa + c4sz

for scalars ¢y, co,c3,c4 € R, and let B := P + Q. Then:
‘
[det(B)| > [det(P)] — 3 |det (P©),...,QY, ..., PO)]
j=1

- Z |det (P(l), C S CLYT, ., CAZ W, 7P(g))}
Jj#k

— Z |det (P(l), Ce e CORT G, CRYW, . 7P(g))} )
Jj#k

Proof. Define rank-1 matrices Q1 := ciyz ', Q2 := oz, Q3 := csyw ', Q4 := c,zw', and let
(o := P. By multilinearity:
det(P+ Q) = det(Qo + Q1 + Q2 + Qs + Qa) = > _ det(Q[R]),
heH

where H := {h: [¢(] — {0,1,2,3,4}} and Q[h] denotes the matrix with column j from Q).

Since each (); is rank-1, det(Q[h]) = 0 whenever two columns come from the same (); with
i > 0. Moreover, since the column span of @1, Q)3 and ()3, Q4 are equal, det(Q[h]) = 0 when
two columns have a non-zero index with the same parity. Thus, we restrict to:
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1. H,: only one column from @), rest from @),
2. Hap: two distinct columns from (), and @), rest from ().

Then:

det(P + Q) = det(P +Z > det(Qh) + > Y det(Q[A))

a=1 heHq a<b h€Hqp

Observe:

1. H, 3 and Ho 4 yield zero contributions since their columns are linearly dependent (all co-
linear with x or w),

2. Pairs (1,2) and (3,4) cancel: for h € H, o with h(j1) = 1, h(j2) = 2,

det(Q[h]) = — det(Q[R)),

where £ flips indices. So, > hew, , det(Q[h]) = 0, and likewise for (3, 4).
Only H, (single-column replacements) and H 4, H2 3 remain.

Finally, use multilinearity to write:

4 V4
> det(Q[h]) = det (PU,...,QY, ... PY),
j=1

a=1 heH,
and expand the remaining H; 4, and H 3 terms explicitly to get the full bound.

This completes the proof. []

Proof of Lemma[2.3.15 For part (a), the product of the diagonal entries of B is exactly

¢
Hbm- =exp(—w(C)) > f(¥),

where the last inequality follows from the fact that C'is an f-violating cycle.

For part (b), we first bound every off-diagonal entry of matrix B as a function of its diagonal
entries and then apply Lemma [2.5.2]

We will show that B satisfies b; ; < f( —z)/ HS i41 Ws,s Wheni < jand w; ; < f(éf_(z“j) Hi:j bs.s

when j <i < Candb,; < f(5)/ I b&s when j < /. In this case, apply the following opera-
tions to B to get B:

* Multiply the columns 1 < j < ¢ with Hi;} b
* Divide therows 1 <7 < ¢ —1by [['_; b
* Divide last row by f(¢).
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Then per(B) = per(B\) - f(¢) and the entries of B satisfy
* b, =1fori€ [0 —1)and by = []'_, beo/f(6) > 1
AZJ < f(i—j) fori < jand
bij < f(L—i+j)/f(£)forj <i

By Theorem [2.5.2} per(B) < (1+ 0.1/0) TT'_, bry = (14 0.1/6) [T, bea/f(£). As a result,

0 4
per(B) = f(¢) - per(B) < (14 0.1/0) [ [ bes < 1.05 ] ] br..

For i,j € [¢] with ¢ < j, define the cycles C},j = (uy U = Ui = Vig Vi1 > )
and Cf; = (u; D Ui = Uir1 = Vit1-..Vj_1 — u;). Both C},; and C}; contain 2(j — 4) arcs
and vertex sets ver(Cj ;) = ver(C};) are a proper subset of Ver(C’) So, by minimality of C, we
know that Cj ; and CH are not f-violating cycles.

Therefore, exp(—w(C};)) = | coefs(u;, v;)| - i i1 exp(—w(us 5 v,)) < f(j — i), and
fG—1)

| coefg(uy;, v;)| < 1 : (2.55)
Hs i+1 eXp( (us - US))
Using a similar argument for C}'; gives
i
et ot < 2= 250
Hs z+1 ( w<u8 — US))
Combining (2.33)) and (2.56), we get
w; ; = max{ | coefg(u;, v;)l, | u fH }

fG—1) _ f(j—i)

i zl—l—l exp( (uS I% US)) Hs =i+1 |b378|

Fori,j € [( — 1] with j < i,deﬁneO{j = (v = uy R (T U = Uiy . U — vg) and
Cll o= (v = wy D1 U = V= Uiy - - U — vg). Both C},; and C}'; contain 2(£ — i + j)
arcs and ver(Cj ;) = ver(C}}) is a proper subset of ver(C). So, they are not f-violating cycles.
Therefore,

j—1
exp(—w(C’Z-I,j)) = | coefg(u;, v;)| - Hexp(—w(us = ,))
s=1
-1
H exp(—w(us = v,)) - exp(—w(ug = vy))
k=i+1
< f(l—j+9). (2.57)
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Since C'is an f-violating cycle, we also have

Hexp(—w(us 5 vy)) - exp(—w(ug = vy)) > f(0). (2.58)

s=1

Dividing by (2:58) gives

| coef s (uj, vi)| < % : ﬁexp(—w(us = v,)). (2.59)
Similarly,

/e < 22 T exptmtas ) 260

Summing (2.59) and (2.60)) gives

A7y = P T esp-ufue 4 w0)

b;; = max{| coefs(u;, v;)|,

Jl—i+j) ¥
<

To bound wy; for j < ¢, consider cycles C}; = (vy — = vy ...u; — v) and Cl =
(ve = w1 = v1...u; = vg). Both C}; and C}'; contain 2i arcs and ver(C!,) = ver(C) is a
proper subset of ver(C'). So, they are not f-violating cycles. Following a similar argument to the
i < j < { case and comparing w(Cj ;), w(Cy ;) with w(C') gives

. /—1 . -1
bey < %Hrw exp(-uun % ) < T [T sl e

For part (c), the principal submatrix W,_; ,_; satisfies first two prerequisites of Theorem
Observe that f(y — x)/f(y) is a non-increasing function of y for any fixed = € [¢]. Therefore,

for any j < 1,
—Z—|—j fl—1—i+j7)
i'< bss bss~
v H - f-1 H

So Wy_1,-1 also satisfies the final prerequisite of 2.5.2] O

b

2.7.3 Examples

Example with all negative cycles containing a type II edge.
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Example 2.7.6. Let M be a partition matroid on [n] with partition [n] = {1,2} U{3}U{4,5} U
{6} U---U{n} where the rank of each partition is 1. So the rank of the matroid is n — 2. We will
consider vectors in R?. Let the vectors associated with the matroid be v; = e, vy = Les, v3 =
€2,V = €e; and e5 = ... = e, = ee3, where € = 1/(n — 2) and Le? > 1.

The optimal solution of the determinant maximization problem on M is T' = { Les, es, €€y, €e3, . . ., €e3}
with det(TTT) = (L?> +1) - €2 - (1 — €2). Let the current solution S be {e;, eq, €e3, ..., €c3}.
Then SST = I, det(SST) = 1.
The cycles in G(.S) along with their weights are
° Cl (N i) ’U5) with w(C’l) =00

(

= (v4 2 vs) with w(Cy) = —log(1 + €2)(1 — €2) > 0
. = (v1 — vy Lovs 5o 5 vy) with w(C3) =

= (v] = vy LN Vs — Uy N v1) with w(Cy) =

= (U1 = Vs > vy — s 5 vy) with w(Cs) = —log((1+ L2) - (1 — €2)) — log(e?)
* Cs = (v = g Loy = vy 5 v1) with w(Cg) =

The only cycle with negative weight is C'5 and it contains a type II edge.

n)\S 5
V2 vl
M
[ ] v3
1,2 3| 4,5 6 . -l n
v
11101 [o] T[e] o] [0 0 _ 1 U4 ’
GG E i
0 |0 0 0 € € € L (n—2) Vg
Ur V2 U3 vy Us Vg Un, *
L] Un
(a) Matroid (b) Graph

Figure 2.4: Example
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Chapter 3

New Permanent Inequalities

3.1 Introduction

The permanent of a matrix, despite its deceptively simple definition, is notoriously difficult to
compute. It is well-known that the exact computation of the permanent is #P-complete [[184]],
situating it at the forefront of complexity theory and establishing its computational intractability
for all but trivially sized matrices. Despite this difficulty, permanents play a critical role across
diverse areas such as combinatorics, graph theory (particularly in counting perfect matchings
in bipartite graphs [[140]), quantum computing (specifically within boson sampling experiments
aimed at demonstrating quantum advantage [1]]), and statistical physics (e.g., in dimer covering
models [108]]).

Due to the permanent’s computational complexity, significant effort has been directed towards
deriving efficient upper bounds and approximation algorithms. Classical results, such as the
Bregman-Minc inequality and its numerous refinements, form a rich and diverse body of work
(e.g., [33,196,1109, 128, 137,139,140, 165, 167,169,176, 178]]). However, existing bounds have
largely emerged from combinatorial, scaling, or probabilistic frameworks. This work charts
a different course by developing a deterministic, iterative procedure rooted in linear algebraic
principles. This creates a new algorithmic pathway that is not only theoretically sound but also
directly computable.

This chapter introduces a new pathway for establishing upper bounds on the permanent of non-
negative matrices. Our approach systematically adapts powerful and intuitive tools from deter-
minant theory. Our main contributions are:

* A Permanental Inverse: We define a novel analogue of the matrix inverse, constructed
from permanents of submatrices. While it lacks multiplicative inverse properties, this per-
manental inverse satisfies key structural inequalities that enable further analysis.

Definition 3.1.1 (Permanental Inverse). The permanental inverse of a non-negative matrix
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3.2

B e R%d with per(B) # 0 is the matrix C' with entries

B per(Bjyi)
Cij = T\ s
per(B)

where B;; is the matrix obtained by removing the 5 row and i column of B. Use B* to
denote the permanental inverse of 5. See §3.3.1|for more details regarding the permanental
inverse.

Schur’s Formula for Permanents: Leveraging the permanental inverse, we establish an
analogue of the Schur’s formula for determinants to permanents. This result provides the
core theoretical engine for our framework.

Theorem 3.1.2 (Permanental Schur’s Formula). Let A € RL§" be a block matrix of the
form

A= LfT 5;] G.1)

where B € R%*? has non-zero permanent. Then the permanent of A satisfies

per(A) < per(B) - per (W + X' B*Y). (3.2)

See §3.3.3|for a proof of Theorem [3.1.2]

A Constructive Algorithmic Bound: We design an iterative procedure, the Permanent
Process, inspired by Gaussian elimination. This algorithm yields a provable upper bound
on the permanent, offering a transparent and constructive alternative to more abstract com-
binatorial bounds. See §3.3.4] for more details regarding the permanent process and its
properties.

Provable Guarantees for Structured Matrices: We show that for matrices exhibiting
approximate diagonal dominance—a structure common in numerical linear algebra and
network models—our bound yields strong theoretical guarantees. See §3.3.6| for more
details.

Taken together, these results offer a fresh algorithmic perspective on permanents and expand the
analytical toolbox for bounding them, with potential applications in combinatorics, statistical
physics, and quantum computation.

Preliminaries

3.2.1 Notation

To discuss matrices, we will use the following standard notation. Let A be an n X n matrix with
real-valued entries, denoted A € R™*",
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* Matrix Entries: (A), ; or a;; (the corresponding lowercase letter) refers to the entry in
the i*" row and j** column of A.

* Submatrices by Selection: For index sets S,7" C {1,...,n}, we denote by A(S,T) the
submatrix formed by taking the rows indexed by S and columns indexed by 7.

* Submatrices by Deletion: We use several notations for submatrices formed by deleting
rows or columns.

* The matrix A_; denotes the matrix obtained by deleting the i*" row and A, _; denotes
the matrix obtained by deleting the ;%" column.

* A, j denotes the matrix obtained by deleting both the it" row and the j*" column.

= For deleting multiple rows and columns, the notation A(—S,—T) is shorthand for
the submatrix formed by deleting the rows in set S and columns in set 7'.

* Determinants and Permanents:
» det4(5,T) := det(A(S,T)). For brevity, we often write |A| for det(A).
« per 4 (S, T) = per(A(S, T)).
» By convention, det4 (0, 0) = per (0, 0) = 1.

* Entrywise Inequality: The expression A > B means that every entry in A is greater than
or equal to the corresponding entry in B (i.e., a; ; > b; ; for all 7, j).

* Functions: For any function f : [k] — [d], letimg, 5 := {f(j) : j € S} be the image of
S according to f; we simply write img; when S = [k].

3.2.2 Gaussian Elimination

Remark 3.2.1 (A Note on Convention). The method described here is a specific variant of Gaus-
sian elimination designed to produce a lower triangular matrix. This is a non-standard conven-
tion, as the standard algorithm is typically defined to produce an upper triangular matrix.

Let A® denote the state of the matrix at the beginning of step ¢, with the initial matrix being
A = A. The goal is to iteratively transform A into a lower triangular matrix. The state of the
matrix entries after the end of step ¢ for some 1 <t < n — 1 is given by

(®) ()
t a; ;a;’; .

(t+1) am) — =t forj>t+1 33
ivj - t) at’t ( . )
“gm

a
Otherwise.

In simpler terms, at each step ¢, this process uses the pivot element a;; to create zeros in all
entries to its right, within the same row ¢.
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Theorem 3.2.2 (Gaussian Elimination Invariant). The entries of the matrix A® are ratios of
determinants of certain sub-matrices of A:
@ _ deta ([r = 1]+ {i}, [r = 1]+ {j})

a;; = detal = 1. = 1)) , r=min(j,1). (3.4)

Corollary 3.2.3 (Determinant Property). . If A™ is the final lower triangular matrix obtained
after running the full elimination process on A, the product of its diagonal entries equals the

determinant of A.
n

det(A) = [ a? (3.5)

=1

3.2.3 Schur’s Formula

The Schur complement is a fundamental tool for working with block matrices.

Theorem 3.2.4 (Schur’s Determinant Formula). Let A € R™*" be a block matrix of the form
B Y
[ 3]
where B € R%? is an invertible matrix. Then the determinant of A is given by
det(A) = det(B) - det(W — X T B7'Y). (3.6)

The matrix S = W — X "B~1Y is called the Schur complement of B in A.

3.3 Generalizing Determinantal Concepts for the Permanent

This section extends familiar concepts like the matrix inverse and Schur’s formula—which are
fundamental for determinants—to the context of the matrix permanent.

3.3.1 The Permanental Inverse
Motivation from the Determinant

To start, recall that one way to define the inverse of an invertible matrix B is using Cramer’s rule,
where each entry of the inverse C = B~! is given by:
det(BM)
Ci i = ——=
" det(B)
Here, B, ; is the submatrix of B formed by removing row j and column 7. This definition natu-

rally gives us B~'B = BB~! = I. This provides a direct template for defining a similar concept
for the permanent.
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Definition 3.3.1 (Permanental Inverse). For a non-negative matrix B € R‘éﬁd with per(B) > 0,
the permanental inverse, denoted B*, is the matrix with entries:

: per(B;;)
B*); ; = — 21

( ) »J p er( B)
Crucial Differences and Properties

Unlike the determinantal inverse, B* does not typically recover the identity matrix. Instead, it
satisfies a matrix inequality.

Claim 3.3.2. For a non-negative matrix B, we have B*B > [ and BB* > [. In general,
B*B # BB"*.

Proof. Evaluate the diagonal entries of B* B as

d
1
B*B)ii = bji - Bj,i
The sum Z;l:l b;; - per(B;;) is the Laplace expansion of the permanent of B along column i,
which equals per(B). Thus, the diagonal entries are (B*B);; = iz—ggg =1

For the off-diagonal entries (where k # 1), since B is a non-negative matrix, all its permanents
and entries are non-negative. Thus, every term in the sum for (B* B);; is non-negative, meaning
(B*B)y > 0.

Combining these two points, the diagonal entries of B* B are 1 and the off-diagonal entries are
non-negative. By definition, this means B*B > [. The proof for BB* > I follows a similar
argument. [

Example. Let B = (zl)) i) The permanent is per(B) = 1 -4 + 2 - 3 = 10. The permanental

B _ 1 [per(Bi1) per(Bai)) _ 1 (4 2
10 \per(Biy2) per(Bzz))  10\3 1
Now, let’s compute the products:
. L /4 2\ (1 2y 1 /10 16\ (1 16
BB_l_O(?) 1)(3 4>_1_0(6 10)_(0.6 1)
1
BB — L 1 2\ /4 2 :i 10 4y _(1 04
10\3 4/\3 1 10 \24 10 24 1

As demonstrated, both products B* B and B B* satisfy an entrywise inequality with respect to the
identity matrix I, but they are not necessarily equal: B*B # BB* in general. A straightforward
consequence of Claim[3.3.2]is that

inverse B* is:

per(B*B)>1 and per(BB*) > 1,
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since both B*B and BB* dominate I entrywise. However, a sharper inequality is established in
Theorem [3.3.3 (see next section), which implies that

per(B*) - per(B) > 1. (3.7)
This is strictly stronger than the two previous inequalities, because
per(B*B), per(BB*) > per(B*) - per(B).

The final inequality follows from the fact that the permanent is super-multiplicative on non-
negative square matrices; that is, for any such matrices C, D, we have per(C'D) > per(C) -
per(D).

3.3.2 An Inequality for the Permanental Inverse

The following inequality describes a relation between the minors of a non-negative matrix and
its permanental inverse:

Theorem 3.3.3. If B* is the permanental inverse of a non-negative matrix B, then for any index
sets S and T, the following inequality holds:

per(B(—S, _T))
per(B)

< per(B*(T,S)) (3.8)

For context, the equivalent identity for determinants is an equality:

det(B(~S, —T))
det(B)

= det(B~HT, S))

We now examine some illustrative special cases of this inequality:

* Case1: S =T = [n]. Then B(—S, —T) is empty and B*(7, S) = B*, and the inequality
reads:

perl(B) < per(B) = per(B") - per(B) = 1.

This is the inequality from Equation3.7|before.

* Case2: S = {i},T = {j}. Then B(—S,-T) = B, ; is the (n — 1) x (n — 1) matrix
obtained by deleting row ¢ and column j, and the inequality becomes:

per(B; ;) ) :
— < B*);:) = (B");i,
per(B) = per((B*);:) = (B");,

which holds with equality by definition of the permanental inverse.

These special cases highlight the role of the permanental inverse as a natural upper bound on
normalized minors of 5. While the determinantal analogue yields exact identities due to multi-
plicativity, the permanent lacks such algebraic structure.
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3.3.3 Schur’s Formula for Permanents

In contrast to Schur’s determinant formula (which yields an exact equality), the analogous rela-
tionship for matrix permanents turns out to be an inequality. We formalize this below.

Theorem 3.1.2 (Permanental Schur’s Formula). Let A € Rgé” be a block matrix of the form

where B € R%*? has non-zero permanent. Then the permanent of A satisfies

per(A) < per(B) - per (W + X' B*Y). (3.2)

Proof strategy. The proof of Theorem will use induction on k (the number of columns in
Y'). We first establish two auxiliary results: a formula for the permanent of a rank-1 block update
(Observation [3.3.4) and a technical inequality (Lemma [3.3.5) referred to as the row-uncrossing
lemma. After proving these, we proceed to the inductive step for the general case.

£L'T’w

B
Observation 3.3.4 (Rank-1 Update Formula). For any block matrix of the form y) ,
where B is a d X d matrix, z and y are column vectors of length d, and w is a scalar, the

permanent can be expanded as

per (é y> = per(B) - (w + 2" B* y)

T w

Proof. We let BU¥) denote the d x d matrix obtained from B by replacing its i-th column with
the vector y. Expanding the permanent of the block matrix along its last row gives:

d
per (5 g}) = w-per(B) + z;mz . per(B(’Fy)) :
Here the first term w - per(B) corresponds to choosing the entry w in the last row, while each
summand z; - per(B<¥)) corresponds to choosing the entry z; from the last row and then taking
all permutations in the remainder of the matrix that involve one element from the inserted column
y. In particular, if y; (the j-th entry of y) is used from that inserted column, it contributes a factor
x;y; and leaves a (d — 1) x (d — 1) submatrix B;; (obtained by removing the j-th row and i-th
column from B) for the rest of the permutation. Summing over all choices of j for each 7, we
can rewrite the above as

d d

By

per (a:T w) = w-per(B) + E;inyj per(B;i) -
i=1 j=1
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Now, factor per(B) out of the summation. By the definition of B*, we have p;zgfg)i) = (B*);-
Thus,

d
B per(B',i) *
per (7 1) = pexts) (o 3 ran gy ) = per®) (waBw),

which confirms the formula. L]

Lemma 3.3.5 (Row-Uncrossing Inequality). Let

B Y
e 3]
where B € R%d, X,Y € R%k, W e R%k with d > 0 and k > 1. Then, for any fixed i* € [k],
the following inequality holds:

k

B Y. By

per(M) - per(B) < Z;per {Xl* W J - per [ T (3.9)
Jj= " 2 )

Here, Y _; denotes the matrix Y with its j-th column removed, and X L* denotes X " with its
1*-th row removed (equivalently, removing the 1*-th column of X before transposing). Likewise,

Wi« j is the submatrix of W obtained by deleting the i*-th row and j-th column.

Proof. The proof proceeds in two main stages:

1. We first establish the inequality in the special case where I/ = 0. This is done by explicitly
expanding the permanents and applying an inductive argument on the dimension d.

2. We then extend the result to arbitrary non-negative matrices . To do this, we define a
function representing the difference between the two sides of the inequality. From the first
step, we know that this function is non-negative when W = (. We observe that the function
is multilinear in the entries of W, and that all its partial derivatives are non-negative. Each
partial derivative corresponds to an instance of the same inequality, but for a smaller value
of k, allowing us to invoke the inductive hypothesis. These observations imply that the
difference function remains non-negative for all non-negative W, thereby completing the
proof.

The base cases d = 0 or k& = 1: For the base case when d = 0, the inequality in (3.9) is

per(W) < Z per(Wis ;) - wix , (3.10)

1<j<k

which holds with equality as this is precisely the Laplace expansion of perm(11') at row i*. For
the base case when k = 1, the inequality in (3.9) is

per [xBT 3}] - per(B) < per(B) - per [fr g}] (3.11)
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which is trivially true with equality. So assume that d > 1 and £ > 2 in any case from here on.

The Special Case 1/ = 0: We use induction on d. For d > 1, observe that when d < k, the
LHS term is equal to zero when W = 0. Because a term in the permanent of M (with W' = 0) is
non-zero only if it selects d — k elements from B and £ elements from each of X and Y. Assume
that d > k and let F be the set of one-one functions mapping from [k] to [d]. Expanding the LHS

of (3.9) gives

B Y . .
r [XT O} - per(B) = per(B Z H Ty, H Yg(j).j - Per B(—img,, —img;).
f,.9€F i€lk] JE[k]
(3.12)

In order to similarly expand the RHS, define F; for ¢ € [k] as the set of functions mapping [k] to
[d] such that f € F; is one-one when restricted to [k]\{¢}. Expanding the RHS of (3.9) gives

B Y.,—t By
> per [XL-* 5 } - per [ﬂ o} (3.13)
1<t<k "
Z Z H xf/ H yg (j J pel" imgg/7[k]7t, _lmgf/’[k]il*)] . per(Bg/(t),f/(i*)).
1<t<k f'€F;x,g' € Ft i€[k] Jj€lk]

(3.14)

Since F C F; for any t, we can obtain a lower bound by only summing over f', ¢ € F. By
exchanging the summations after this step gives

> > [ zros H YgGrg > per[B(—imgy i —imgp )] - per(By, prin))-

f'.g'eF ic[k] 1<t<k

(3.15)

It is sufficient to show that

per(B) - per B(—img,, —img;) < Z per[B(—imgg,[k]_t, —imgfv[k]_i*)] - per(By), 7))
1<t<k

(3.16)
forany f,g € F, i* € [k]. Equation (3.16)) is in the form of (3.9) with the substitution

B, X> Y> i*a da k< B(_imgga _imgf)T7 B(_imgga imgf)a B(lmgga _imgf)T7 f(Z*), d— ]{?, k.
(3.17)

We can conclude this case using inductive hypothesis.

Extension to 11 > 0: It remains to prove (3.9) for general W given that we have a proof for the

case when W' = 0. The first step is to observe that both the LHS and RHS of (3.9) are multi-

linear functions with respect to the w; ; variables. For fixed B, X, Y 7", consider the function
o B Y_; By | B Y .

h(W):= > per [ij m]} -per LET } per [XT W] -per(B). Since we know

1<j<k i Wixj
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that 2(0) > 0, it suffices to show that
h(W) > h(0) > 0.

%h(w) > 0 for every o, 8 € [k]. Then that would imply

Wa, g —

Oh(W)

We proceed by induction on k. For a, 5 € [k], o # i*, the derivative 5 ; is equal to
B Y(ld}, —{j.5}) } {B Yj } l B Y—ﬁ]
er » . . - per — per i - per(B
D D TP PSLAR i 0] R el R P o R
JERN{B}
(3.18)
which is non-negative using inductive hypothesis. The substitution being
B, XY, i",d k<« B, X _,,Y _3,i",d k—1. (3.19)
For o = i*, B € [k], the derivative gz)(zvz is equal to
B Y _j3 B Y ;5 _
per {Xl* Wi*,5:| - per(B) — per {ij* Wi*,,@:| - per(B) = 0. (3.20)
This finishes the proof of the lemma. O]

Proof of Theorem[3.1.2] We prove by induction on k. Equation (3.2) holds with equality for
k = 1 using Observation For k > 2,

using Lemma [3.3.5] we have

B Y B Y_. B v
. < v J
per {XT W} per(B) < Z per {le,. Wl,j:| per LI wl,j:| ) (3.21)

1<j<k
Using inductive hypothesis, we have

er BY
p XTL. Wl,j

] < per(B) - per(Wy; + X1, BY. ;). (3.22)
substituting this gives

B Y * 5y
per {XT W] -per(B) < per(B) Z per(Wy ; +XIL.B Y _;) - per LUT wj ] (3.23)

1.7
1<j<k ! J

Using Observation [3.3.4] gives
< per(B)? Z per(Wy; + X1, B*Y,;) - (wi; +a{ B'y;) (3.24)

1<j<k
= per(B)? - per(W + X" B*Y). (3.25)
concluding the proof that
per [)](BT IEI//] < per(B) - per(W + X" B*Y). (3.26)

]
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Two permanent inequalities
The permanent version of Lemma comes with an inequality.
Lemma 3.3.6. The following inequality holds true:

B Y2

B y B vy B vy B
T . B) < L 2 2.
per [x; w11 W2 per( ) < per [%T le] per lsz W 2} + per [%T wrs per x;
Ty Wo1 W22

_|

)

(3.27)
For any matrix B € R%d, vectors x;,y; € R%l, and scalars w; ; > O with i,j € {1,2}.
Lemma 3.3.7. For a matrix W € R%k, vectors x,y € RE, and scalar b # 0, let C € R%k be
the matrix defined by c; ; :== per [bi ug)/jj b~ = w; j +2;y;/b. The following inequality holds
true:
per [b yT} b7t < per(O) (3.28)
x W

Both the above lemmas are special cases of Theorem|3.1.2

3.3.4 The Permanent Process

Consider a process that is a modified version of the Gaussian elimination process. The state of
the matrix entries after the end of step ¢ for some 1 < ¢ < n — 11is given by
(t) 40

(t) | 94,9 :
e , forj>t+1
(t+1) Gy T 7.0 )= (3.29)

i?j
t .
ag ])-, Otherwise.

It is not easy to find a clean closed form solution for the entries of A*) with respect to the entries
of A during the permanent process like we had for the Gaussian process in Theorem [3.2.2]
However, something weaker can be proven that is strong enough to extend Corollary

Theorem 3.3.8. The diagonal entries of the matrix A™ can be lower bounded by

per(AV(—[t — 1], —[t — 1]))
per(AUD(=[t], =[t]))

aly = af) > (3.30)
forl1 <t <n.

Proof. Observe that it is sufficient to prove just the case for ¢ = 1 because, the second step of the
permanent process essentially applies the first step of the permanent process on the sub-matrix
A®(—{1}, —{1}). What we want to show is that

per(A)

per(A®(={1}, —{1})) > »

This follows directly from Lemma [3.3.7] O

(3.31)
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Corollary 3.3.9. The permanent of A is upper bounded by the product of the diagonal entries of

A,
per(A) < ] o) = [ o7 (3.32)

1<i<n 1<i<n

Proof. Multiplying the lower bounds for agz) from Theorem |3.3.8| gives the required lower

bound. ]

Corollary provides an algorithmic upper bound for the permanent of any non-negative
matrix. In fact, any theoretical upper bound to the product of the diagonal entries of A after n
steps of the permanent process to A can be used as an upper bound for per(A).

3.3.5 Recursive Upper Bounds

Expanding the recursive definition of the permanent process from (3.29)), we obtain:

" 0 CL( )a( s)

. 2 : 1,8 Vs,]
ai’j == a’i,j + (—S)’ Vt (3'33)
1<s<min(t,5) Us,s

This recurrence suggests focusing on entries of the form a(Tm( D) since they can be expressed

in terms of similar entries with smaller indices. Substituting t = mm(z j) in (3.33) yields:

( . NONO!
oy =al) 4 YT (3.34)

1<s<min(i,j) @88

(s) (s)

Observe that in each term a;; and a,;, the index s satisfies s = min(7, s) = min(s, j) since
s < min(i, 7).
Define the shorthand:
e gminGi)
] T Mg :

Substituting this into (3.34)) gives the recurrence:

wy=ag oy eld (3.35)

U
1<s<min(i,j)  >°

Theorem 3.3.10. Let A € RL" be a non-negative matrix. If a matrix B € RLG" satisfies:

bi sbs j
Q; j + Z TJ S bi,j, (336)
1<s<min(3,5) 58

then u; j < b; ; forall i,j € [n]. Moreover, this conclusion remains valid even if the inequality

in (3.36) holds with equality.

94



Proof. We prove the claim by induction on ¢ = min(i, j).
Base case: If ¢t = 1, then u; ; = a; ; < b; ; directly from the assumption.

Inductive step: Suppose the claim holds for all pairs (4,j) with min(z,j) < ¢. Consider
min(i, j) = ¢t > 2. Using the recurrence in (3.35)), we have:

Ui sUs,j
i =ai;+ Y —ed (3.37)
1<s<t 8,8
Us sUs, j
<aiit+ Y " (3.38)
1<s<t ’
<aii+ Y bishss (3.39)
— ] — Y, .
1<s<t s,s

where the second inequality uses the inductive hypothesis u; s, us ; < b, bs j, and the last step
uses the assumption in (3.36).

The same argument applies if the inequality in (3.36) holds with equality. Thus, the result holds
in both the inequality and equality cases. U

Corollary 3.3.11. Let A € R{", and let B € RLJ" satisfy (3.36). Then:
per(A) < Hb”
i=1

Proof. From Theorem [3.3.10, we have w;; < b;; for all . By Theorem [3.3.8, we know that
per(A) <[], u;;. Combining both inequalities yields the desired bound. O

3.3.6 Theoretical Upper Bounds for Structured Matrices

We now illustrate how the recursive upper bound framework can be used to derive explicit upper
bounds for permanents of structured matrices.

Recall from Theorem 3.3.10| that if two non-negative matrices A, B € RLj" satisfy:

bi sbs ] P
a;; + Z C’l L =1,; foralli,j € [n], (3.40)
1<s<min(3,5) 58

then:
per(A) S Hbl’l
i=1

This identity suggests a simple approach: to upper bound per(A), we can construct a matrix B
satisfying (3.40) and then bound the entries of B in terms of those of A.
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Lemma 3.3.12. Let A € Rgé” be a non-negative matrix satisfying:

min(4,7)
(1 + 5)2 A sQs j
Yo T oy, 3.41
€ s=1 as’s B ! ( )

for some ¢ > 0. Then:

per(A) < (1+¢)"- Hai,i.
i=1

Proof. We aim to show that the matrix B defined via (3.40) satisfies b, ; < (1+¢)a; ;. The result
will then follow from Corollary [3.3.T1]

We proceed by induction on min(%, j). The base case min(é, j) = 1 is immediate since b; ; = a;
in this case.

For i, 5 > 2, using the definition (3.40) and the inductive hypothesis, we have:

bi sbs )
by =g+ Y, (3.42)
1<s<min(i,j)  °°
< 2 (i, Us, j
<a;+(1+e)?” ) —d (3.43)

1<s<min(%,5) ’

< a; j + €a;; = (1 + 5)&1'7]', (344)

where the second step uses the inductive assumption b; 5, b ; < (1 + €)a; s, as ;, and the third
uses the assumption in the lemma.

This completes the inductive step and hence the proof. ]

3.4 Future Directions

In this work, we have extended classical determinantal concepts—such as the matrix inverse, the
Schur’s formula (which underlies or generalizes many determinantal identities), and the Gaussian
elimination process—to the setting of permanents of non-negative matrices. These analogues
form a new and mathematically intriguing framework for reasoning about permanents, rooted in
structured, algebraic identities rather than combinatorial or probabilistic heuristics.

Beyond their intrinsic interest, we use these tools to derive a deterministically computable upper
bound on the permanent. While this bound can be loose on certain matrix families, we show
that it performs well when the matrix satisfies a form of diagonal dominance. This opens several
promising directions for future research:

* Characterizing Favorable Matrix Classes: Studying the behavior of the Permanent Pro-
cess on specific, structured matrix families—such as stochastic, Toeplitz, or adjacency
matrices of certain graph classes—to identify where the bound is tightest.
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* Hybrid Approaches: Combining the deterministic, algebraic framework presented here
with established probabilistic or combinatorial techniques to create new, more powerful
hybrid approximation algorithms.

* Improved Upper Bounds: There may be potential to sharpen or specialize the upper
bounds derived here for certain matrix types, especially by refining the permanental Schur’s
formula machinery.

* Empirical Validation: Implementing and benchmarking the permanent process across
diverse matrix types could offer insight into its practical viability and guide further theo-
retical improvements.

3.5 Appendix for Chapter 3

Proof of Theorem[3.2.2] We prove using induction on ¢. The base case ¢ = 1 is trivial. For ¢ > 1,
it is sufficient to prove the theorem for j > ¢ because for smaller j, the entry is determined at a
smaller time step. The inductive step is to show that

deta([t — 1] +{a}, [t — 1 +{j}) _ deta([t — 2]+ {i}, [t — 2] + {j})

dota(lf— 1,1 —1)  ~ deta(ft—2)[f —2) (5:49)
el s it
T oy o G40
det 4 ([t—2],[t—2])
Simplifying gives
deta([t=1]+{i}, f=1]4+{j}) - deta([t—2], [t=2]) = deta([t—2]+{i}, [{-2]+{j}) - detA(([g—éé]), [t—1])
— deta([t=2]+{e}, [t—1]) - deta([t=1], [(=2]+{j}).
(3.48)
This is exactly the identity in Lemma[3.5.1) with
B=A([t = 2],[t = 2]); 1 = A([t = 2. {t = 1}), y2 = A([t — 2], {j});
of = A({t =1}t = 2]), 7 = A{a}, [t — 2])s w = A({t - 1,i}, {t - 1,5}).
O

Proof of Corollary[3.2.3] Using Theorem 3.2.2, we have a = deta([7], [7])/ deta([¢ — 1], [ —
1]). Substituting this gives H1<Z<n “ = deta([n], [n]) = det(A). O

Lemma 3.5.1. The following equality holds true:

By oy
$1T W11 W12 '!B|:

B

W11

By

’ T
Ty W22

By

- T
Ty Wig

B

’ T
Ty W1

(3.49)

L
Ty W21 W22

For any matrix B € R4, vectors x;,y; € R, and scalars w; ; withi,j € {1,2}.
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Proof. Assume that |B| # 0. Using Schur’s formula (see Theorem [3.2.4), we have

By oy w1 — ) B7ly; wyg — x{ By,
II W11 Wiz = |B| - det (350)
%T Wa1 W22 Wa 1 — %TBA?A W2 — x;Bflm

and ‘fr u‘qf" = |B| - (w;; — x; B~'y;) fori,j € {1,2}. Substituting these and factoring out

7 2¥}

BJ? from b(;th LHS and RHS of Equation (3.49)), gives
q

wy,1 — xIB_IZA W12 — £L'1|—B_1y2
det = (w11 — xIB_lyl)(wm — g B7ly,)  (3.51)
Wy — Ty B~y wap — w9 By,

— (w12 — ] B yo)(wo1 —xg B™'y1)  (3.52)

which is true. The identity in Equation (3.49) should hold true even when |B| = 0 using conti-
nuity of the determinants with respect to the entries of the matrix. [
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Part 11

Fairness
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Chapter 4

Nash Social Welfare Maximization

4.1 Introduction

Fair and efficient division of resources among agents is a fundamental problem arising in various
fields 19} 131} 32, 160, 161} [190]. In the most general setup, we are given a set of m indivisible
items G, and a set of n agents, .A. Each agent has a valuation function v; : 29 R>( on subsets
of the items, so that if agent ¢ € A were assigned all the items in S C G, the value they receive
would be v;(.S). The goal is to find an assignment of items to players, o : G — A, to maximize
some function of the agents’ valuations.

While there are many social welfare functions which can be used to evaluate the efficacy of an
assignment of goods to the agents, the Nash Social Welfare function is well-known to interpolate
between fairness and overall utility. It asks that we maximize the geometric mean of the agents’

valuations:
[Tvie' @),
=

where 071(i) = {j € G : o(j) = i} is the set of items assigned to agent i. The unweighted
Nash Social Welfare function first appeared as the solution to an arbitration scheme proposed by
Nash for two-person bargaining games and was later generalized to multiple players [[115} [144].
Since then, it has been widely used in numerous fields to model resource allocation problems.
An attractive feature of the objective is that it is invariant under scaling by any of the agent’s
valuations, and therefore, each agent can specify its valuation in its own units (see [43] for a
detailed treatment). While the theory of Nash Social Welfare objective was initially developed
for divisible items, more recently, it has been applied in the context of indivisible items. We
refer the reader to [42] for a comprehensive overview of the problem in the latter setting. Indeed,
optimizing the Nash Social Welfare objective also implies notions of fairness, such as envy-free
allocation in an approximate sense [20, 42]].

In an instance of the weighted Nash Social Welfare problem, every agent i € 4 has a weight
w; > 0 such that ZieA w; = 1. The goal is to find an assignment of items, ¢ : G — A, to
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maximize the following welfare function:
[T (vite™ (@)™ (4.1)
€A

In this work, we will consider the case of additive valuations, for which there are numbers v;; > 0

for eachi € A and j € G such that v;(S) = > ._o v;;. For ease of notation, we will work with
the log objective and denote

jes

NSW(o) = wilog | > wvy]. (4.2)

icA j€o—1(i)

Let OPT = max,.g_.4 NSW(o) denote the optimal log objective. The case where w; = % for
each i € A is the much-studied “symmetric” or unweighted Nash Social Welfare problem.

The Nash Social Welfare function with weights (also referred to as asymmetric or non-symmetric
Nash Social Welfare) was first studied in the seventies [[100, [112] in the context of two-person
bargaining games. For example, in the bargaining context, it allows different agents to have
different weights. Due to this flexibility, problems in many diverse domains can be modeled
using the weighted objective, including bargaining theory [43] [123]], water resource allocation
[82, [106], and climate agreements [191]]. In the context of indivisible goods, the study of this
problem has been much more recent [85, |86, [87]. There have also been attempts to extend the
ideas of envy-freeness to the weighted setting [44, [180], where the situation is more complicated
than in the unweighted setting. There are multiple possible generalizations, and maximizing the
weighted Nash Social Welfare does not always guarantee the same envy-freeness conditions. In
this work, we aim to shed light on the weighted Nash Social Welfare problem, mainly focusing
on mathematical programming relaxations for the problem.

4.1.1 Preliminaries and Notation

In order to state the key results of this work, we need the following preliminaries and related
notation.

KL-Divergence. For two probability distributions p, q over the same discrete domain X, the
KL-divergence between p and q is defined as

Dii(plla) =) plz IOg( i;)

TeEX

It 1s well-known, via Gibbs’s inequality, that the KL-divergence between two distributions is
non-negative and is zero if and only if p and q are identical.

Moreover, if u is the uniform distribution on X" and p is an arbitrary distribution on the same
domain, then

Dgw(p [ u) =log|X| =) p(x log 7

TeEX
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Feasibility Polytope. Consider a complete bipartite graph G = (G U A, E') where E contains
an edge (i, ) foreachi € Aand j € G. Let M(.A) denote the set of all matchings in G of size
|Al, i.e., matchings which have an edge incident to every vertex in .A. The convex hull of M (A),
denoted by P (A, G), is defined by the following polytope.

Definition 4.1.1 (Feasibility Polytope). For a set of m indivisible items, G, and a set of n agents,
A, the feasibility polytope, denoted by P (A, G), is defined as

P@L@;:{beRﬂxﬂ;§:m,:1w6fh§:@jg1vmsg}.

S icA

The constraint » jegbij = 1 1s called the Agent constraint for agent ¢, and the constraint
> icabij < 1isreferred to as the Item constraint for item j.

4.1.2 Our Results and Contributions

Our main contributions are (1) to show equivalence between different mathematical relaxations
for the Nash Social Welfare problem (see Appendix 4.6.2), (2) generalize these formulations to
give new mathematical formulations for the weighted NSW and finally (3) use the equivalence
and generalize the algorithms for symmetric case to obtain improved approximation algorithms
for weighted NSW.

Equivalence of Convex Programs

Our first result relates two previous convex programming relaxations for the unweighted Nash
Social Welfare problem presented in [61] and [[7].

Building on the algorithm of [60], [61] introduced the following relaxation for the unweighted
Nash Social Welfare problem.

ml?x % Z Z bij lOg (Uz’j) — % Z (Z blj) lOg (Z bl]) (CVX—Unwelghted)

€A jeG jeG \iceA €A

J

d b<1 Vjieg

b”ZO V(Z,])EAXQ

They showed that (CVX-Unweighted) is a convex relaxation of the Nash Social Welfare objec-
tive, and the prices used by the algorithm presented in [60] can be obtained as dual variables
of (CVX-Unweighted). Interestingly, the convex relaxation is not in terms of the assignment
variables. Indeed, given an optimal assignment ¢ : G — A, the corresponding solution to
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(CVX-Unweighted) will set the variables b;; as follows:

2 ifo(j) =1
bl] = {Zkea_l(i) Vik (]) (43)

0 otherwise.

One can verify that b satisfies all the constraints in (CVX-Unweighted), and its objective value
is equal to the logarithm of the geometric mean of the valuations.

A different convex programming relaxation, (LogConcave-Unweighted), for unweighted NSW
was presented by Anari et al. [7]]. They showed that the objective of (LogConcave-Unweighted)
is a log-concave function in z and convex in log y and used inequalities about stable polynomials
to give an e-approximation for unweighted NSW.

. 1 .
1){1?(:;( }1/1;% - Z log (Z Tij Vij yj> (LogConcave-Unweighted)
€A jeg
s.t. Zl’ij =1 VJ S g
i€ A
jES "

Here, () denotes the collection of subsets of G of size n, where n = |.A|.

On the surface, (LogConcave-Unweighted) and (CVX-Unweighted), and their corresponding
rounding algorithms are quite different: [61] uses intuition from economics and market equilib-
rium to both arrive at (CVX-Unweighted)) and also to round it, while [7] uses the properties of
log-concave polynomials to round (LogConcave-Unweighted). However, our next result shows
that these two convex programs indeed optimize the same objective.

Theorem 4.1.2. For any instance (A, G,Vv) of unweighted Nash Social Welfare, the optimal
values of (LogConcave-Unweighted) and (CVX-Unweighted) are the same.

It is easy to transfer an optimal solution of one program to a solution to the other by setting

bij = S ke B Tij = by ,
> TijrVigr > bij
but verifying that the objective value remains the same uses the optimality conditions. These
transformations do not necessarily preserve objective value for non-optimal fractional solutions.
In Appendix we more systematically show how one program could be derived from the
other, by using a sequence of variable changes and convex duality to show that the programs are
equivalent.

New Relaxations in the Weighted Case

Besides providing a novel connection between two very different approaches to the unweighted
problem, Theorem4.1.2|is also vital to derive our main algorithm for weighted Nash Social Wel-
fare. Independently generalizing either of these approaches to the weighted case is challenging:
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[60,61] use intuition from economics to arrive at (CVX-Unweighted), and these concepts do not
generalize to the weighted case. On the other hand, there is a natural convex generalization of
(LogConcave-Unweighted)) for the weighted case which is still log-concave, but the objective is
no longer stable, and therefore the machinery introduced in [7] cannot be used to analyze it.

Our second contribution is to propose new relaxations for the weighted version of the Nash Social
Welfare problem. By replacing the uniform weights in (CVX-Unweighted) with the weights w;
we get the first generalization.

mgx Z Z w; b;; log v;; — Z Z w; b;; log <Z by j) (NCVX-Weighted)

€A jeG jEG icA i'eA
JjEG

d b<1 Vjeg

€A

bz]ZO V(Z,j)eAxg

Unfortunately, the objective function to this program is not convex when the weights are not
uniform. As an alternative, we can also generalize (LogConcave-Unweighted) as follows

i : P VA Wi
I)I(lgg( I;l>1%1 Z w; log (Z Tij Vij Y, ) (LogConcave-Weighted)
ieA Jj€g
s.t. Zmij =1 VJ € g
€A
[[vi=1 vse (g)
jes n

This program is still convex in the weighted case and by repeating the same transformations used
to prove Theorem we can start from (LogConcave-Weighted) and get an equivalent convex
program using the b variables.

max Z Z w; b logv;; — Z Z w; by log (Z w; b,g) + Z w; log w;

€A jeG jEG i€ A i'eA €A

(CVX-Weighted)
Jj€g
Y byl Vieg
icA
bZ]ZO V(Z,j)EAxg
By setting b to be the same value as (4.3), it is natural to see that both programs are indeed
relaxations.
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Theorem 4.1.3. (NCVX-Weighted), (LogConcave-Weighted), and (CVX-Weighted)) are relax-
ations of the weighted Nash Social Welfare problem.

Moreover, when the weights are symmetric, i.e., w; = 1/nforalli € A, the programs (CVX-Weighted)
and (NCVX-Weighted) are equivalent to the convex program (CVX-Unweighted).

We formally prove Theorem 4.1.3]in Section[4.2] and we show that (CVX-Weighted) is equiva-
lent to (LogConcave-Weighted) in Appendix[4.6.2] Both (NCVX-Weighted) and (CVX-Weighted)

will both be useful in constructing our approximation algorithm.

Note that (NCVX-Weighted) and (CVX-Weighted) have the same constraints and feasible region,

P(A, G), and the only difference is in the objective functions. We define

fncvx(b) = Z Z Wy bij IOg Vij — Z Z Wy bij 10g (Z bi’j) , and

€A jEG JEG ieA eA
fcvx(b) = Z Z w; bij log Vij — Z Z w; bij IOg (Z Wy bi’j) + Z w; log Ww;.
icA jeg Jj€EG ieA i'cA ieA
With these definitions we can compactly write the two different formulations
max  feex(b) max  foevx(b)
st. beP(AQG) st. beP(AG)
(CVX-Weighted) (NCVX-Weighted)

We can also relate the objective value of the three programs.

Lemma 4.1.4. The two programs (CVX-Weighted) and (LogConcave-Weighted) have the same
objective value.

Moreover, for any any feasible b € P(A,G) and weights wy, ..., w, > 0with ), qw; = 1,

1

T
w;

0< fcvx(b> - fncvx(b> < DKL(W ” u) = logn - Zwl log
icA

where u denotes the uniform distribution, and w is the vector of weights.

Rounding Algorithm.

Since (CVX-Weighted) is structurally similar to (CVX-Unweighted) we may hope to apply the
rounding algorithm from [61], but unfortunately (CVX-Weighted)) lacks a crucial property: op-
timal solutions of (CVX-Weighted)) need not be acyclic. Furthermore, the integrality gap of
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(CVX-Weighted) is non-trivial even in the case when there are exactly n items; if there are ex-
actly n items and all valuations are 1, then setting b;; = % for all 7, j gives an objective value
of Dkr,(w || u), while the integral optimal value is zero. To circumvent these issues, we use
(NCVX-Weighted) as an intermediate step in our rounding algorithm. This non-convex program
has the desired property: given a feasible point b, one can efficiently find another point b without
decreasing the objective fy..x such that the graph formed by support of b is a forest, as stated in
the following lemma. We formally define the support graphs in Definition 4.3.1]

Lemma 4.1.5. Let b be any feasible point in P(A,G). Then there exists an acyclic solution,
bforest in the support of b such that

fncvx (bforest> > fncvx (B) )

Moreover, such a solution can be found in time polynomial in | A| and |G)|.

Next, we establish that one can efficiently round any feasible point whose support graph is a
forest to an integral assignment.

Theorem 4.1.6. For a Nash Social Welfare instance (A,G,v,w), given a vector b € P(A,G)
such that the support of b is a forest, there exists a deterministic polynomial time algorithm
(Algorithm[6) which returns an assignment o : G — A such that

NSW (o) > fox(b) — D (w | u) —2log2 — 2i
e

By combining Lemma [4.1.5] Theorem [4.1.6] and Lemma [4.1.4] we obtain an approximation
algorithm with approximation ratio

1 . 1
exp (2 log 2 + % + 2Dk (w || u)> ~ 4.81 - exp (2 logn — 2Zwi log E)

i=1 v

for the weighted Nash Social Welfare problem with additive valuations. When all the weights
are the same, this gives a constant factor approximation.

Theorem 1.3.1. Let (A, G, v, w) be an instance of the weighted Nash Social Welfare problem
with Y, qw; = 1 and | A| = n agents. There exists a polynomial time algorithm (Algorithm
that, given (A, G, v, w), returns an assignment o : G — A such that

1
NSW(e) > OPT —2log2 — - — 2 D (w || u),
e

where OPT is the optimal log-objective for the instance and Dy, (w||u) = logn—>Y",_ , w;log —-.

Algorithm [5] requires solving the convex program [CVX-Weighted| and for this reason is not a
strongly polynomial-time algorithm. This is in contrast to the techniques used in the unweighted
case, where it is possible to calculate dual variables in strongly polynomial time [150]].

We remark that our algorithm for rounding (NCVX-Weighted) (Algorithm [6)) is the same as
that in [60]. However, our analysis is quite different. Rather than using ideas from market
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interpretations of the problem, we utilize properties of (CVX-Weighted) and (NCVX-Weighted),
which generalize to both the unweighted and the weighted versions of the problem.

We call P(A,G) the feasibility polytope of (A, G) and will refer to points in P (A, G) as either
feasible points or solutions.

4.1.3 Related Work

The problem of finding the allocation that maximizes the Nash Social Welfare objective is an
NP-hard problem, as was proven by [[146]. Additionally, [125] showed that finding such an allo-
cation is also APX-hard. From an algorithmic perspective, the first constant factor approximation
for the unweighted version was provided in [60] using analogies from market equilibrium. [61]]
provided an improved analysis of the algorithm from [60] and introduced a convex programming
relaxation. Using an entirely different approach, [7] also provided a constant factor approx-
imation for the unweighted variant, where their analysis employed the theory of log-concave
polynomials. The best-known approximation factor with linear valuations of 1.45 is due to [20],
where they provide a pseudo-polynomial-time algorithm that finds an allocation that is envy-free
up to one good and also Pareto efficient. Their algorithm is entirely combinatorial and runs in
polynomial time when the valuations are bounded.

Another setting of interest is when the valuation of each agent is submodular instead of additive.
For instance, [86] gave a constant factor approximation algorithm for maximizing the unweighted
Nash Social Welfare function when the agents’ valuations are Rado, a special subclass of sub-
modular functions. In the weighted case, the approximation factor of this algorithm depends
on the ratio of the maximum weight to the minimum weight. A constant-factor approximation
algorithm for the unweighted case with submodular valuations was provided in prior work [[127]].
More recently, [87] gave a local search-based algorithm to obtain an O(nwy,.y)-approximation
for the weighted case and a 4-approximation for the unweighted case with submodular valua-
tions. Note that this O(nwy.y)-approximation factor was also the previously best-known ap-
proximation for the weighted case, even when considering additive valuations.

Observe that the KL-divergence term Dk, (w || u) = (log n— cqwilog w%) in Theorem|1.3.1

is always upper bounded by log(nwy.y ), Which is exactly the guarantee of previous work [87].
In many settings, the term 2 - Dk (W || u) can be significantly smaller than nwi,,. For example,

consider the setting where w; = —— and w; = —(1 — @) fori = 2,...,n, i.e., one agent

logn n—1
n 1
1 1-—
) o (n—l ( logn)>

has a significantly higher weight than the others. Then

1 n 1
(W) logn °8 (logn) * ( logn

<1+log (Ll) <9
n

In this case, our results imply an O(1)-approximation, while previous results imply an O(ﬁ)—
approximation.
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Following the initial release of this work there has been substantial progress on approximation
algorithms for the weighted Nash Social Welfare for the case of additive [77] and more general
submodular valuations [78]. In both cases they obtained a constant factor approximation algo-
rithm. Their approach is based on rounding a fractional solution to the configuration formulation
of the problem.

4.1.4 Structure

The proof of Theorem {.1.2]follows straightforwardly from applying convex duality and making
a couple changes of variables. We defer the proof to Appendix [4.6.2]for those who are interested
in the details. In Section[4.2]we show that the generalized mathematical programs are relaxations
for the weighted Nash Social Welfare problem. A summary of the approximation algorithm and
its analysis is given in Section[4.3] This should make it clear why we have arrived at the given
approximation factor. Most of the technical work is contained in Section[d.4] in which we analyse
the rounding algorithm on tree solutions. We end with conclusions and a few open problems in
Section

4.2 Relaxations for Weighted Nash Social Welfare

In this section we verify that the programs for weighted Nash Social Welfare which we gave in
the introduction are indeed relaxations.

Lemma 4.2.1. The two programs (NCVX-Weighted) and (CVX-Weighted) are relaxations of
the weighted Nash Social Welfare problem.

Moreover, when the weights are symmetric, i.e., w; = 1/n foralli € A, the programs (CVX-Weighted)
and (NCVX-Weighted) are equivalent to the convex program (CVX-Unweighted).

Proof. Let o : G — A be the optimal assignment for the instance, (A, G, v, w). For each agent
i€ A, defineV; =) i Vij- Using o, we define a vector b € P(A, G) as

bij == {1(/_] if o(j) =

0 otherwise.

jeo—1(

It is easy to verify that ) ., b;; < 1foreachj € Gand ), ;b;; = 1 foreachi € A. We will
now show that f..«(b) and f,.,x(b) are both equal to NSW (o).

> Z w; log w;

€A

~ Y X s+ Swtonw

€A

(:szlog< ) szlogwl Zwilog%:NSW(a),

€A €A
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where (i) follows from definition of V;.

Similarly, we have

Wo (5)Vo(j)j Wo (j)Vo(j); Vo(j)j
foevx(b) = —F—logvs(;); — ———=log (—)
Z Vo) Z Vo) Vo)

Jj€g Jj€G
wa YUo (5 i
_Z jlogV ])—Zw, Z UjlogV
Jj€G €A je€a—1(4) Z
= Zwi log V; = NSW (o).
icA

For the second claim in the lemma, when w; = 1/n for each i, for any b € P(A, G), we have

Jex(b) = ZZbUlogv” Zmelog< veabis )—logn

zeA jeg €A jEG
:%Zwa logvij Zzbz] 10g (Z bl ])
i€ A jEG " A jeg ved
+ 1 Zszj logn —logn
n i€A jEG
=— ZZ[)U lOgUU - — Zzbw log (Z bl]) )
e jeg " iea jeg veA

where we used } . b;; = 1 for every i in the last inequality. Similarly, substituting w; = 1/n
for each i in f,.,x completes the proof.

For the sake of completeness we will now verify that (LogConcave-Weighted)) is also a relax-
ation. This program is not used in our algorithm, but in Appendix we use it to derive
(CVX-Weighted)). Our proof relies on the same key inequality used in [7], which we repeat here
for completeness.

Lemma 4.2.2. Let 0 : G — A be an assignment, and y € RY a non-negative vector such that

[liesys = 1forall S € (7). If Si = {j € G : 0(j) = 1} then

3 log (Z vijyj) >3 log (Z vz-j>

€A JES; €A JES;

Proof. We will expand the left-hand sum inside the logarithm. Let

S:{SE (i) :|SﬂSi]:1W€A}
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denote the collection of transversals across the agents’ assignments. Then

$ log (Z vij yj> — log (Z (H yj) Hvau)j)

icA JES; ses \jes j€S
Ses jes icA JES;
The only inequality uses the fact that [ jes Yj = 1 term-by-term in the sum. [

Lemma 4.2.3. The program (LogConcave-Weighted) is a relaxation for the weighted Nash So-
cial Welfare problem.

Proof. Let o : G — A be the optimal assignment for the instance, (A, G, v, w). For each agent

1 € A, define V; = Zjeg,l(i) v;5. Define a vector x as follows

1 ita(j) =i
Tii =Y 0 otherwise

Itis easy to see that ) |, ,x;; = 1 forall j € G. If we set y; = 1forall j € G, then
icA jeG icA
Now we will show that the infimum is no smaller.

For each i, let S; = {j € G : x;; = 1} be the allocation corresponding to x. Then

Z w; log <Z Tij Vij y;/wi> _ Z w; log (Z Tij Uij)

€A Jj€EG €A j€G
s, i i
=Y w;log Jesi L] . (4.4)
ie A jes, v
We will show that the right-hand side is non-negative.
m
Now for positive reals ¢y, ..., ¢, with Y ¢; = 1, and 0 < p < ¢, the weighted power mean
j=1

inequality states that for any z € RY,,

m 1/p m 1/q
(Z cjzp> < (Z qz}’) ) 4.5)
j=1

This inequality follows from Jensen’s inequality.
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For each i € A, define ¢; = - and cgi) = —“— for every j € S;. Since ¢; = = > 1, using

22 Vij
JES;
Equation .5 we get
1/w;
1 ZjES,‘ Uij y] > 1 Zjési Uij y]
w; 10g Z 08| — =
D Vi D Ui
JES; JES;

for each agent i. Summing this inequality over all agents and applying Lemma[.2.2] gives

Z w; log 2ujes Vi Uy > Z log Lyes, U Vi >0
; > > 0.
icA 2 Vij icA 2 Vij
JES; JES;

Finally, substituting this in (4.4) gives

Zwi log (Z Tij Vij y]l/wz) > Zwi log (Z l’ijUz’j) .

icA VS icA Jj€g

O

The proof that (CVX-Weighted) and (LogConcave-Weighted)) are equivalent is deferred to Ap-
pendix 4.6.2] and follows from a sequence of convex duals and changes of variables. The re-

lationship between the objectives of (CVX-Weighted) and (NCVX-Weighted) is summarized in
the following lemma.

Lemma 4.2.4. For any any feasible b and weights wy, ..., w, > 0with ) .., w; = 1,
1

U)z‘.

0< fcvx(b> - fncvx(b) < DKL(W ” u) = 10gn - Z’wl lOg
icA

Proof. We will show that

fCVX<b) - fnCvX(b> - DKL(W ” u) - DKL(:u || 0) )

where p, 6 are two probability distributions on G given by

b
n(j) = Zwi bij and 6(j) = @'
ieA n
Using > ;. qw; = 1and } . ;b;; = 1 for each i € A, one can verify that 3, o u(j) = 1 =
> eq 00)-

Expanding the difference between the functions gives

fcvx(b) - fncvx(b) == Z W; log w; — Z Z W; bij lOg (Z Wi bi’j)

€A jeG icA 'eA
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+ Z w; b;; log (Z by ])

i'eA
1 b’L

— Zwllong ZZwl bijlog (ZZ EAwb )

icA 7j€G icA Zl 'eA
_szlogw,+22wlb”logn Zu log( ]))

icA j€G i€ A j€eg ‘7)
= Z w; log(nw;) Zu ) log ( ])> (using D, bi; = 1)

€A j€g j)

= Dxv(w || u) — Dxr.(u || 0).

As Dgr(u,0) > 0, the above equation implies

fcvx(b> - fchX(b) S DKL(W H 11).

For the lower bound, it suffices to show that Dky, (1 || 0) < Dk (w || u). To see this, we expand
the definition:

D (p10) =) (sz U) bg( ;Zz;)m)

JjEG \ieA
Zz waZ
= log(n Z sz w) log( ZeA » J
JjEG \ieA i€A
= log(n Z qu) (Z Z ) log (Z Z )
JjEG \i€A €A 1614 ieA zEA
< log(n) + Z Z b@) (Z 5 ) w; log(w;)
jeg \ieA icA Li€A bi;
IOg ‘l’ Z Ww; IOg U)Z) Z bij
JjEA Jj€G
= log(n) + Z w; log(w;) = Dk (w || u).
i€ A

Here, the only inequality uses the convexity of  log(x), and the last equality follows from the
feasibility of b. ]

4.3 Approximation Algorithm

Before describing our algorithm, we need the following definitions.
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Definition 4.3.1 (Support Graph). For a vector b € P(A, G), the support graph of b, denoted
by Gsupp(b), is a bipartite graph with vertex set AU G. Forany i € A and j € G, the edge (3, j)
belongs to the edge set of G if and only if b;; > 0.

Definition 4.3.2 (Acyclic Solution). A vector b € P (A, G) is called an acyclic solution if the
support graph of b, G, (b), does not contain any cycles.

For ease of notation, given any feasible point b € P (A, G), we use vector q € RI9/ to denote the
projection of b to G, i.e.,
3= b

icA

for each 57 € G. Since q is completely defined by b, with abuse of notation, we will interchange-
ably use P(.A, G) to denote feasible vectors b as well as (b, q). Similarly, we will use f,.x(b, q)
and f.,x(b, q) to also denote the objective ficvx(b) and fex(b), respectively. With a slight abuse
of notation, we define

fncvx b q Z Z Wy bz] log Vij — Z Z w; bij log q;-

icA jeg icA jeg
for any b € P(A, G) and its projection q € RI¢I.

Our main algorithm, Algorithm [5| begins by finding the optimal solution b to the convex pro-
gram (CVX-Weighted). It then constructs another feasible point, b®****, in support of b such that
the support graph of b is a forest and foc.x at b is at least foeux at b. In the final step,
the algorithm rounds b®"** to an integral solution using Algorithm@ Theorem establishes
a bound on the rounding error incurred during Algorithm [6]

Algorithm 5 Approximation Algorithm for Weighted Nash Social Welfare
Require: NSW instance (A, G, v, w)

1: b < optimal solution of (CVX- Weighted)
2: q < vector in RI9 with q; = >, , b

. (bforest’ qforest) < acyclic solution in support of b such that fncvx(berest> > froes (B)
4: o < output of Algorithm@with input (A4,G,v,w, pforest, qforest)
Ensure: o

Lemma [4.1.5] which we re-state below for the reader’s convenience, guarantees the existence
of bfrestensuring that the algorithm is well-defined. It is worth mentioning that for the un-
weighted case, the existence of an acyclic optimum was utilized by [60, 61] for the convex
program (CVX-Unweighted). In the weighted setting, this structural property is not inherited by

the convex program (CVX-Weighted)) but by the non-convex program (NCVX-Weighted).

Lemma 4.1.5. Let b be any feasible point in P(A,G). Then there exists an acyclic solution,
bforest in the support of b such that

fncvx (bforest) 2 fncvx (B> .

Moreover, such a solution can be found in time polynomial in |A| and |G|.
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Proof. Let Gsupp(l_)) contain a cycle (g, jo, ¢1, - - -, Je—1,%¢) With ig = iy, where i, € A and
Jy € G. The main idea is to modify the variables b on this cycle while ensuring the value of
q does not change. If q is fixed, then f,..(:,q) is linear in the input, and as a result, we can
cancel the cycle by considering the following vector. Define § € R>I9 with §; ; := 1 and
J; —1forz € {0,...,¢ — 1}, and §;; := 0 otherwise.

741:+1j9: =

Note that Zie 4 0ij = 0 for any item j. As a result, for each j € G,

> (i +esy) =D by =

€A €A

Therefore, the change in f,.,« is given by

fnCVX(B + 567 q) fncvx B Z Z Ew; 5%3 log Vij — Z Z EW; 513 1Og q;j

€A jeG €A jeg
=¢ h(6,q).

Note that h(d,q) is a linear function in 4. So, if h(d,q) > 0, then setting ¢ = max, b;,,,j,
ensures that fncvx(b +¢0,q) > fuvx(b,q), and b + £ € P(A, G). In addition, the number of
cycles in Gypp (b + £6) is strictly less than the number of cycles in Gy (b).

Similarly, if 2(8,q) < 0, setting € = — max, b;, j, gives the same guarantees. Iterating this cycle
canceling process until the support contains no cycles leads to the required solution. ]

Finally, we can use Lemma to bound the difference between f.. and frcox.
By combining Lemma with Lemma we obtain the following corollary.

Corollary 4.3.3. Let b be any feasible point in P(A,G). Then, there exists an acyclic solution,
bforest in the support of b such that

Jeux(BP) > feux(b) = Dxp(w || 0).

bi°rest can be found in time polynomial in | A| and |G|.

Moreover, such a
Proof. Given a feasible point b € P(A, G), Lemma implies that

feux(b) = Dxr(w [ 1) < frcux(b).
Now, we apply Lemma m to get an acyclic solution bt  in the support of b such that

f ncvx( ) < f ncvx (bforest)

Finally, using the other side of Lemma.2.4] we see that

fncvx (bforest ) S fcvx (bforest ) )

Combining these inequalities gives the desired conclusion. ]
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Before presenting Algorithm|[6] we give the proof of Theorem which now follows directly
from Theorem [{.1.6/and Corollary {#.3.3] as outlined below.

Proof of Theorem[I.3.1} Let (b,q) and (b®rest gfrest) denote the feasible points defined in Step
1 and Step 3 of Algorithm [5] respectively. Let o* be the assignment returned by Algorithm [6]on
input (bfrest gforest). By Theorem [4.1.6, we have

1
NSW(O'*) Z fcvx(bforest’ qforest) o DKL(W H u) . 210g2 o %

C 1
Z fcvx( ,Q) _QDKL(WHU) —210g2— 2—6

> OPT — 2 Dgp,(w||u) —2log2 — %"
e

Here, (i) follows from Corollary and (i) follows from Lemma[4.2.1] O

4.3.1 Rounding an Acyclic Solution

Given an acyclic solution b, Algorithm [] returns an assignment, o*, such that NSW(c*) is
comparable to fe.x(b), as stated in Theorem[4.1.6]

Algorithm 6 Algorithm for Rounding an Acyclic Solution

Require: NSW instance (A, G, v, w), acyclic solution (b, q) € P(A,G)
1: (b*,q*) < optimal solution of (CVX-Weighted) restricted to the support of (b, q)
2: F* < Ggupp(b*) with every tree rooted at an agent node

3. F + forest obtained by removing edges between item j and its children in F* whenever
q < % > pruning step

4: L} < set of leaf children of agent ¢ in F, L* U, L}

5: M* < matching between A — G \ L* in F maximizing:

wp(M) = Zwi log | vinry + Z Vi

icA jeLy

6: o* < assignment of G to A with o*(j) =i if j € L7 U M*(3) > matching step
Ensure: o*

In the first step, Algorithm [6] finds an optimal solution, denoted by b*, to the convex pro-

gram (CVX-Weighted) restricted to the support of b, i.e., b* is the optimal solution to (CVX-Weighted)
on input (A, G, v, w), where v;; = 0if b;; = 0, and v;; = v;; otherwise. This step is crucial as it
allows us to utilize the stability properties of stationary points of (CVX-Weighted).

OIf agent 4 in unmatched in M, we let v; M@ =0
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Next, the algorithm implements a “pruning” step to sparsify b*: it removes edges between any
item with ¢f < 1/2 and its children in F™*. Here, F* is the support graph of b* with every
tree rooted at agent nodes. This step is equivalent to assigning each item j with ¢f < 1/2 to

its parent agent in F*. As a result, any item with ¢; < 1 /2 is a leaf in the pruned forest, F'.
Since removing edges will exclude certain items from being assigned to some agents, pruning
can lead to a sub-optimal solution. We bound this loss in objective by showing the existence of a
fractional solution (bPruned gpraned) whose support graph is a subset of the pruned forest, F, and
fevx(bPTuned) is comparable to fe.,(b*). For concrete details, see Section

It is important to emphasize that the algorithm does not need to find the solution (bpruned, gpruned),
The mere existence of (bPruned gPruned) jg enough to guarantee that the assignment returned by
the algorithm will be good, as explained below.

After the pruning step, the algorithm assigns every leaf item in the pruned forest to its parent.
We use L} to denote the set of leaf items whose parent is agent ¢ and L* = U;c 4L} to denote the
set of all leaf items in the pruned forest. So, each agent 7 receives all the items in the bundle L.
In the matching step, the algorithm assigns at most one additional item to each agent by finding
a maximum weight matching between agents .4 and items G\ L* (the set of non-leaf items in
the pruned forest). This matching is determined using an augmented weight function, denoted
by wz. The weight of a matching M between A and G \ L* in the pruned forest is defined as
follows:

wp(M) = Zwi log | vin@y + Z vij |

icA JEL:

where v;)7(;) = 0if 7 is not matched in /. Observe that this weight function exactly captures the
weighted Nash Social Welfare objective when agent i is assigned the item set .S; := M (i) UL for
each i € A. Moreover, finding the optimal matching M can be easily formulated as a maximum
weight matching problem in a bipartite graph.

Since the standard linear programming relaxation for the bipartite matching problem is integral,
it is enough to demonstrate the existence of a fractional matching with a large weight wz in the
pruned forest. In Section4.4.2] we show how to construct a fractional matching corresponding to
brruned guch that the weight of this matching is comparable to the objective fycyx (bP™2d). We
emphasize that this matching corresponding to bP™¢d is only required for the sake of analysis:
to lower bound the performance of the matching returned by the algorithm. We do not need to
know bP™ed for the execution of the algorithm.

4.4 Rounding via the Non-Convex Relaxation

In this section, we prove Theorem [4.1.6] by establishing properties of support-restricted optimal
solutions of (CVX-Weighted). First, in Lemma[4.4.1| we show that any optimum whose support
is restricted to a forest can be “pruned” to a feasible solution while only losing a constant factor
in the objective. Specifically, we show that given a support restricted optimum (b*, ¢*), we can

pruned

construct a feasible solution (bP™"?, P! such that any item with ¢} < 1/2isaleafin
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support graph of bPed and f., (bPruned gpruned) > £ (b* q*) — log 2.

Second, in Lemma [4.4.2] we demonstrate the existence of a matching in the support graph of
bPruned guch that the augmented weight function of this matching differs from f,.., (bP"¢) by
a constant factor. After presenting these two lemmas, we provide the proof of Theorem4.1.6

Lemma 4.4.1. Let (b*,q*) be the optimal solution of (CVX-Weighted) in the support of some
acyclic feasible point ™. Let F be a directed forest formed by Gy, (b*) when every tree is
rooted at an agent node. Then, there exists an acyclic feasible point (bP"ed qPraned) jn P(A, G)
such that Gy (bP™) is a subgraph of Gy, (b*) and

pruned

* g > q; for any item j with g5 > 1/2,

* each item with qf < 1/2 is a leaf in Gupp(bP™"™) connected to its parent in F, and

. fcvx (bprunedj qpruned) 2 fcvx(b*a q*) _ lOg 2.

The proof of Lemma.4.T|relies on the stability properties of optimal solutions of (CVX-Weighted),
as outlined in Section 4.4.11

Lemma 4.4.2. Let (b, q) be an acyclic solution in P(A, G) such that every item with q; < 1/2
is a leaf in Gepp(b). Let S : A — 29 be a function such that for each agent i, S(i) is a
subset of the leaf items connected to agent i in Ggypp(b), and S(i) contains all children of agent
i with ¢; < 1/2. Then, there exists a matching M in Ggypp(b) between the vertices in A and
{G\ U; {S(9)}} such that

1
sz‘ log | vin@) + Z Vij | 2 fuevx(b,q) —log2 — %
; — e
€A JjES(>3)
where vy ;) = 0 if agent i is not matched in M.
We prove this lemma in Section[4.4.2]
Proof of Theoremd.1.6] Given (b, q) such that Gy,,,(b) is a forest, let (b*, q*) be the optimal

solution of (CVX-Weighted) restricted to support of b, let I denote the forest obtained after
pruning G, (b*). Let L} denote the set of leaf children of agent ¢ in F.

Let (bpruned gpruned) he g feasible solution guaranteed by Lemma on input (b*, g*). Since
Lemma m guarantees that G, (bP""°?) is a subset of Gupp(b*), and every item with g} <

1/2 is a leaf in Gyypp(bP™?), we conclude that Gy, (P is a subgraph of F.
In addition, L? is a subset of the leaf children of i in Gyypp (BP™™Y) as Ggypp (BP™°9) is a sub-
pruned

graph of F'. Furthermore, if q; < 1/2, then we claim that j is a leaf in Gyypp (bP™°) with
< 1/2, by the first point of Lemma [4.4.1, we have

parent i such that j € L* in F. Since q;-’runed

q; < 1/2. As aresult, item j is a leaf in Goupp(bPT2ed) connected to its parent in F. So, item j

would be pruned in £, and therefore, by definition, j € L.
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Therefore, for each agent 4, the set L is a subset of the set of leaves of agent i in Gyypp (bP™9),
and L} contains all the items with ¢”™™! < 1/2 in Gyypp(bP™™d). So, the function S(i) = L}
satisfies the constraints of Lemma with input (bpruned gpruned)

Using Lemma on (bpruned gpruned) with function S(i) = L}, we conclude that there exists
a matching, M, in Gyypp (bPruned) gyuch that

Z w; log | vin) + Z Vi Z w; log | vin) + Z Vi

i€A JELY i€A JES()
1

Z fncvx(bpruned’ qpruned) o log 2 _ 2_
e

Since Gyupp(bP°4) is a subgraph of F, the matching M is also present in F. Therefore, the
matching M* (and corresponding assignment o*) returned by Algorithm [6]satisfies

NSW(o sz log [ vinr+(iy + Z Vi > Zwl log | viare) + Z Vi

€A JEL} €A JEL}
(47) 1
> v bpruned pruned) 1 9_ —
> foewx( ) —log2 — o
(4i1) . . 1
> fCVX<bprune >qprune ) — DKL(W H LI) — log 2 — 2—6
(iv)

1
> fCVX(b*y q*) - DKL(W || U) — 210g2 — %
(v)

1
> fcvx(baq) - DKL(W || U) — 210g2 — %

Here, (i) follows from the optimality of M*, (i) follows from Lemma4.4.2] (iii) follows from
Lemma.2.4] (iv) follows from Lemmaf4.4.1] and (v) follows from the optimality of b*.  [J

4.4.1 Pruning Small Items

In this section, we prove Lemma [4.4.1| by establishing some properties of the set of (support
restricted) optimal solutions of (CVX-Weighted) in Lemma[4.4.3]and Lemma{.4.4]

First, we show that any optimal solution of (CVX-Weighted) is relatively stable, i.e., the change
in function value when moving away from the optimal solution can be quantified in terms of how
much we deviate from that solution. We formalize the stability property as follows.

Lemma 4.4.3. Let (b*,q*) be the optimal solution of (CVX-Weighted) in the support of some
acyclic feasible point b, Let (b, q) be a feasible point in P(A, G) such that the support of b
is a subset of the support of b*, and for any j € G, if f = 1, then q; = 1. Then

Wy by
Fon(D* ) — founlb @) = 373 sy log [ 2zrea el ).
ZzeA (0 bi"

j€G i€ A
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Second, in Lemma we show that any acyclic optimal solution of (CVX-Weighted) can
be pruned to a feasible solution, denoted by brrured - which is amenable to rounding. Specif-

ically, we show that given a first-order stationary point (b*, q*), we can construct a feasible

solution (bPruned gpruned) guch that any item with "™ < 1/2 is a leaf in support of bpruned

and bfj?uned < min{1, 2b};} for any agent 7 and item j.

Lemma 4.4.4. Let (b*,q*) be an acyclic feasible point in P(A,G). Let F be a directed forest
formed by Ggupp(b*) when every tree is rooted at an arbitrary agent node. Then, there exists a
feasible solution (bP°d qPrnd) sych that Gpp(bP™Y) is a subgraph of Gyupp(b*),

pruned

* ¢ <gq; for each item j with q; > 1/2,

* each item with q; < 1/2 is a leaf in Gupp(BP"°%) connected to its parent in F, and

* forany (i,5) € Ax G, bfjmned < min{1,2-b;}.

Before proving Lemmaf4.4.3]and Lemma [{.4.4] we use them to prove Lemma.4.1]

Proof of Lemma[d.4.1, By Lemma there exists a feasible solution (bPruned gpruned) gych

that the support graph, G, (bP™m¢d), is a subgraph of Gy, (b) and (bPrined gPruned) gagisfies

the first two items claimed in the lemma. Furthermore, for any (i,j) € A x G, bfjru“ed <
min{1,2 - b};}.

Using Lemmal4.4.3] the difference in objective from (b*, q*) to (bPruned, gPruned) js hounded as
follows

Fovnl(B, G7) = fo (B, e

_ gpruned
g 5 W; bpruned Zi’E.A Wy bi’j
i " .
Zi’eA wy bi’j

jEG i€ A

Since bpmned < min{1, 20}, we have } _, w; bmunedl <23, w; b for each (i, j).

fcvx(b*a q*) . fCVX<bpruned7 qpruned) < Z Z W b;);‘uned log 9 (46)

jeg icA

The feasibility of bPru"*d implies

DI I ol Y

JjeG icA €A Jj€G €A

Plugging this bound in Equation (4.6) completes the proof. ]

In the rest of this section, we will provide proofs of the two component lemmas. The proof
of Lemma [4.4.3] consists of considering the Lagrangian relaxation to investigate the optimality
conditions.
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Proof of Lemma We can define the Lagrangian relaxation of [CVX-Weighted with addi-
tional real variables \; for each i € A, n; > 0 for each j € G, and «;; > 0 for every
(i,7) € AxG.

(b Q7)‘ 77) fncvx b q +Z <1 - Zb”> +Z77] (1 — wa> +Oéijbij.

€A j€G j€g €A
Recall that
Joevx (b, q) = Z w;bij log vy — Z w;b;; log (Z wi/bi/j> + Zwi log w;.
€A, jEG 1€AjEG 'eA €A

If b* is an optimal solution of (CVX-Weighted), then using the KKT conditions, there exist real
numbers \; for each i € A, n; > 0 for each j € G, and a;; > 0 for every (k,l) € A x G such
that

oL
v wy, log vy — wy, — wy, log < E wi/b;l) — A — M+ a =0.
kl A
b* ieA

In addition, by complementary slackness, we have 7;(1 — "._, bz*j) = 0 for each item j and

;;b7; = 0 for each (i,7) € A x G. Using these complementary slackness conditions, if bi; > 0,
then

i'eA

Now, expanding the difference between the two function values, we get

fers(0%, @) = few(bya) = > > (b}, - w; log v
€A jJEG
- Z Z w; b}; log (Z oy bf,j>
JEG ieA i'eA
Jj€G icA e A

Substituting the value of v;; from Equation (4.7) in equation (4.8) gives
fcvx(b*7 q*) _fcvx(b7 q)

= Z Z bij (wi log (Z Wy b%) + A +w; + 77j>

€A jeG 'eA
j€EG i€ A eA
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+ Z Z W; bij log (Z Wy bi’j)

j€eG icA 'eA
D ien Wi birg
= i 04 1

;;w 7708 (ZzeAwl bi’j)
+ Z (A 4+ w;) (Z bfj - Z bij)

€A Jj€eg Jj€g
(X -Xm)

j€g €A €A

Using > 5o bij = > ;o5 b5; = 1forevery i € A, we get
fcvx(b*v q*)_fcvx<b7 q)

-5 s (R 4 50,50

j€G ieA jeg

where the last equation follows from the definitions of ¢; and ¢;.

Note that by complementary slackness, 7;(1 — ¢;) = 0 forany j € G. Soif ¢} < 1, thenn; =0
and therefore 7;(¢; — q;) = 0. If ¢} = 1, then by the hypothesis of the Lemma, ¢; = 1, and again
we obtain that 77;(¢; — ¢;) = 0. Using this bound in the above equation gives

wyr by
Jewx(b*,d") = fevx(b, q) Zzwl bi; log 2eaWi by '
Zz G_sz bz’]

JEG ieA

]

Before proving Lemma [4.4.4] we need the following lemma about the feasibility of a solution
when we decrease the b;; for some edge (7, ¢) in the support forest of b.

Lemma 4.4.5. Let (b, q) be an acyclic feasible point in P(A, G), and let F be a directed forest
formed by Ggupp(b) when every tree is rooted at an arbitrary agent node. For a non-root agent
i in F, let item j be its parent. Then, for any 0 < 6 < min{b;;, 1 — b;;}, there exists a feasible
solution, (b°, q°) such that bfj =b;; — 9, q? =q;— 0, q?, > qj forall j € G\{j}, and

" < min{l, 2by;} ifi',j € T(i)
= by otherwise

where T'(x) denotes the sub-tree rooted at x in F.

The proof of this lemma will be deferred to Appendix For now, we use it to complete the
proof of Lemma[4.4.4]
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Proof of Lemma We will iteratively build (bPrined, gpruned) go that it satisfies these prop-
erties while ensuring it remains feasible. For a vertex © € A U G, let par(x) denote its parent in
Gsupp(b¥), let C'(z) denote the set of its children in Gy, (b*), and let 7'(x) denote the sub-tree
rooted at vertex x in Gyypp(b*).

Consider an item j with ¢; < 1 /2. To make the vertex corresponding to j a leaf, the algorithm
removes all the edges between item j and its children C(j). To reflect this change, we will
update the solution (b*, q*) to an intermediate solution (B, q) such that the support of b does not
contain any edges between item j and its children. To maintain feasibility, we require:

@i = bpar(i)j = Vany);

b;; = 0foralli e C(j) 4.9)

Note that g7 < 1/2 implies b; < 1/2 for each i € C'(j). As aresult, the decrease in b;; satisfies

by — by < min{by;, 1 — by}
for each i € C(j). So, we update (E, q) by iteratively applying Lemma to edge (j — 1)
with § = b;; for each i € C(j). The updated solution satisfies Eij = 0 for each i € C(j) and
4; = 4j— X icc(j) bij = bpar(); < 1/2. Note that T'(j) is the disjoint union of the sub-trees rooted
at nodes in C'(j). So for distinct i1, i3 € C(j), updating the edge (j — 41) (and the sub-tree for
i1) does not affect the b values for any edge in 7'(i5) and vice versa. Therefore, by Lemma
we have ¢}, < g for any item j' € T(j) and by, < min{1, 2b; } for any ', j" € T'(j).

Since every item with ¢; < 1 /2 must become a leaf, we repeat the above process for any such
item. The following fact is crucial to bound the values after multiple pruning processes: Pruning
item j only changes b values for edges in 7'(j), and item j becomes a leaf after that. So, if we
prune ancestors of j after pruning j, the b values of edges in 7'(j) do not change further.

Let (brruned gPrined) be the solution obtained by pruning the set of items J = {j € G : ¢} <
1/2} in decreasing order of their heightﬂ Pruning item j does not decrease the ¢ value of any
pruned

item other than j. Therefore, if q; < 1/2, then qj*- < 1/2, so item j has been pruned and is a

leaf. For any item j with g5 > 1/2, its g value only increases when its nearest ancestor is pruned,
pruned

and this is the only time its g-value changes. So we conclude that g; > q; foreach j € G.

To establish the third claim of the lemma, observe that the b-value of any edge in Gyyupp(b*)
changes at most twice during the pruning process: If ¢; > 1/2, then item j itself is not pruned,
and the 0 values of edges incident to 7 may change only when the nearest ancestor of j is pruned.
By Lemma _ bfjr““ed < min{1, 2bj;} foreach i € A. If ¢j < 1/2, the b value of any edge
from j to its children becomes zero when j is pruned, satisfying the claim. The b value of the
edge (par(j) — j) does not change when we prune j, and it may increase when the nearest
ancestor of j in J is pruned. If so, we have bgg;ﬁ < min{1, 203} O

'Note that pruning items in decreasing order of their height is only an artifact of the analysis. The algorithm
can prune items with g7 <1 /2 in any order.
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4.4.2 Fractional Matching and Analysis
In this section, we prove Lemma4.4.2] which completes the proof of Theorem

We establish Lemma [.4.2] by proving two inequalities (in Lemmas [4.4.6] and [4.4.7) about the
properties of f,..x at any feasible point whose support is a forest. Lemma 4.4.6 shows that fi,cyx
can be upper bounded by a linear function in b while only losing a constant factor.

Lemma 4.4.6. Let (b, q) be an acyclic solution in P(A, G) such that every item with q; < 1/2
is a leaf in Gepport(b). Let S : A — 29 be a function such that for each agent i, S(i) is a
subset of leaf items connected to agent i in Ggupp(b), and S(i) contains all children of agent i
with ¢; < 1/2. Then

Zw( S bylogug + Y by log( 3 %>>

€A j¢S(3) jeS(?) JjeS(3)

1
> ncvx b7 —1 2——.
2 fucux(b,q) —log2 — o

Lemma [4.4.7] demonstrates how the linear function obtained in Lemma can be used as a
lower bound for the maximum weight matching with the augmented weight function. A crucial
component of the proof of this lemma is the fact that any feasible b in P(.A, G) corresponds to a
point in the matching polytope where all agents are matched.

Lemma 4.4.7. Let (b, q) be an acyclic solution in P(A, G) such that every item with q¢; < 1/2
is a leaf in Gaupport(b). Let S : A — 29 be a function such that for each agent i, S(i) is a
subset of leaf items connected to agent i in Gyyp(b), and S(i) contains all children of agent
i with g; < 1/2. Then, there exists a matching M in Gg,pp(b) between vertices in A and

{G\ U; {S(4)}} such that

Zwllog (sz + Z vw>

€A JES(3)
>3 wi | Y bilogvy+ Y bilog | > vy | | (4.10)
icA J¢S (1) jeS(i) jeSs(i)
where viy ;) = 0 if agent i is not matched in M.

Lemma and Lemma together establish Lemma In the rest of this section, we
provide the proofs of Lemma.4.6|and Lemma[4.4.7]

The following lemma is an application of Gibbs’s inequality and is used in the proof of Lemma4.4.6|
Lemma 4.4.8. Given positive reals z1, . . ., zq, for any y1,ya, ..., Ya > 0,

d d d d d d
> y;log (Z Zj) =) y;log (Z%) > yilogz— Y y;logy;.
j=1 J=1 Jj=1 Jj=1 Jj=1 J=1
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define

Proof. Define vectorsy = (y1,...,yq) andz = (z1,...,24). Theny = T ”1 and z
two probability distributions on [d]. The inequality is equivalent to Dky,(y ||z) > 0

IIZII

Proof of Lemma[d.4.6] Let S := U;{S(7)}. Recall that

Frew(b,@) =Y w; y bijlogvi; — > wi Yy by logg;

€A j€g €A jeg

= Z w; Z bz] 1Og Vij — Z W; Z bl] lOg qj

€A j¢S(i) icA  j¢S(>i)

+ Z Ww; Z bij IOg Vij — bij log b”) s (411)

€A jeS(i)

where the last equation follows from the fact that every item in S(7) is a leaf, i.e., if j € S(i),
then b;/; = 0 for every ' # i.

For anitem j ¢ S, we have ¢; > 1/2. As aresult,

icA icA

Plugging this bound into Equation (4.11)) gives

Faovx(,@) <D w; Y bylogvy; +10g2> wi Y by

€A j¢S(>) €A j¢S(i)
-+ Z w; Z bij lOg Vij — bij lOg bij . (413)
€A JjEeS(i)

Asb € P(A,G), wehave .5, bij = 1 — > ;g bij for every agent 4. Substituting this in
Equation yields

foevx(b,q) < Zwl Z bij log v;; +10g22w,

icA  j¢S(>5) icA

+ Z w; Z bij IOg Vij — bij IOg bij — bz’j IOg 2

€A jeS(@)
= Z w; Z (b;jlog v;;) + log 2
€A 7¢5S(7)
+ Z Ww; Z bij IOg Uij — bij IOg bij — bij log 2 s (414)
€A JES(7)

where the last equation follows from ), w; = 1.
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For each agent i € A, Corollary implies that

Z bij lOg Uij — bij lOg bij
JES(H)

< Z bl] log Z Vi4 Z bl] 10g Z bij

JES(3) JES(7) JES(7) JES(7)

So, for any agent i,

Z bij 10g Vij — bij log bij — bij lOg 2
7€S(0)

< Z bij log Z Vi Z bij log Z bsj Z b;jlog 2

JES(7) JES(7) JjES(7) JES(7) JjES(7)
1
< Y bylog Z v | + 5o, (4.15)
JES(7) JES(7)

where the last inequality follows from —z log(z) — zlog2 < 1/(2e¢) for all x > 0 applied to
T = ZjeS(i) bij-
Substituting Equation in equation (4.14), we get

fncvx(b7 q) < Z (L Z bij log Vij + lOg 2
€A  jgs(i)

—|—Zwi Z bij log vw QL

€A JjeS(i) JES(9) )
= Zwi Z bijlogv;; + Z bij log Z Vij
icA JES(3) j€s () €S

1
+log2 4+ —,
2e

where the last inequality again follows from ) . , w; = 1. ]

Proof of Lemma[4.4.7] In this proof, we will analyze a matching that either assigns the bundle
S(7) to an agent or a single item j ¢ U;{S(:)}. Observe that the algorithm clearly finds an
assignment with a larger objective as

log | vine) + Z vy | = max q log vy, log Z Vs
jes(i) J€S(i)
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So, for each agent i € A, we create a new leaf item ¢; with v;, = Z] es(i) Vii corresponding

to the set of items in S(i). Define S := U;{S(i)} and G := {G\S} U {£;};ca. We show that
the maximum weight matching in the bipartite graph (A, G ) suffices to prove the lemma. As the
matching polytope is integral, it is enough to demonstrate the existence of a fractional matching
of a large value.

Using b, we define fractional assignment variables x as follows:
Tij = bij Vi € A ] S {Q\L}

=) by VicA

JES()

The L.H.S. of Equation (4.10]) can be stated in terms of x as

Zwi Z b;j log v; + Z bij log Z Vi = ZZZE” w; log vy;. (4.16)

€A J¢S (%) JES(7) JES(7) €A jeG

Observe that x lies in the convex hull of matchings between agents .4 and items G in which every
agent is matched as x satisfies the following properties:

ay= > b+ > by=1 VicA
jeg J¢S(@) Jes(i)

€A

Here, for item j ¢ S, the second inequality is inherited from the feasibility of b. The constraint
for £; for some i’ € A is implied by the constraint ) . , x;; = zy; = Zjes(i) bi; < Zjeg by <
1, where the last constraint again follows from the feasibility of b.

Using the integrality of the matching polytope, there exists a matching M : A — G such that

Z Z xi; w; logv;; < Z w; log Vi) “4.17)

i€A jeg icA

Now consider a matching M : A — G with M(i) = 0 if M(i) = £;, and M (i) = M(:)
otherwise. Then

Zwi log Vit < Zwi log | vins) + Z vij | - (4.18)
€A €A JES(3)

Then Equations (4.16), @.17), and (4.18)) together imply
sz log (U’LM + Z Uz])

€A JES(7)
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> Zwi Z bij logvi; + Z bij log Z Vij
)

icA 72S(0) jeSG 0)

4.5 Conclusion and Future directions

This chapter shows the equivalence of two previously introduced convex relaxations for the un-
weighted Nash Social Welfare problem. We then introduce a convex and a non-convex relaxation

for the weighted (asymmetric) Nash Social Welfare problem to give an O(exp (2Dkp(w || u)))-
approximation in polynomial time, and a O (exp (Dxky (W || u)))-approximation in pseudo-polynomial
time. Both of these relaxations play a crucial role in obtaining the approximation algorithm for

the problem.

After the initial release of this work there has been substantial progress improving the approxi-
mation factor. For the case of additive [77] and even the more general submodular valuations [78]]
there are now constant factor approximation algorithms. Their approach is based on rounding a
fractional solution to the configuration formulation of the problem. This formulation is distinct
from those discussed in this work, but it can be shown that it is no weaker than
It would be interesting to from a complete study of the relationship between this new
formulation and the other relaxations discussed in this work. It is important to emphasize that
we lose the exp (Dxkp,(w || u)) when relating the objectives of the two relaxations; we only lose
a constant factor when rounding the non-convex relaxation. A direct approach may exist to solve
the non-convex formulation that gives an improved approximation guarantee.

Another question is whether the techniques introduced in this work can be expanded to more
general valuation functions, particularly submodular valuations for the weighted Nash Social
Welfare problem.

4.6 Appendix for Chapter 4

4.6.1 The proof of Lemma

The following is an application of Farkas’ Lemma, which will be used in the proof of Lemma
4.4.5

Lemma 4.6.1. Let o« > 0 and (1,...,0, > 0 with 0‘+25=15i =1 Forany 0 < 0 <

min{a, 1 — a}, there exist real numbers 6y, . . ., 8y such that
a0+ Bi(l+4;) =1 (4.19)
J€k]

Bi(1+4d;) <1 Vje k]
0<4;<1 Vjelk].
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Proof. As the above system contains only linear constraints in §, we use Farkas’ Lemma to show
the existence of {0, }le. Re-arranging the constraints gives

> Bidj=0 (4.20)

Jelk]
Bio; < 1—p; Vj € [K]
0<4;,<1 Vjelk|

If there do not exist real numbers {4;}"_, satisfying @#20), then by Farkas’ Lemma, there exist
real numbers 7, {~; }5_,, {\;}}_, such that

Bin+ By + A >0 Vi€ [k] 4.21)
o+ Y (L=B)y+ Y A<0 (4.22)
jelk) jelk)

Adding equation (.21)) for all j € [k], we get

Y B+ > B+ A\=>0.

jelk] i€lk] jelk]

Since v+ 3y B = 1, this implies n(1 — ) + >4y 875 + 2 ey A = 0. In addition, since
B; > 0, we also have a < 1. Therefore, dividing by 1 — « and re-arranging gives

DS S

(8%
JE[K] JE[K]

On the other hand, Equation (4.22)) implies

_n>Z(1_6j>7j+Zﬁ‘ (4.24)

On comparing Equations (4.23)) and (4.24)), we obtain

Zﬁﬂf 21— Sy i 5”3 Z% (4.25)

J€[K] J€[¥] J€[¥] J€[K]

We will now derive a contradiction to (4.25)).

Asd <1—a,wehave 1/(1 — «) < 1/4, and therefore,

<> % (4.26)

—
Jelk] J€[K]
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where we use the fact that A; > 0 for all j € [k].

In addition, for any j € [k]

B (=B _ B (-B) _a+s—1
1—](1_ ) : S1—j04_ a o~ = a(lia) = 0. (4.27)

Here, the first inequality follows from § < «, and the last inequality follows from the facts that
(0% _|_ Z]E[k} /B] — 1 and Oé, /8] > 0.

On adding Equation (4.26)) and equation forall j € [k}, we obtain
B %
Z Py ey By
J€lk] J€lk] E0

which contradicts Equation (#-23)). Therefore, there exist real numbers {9, }*_, satisfying (@.19).

With this result, we are ready to finally complete the proof of Lemma[4.4.5]

Proof of Lemma For z € AU G, let C(x) denote the children of node x in F' and let 7'(z)
denote the sub-tree rooted at node x. We will prove this lemma by induction on the height of
agent i, building (b’, q°) € P(A, ) in the process.

For the base case, assume agent ¢ has height 1, i.e., 7'(¢) consists of only leaf item nodes that are
the children of node i. We define a new vector b‘5 with b}, = by for any i’ # i and j' € G.

Note that setting bU = bj; — ¢ and qj = q; — 0 only Vlolates the Agent constraint for agent 7. So
we will update the values of b in 7'(¢) to make the solution feasible.

By the feasibility of b, b;; + >, bie = 1, and for every item node k € C(i), g = b < 1.
Using Lemma with o = b;; and [), = by, there exist 0y, for each k£ € C(i) such that

bij— 0+ > bu(l+6) =
keC(q)

bi(140;) <1 Vke C(i)
0<6,<1 VkeC(®i).
So, for each k € C(i), we set b9, = byx(1 + ). Note that b9, < 1, and as §;, < 1, we have
v, = bi(1 4+ 63) < 2big.
As every item in C'(3) is a leaf, we also have
G < qp =bj = bau(1+0) <1

for each item k € C'(i). The Agent constraint for agent ¢ satisfies

Z by =biy =0+ Y ba(1+6) =1

keC(i keC (i)
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Therefore, b’ € P(A, G) and b, < min{1,2b,; } for each j' € T'(:).

For the induction hypothesis, assume that the lemma is true whenever the height of agent 7 is at
most ¢ — 1 for some integer ¢ > 1. We now show that the statement also holds when the height
of agent 7 is /.

Again, setting bfj = b;; — 0 and q? = ¢; — ¢ violates the Agent constraint for agent <. Similar to
the base case, we can find 0, € (0, 1) for each k € C(7) such that b, (1 + d) < 1 and

bij — 0+ Z bip(1+ 0p) = 1.

keC (i)

Setting b3, = b;.(1 + d,) for each k € C(i) will ensure that b’ satisfies the Agent constraint for
agent i. However, this can violate the Item constraint for some item k& € C(i), as q,‘i = Qi + Orbig.
So, we inductively update the values of b’ and q° for the sub-tree rooted at item & for which
such a violation occurs.

Consider an item k € C(i) such that ¢ = gx + xbix > 1. So we decrease by, for each i’ € C'(k)
to ensure that q,‘i is at most 1 as follows. Define v := ¢, + dxb;rx — 1. Using the fact that
qr = Zz"eC(lc) birt. + by, we bound ~y as follows.

V= qp + b, — 1 = Z birk + bix + Orbir, — 1
ieC(k)

S bi’k7
i'eC(k)

using b (1 + 6;) < 1 Therefore, there exist numbers v > 0 for each ' € C(k) such that
Vit S bi’k and Zi’EC(k) Yir =Y.

We would like to update b9, = by, — vy for each i’ € C(k), but this violates the Agent constraint
for agent ¢’ when 7, > 0. We inductively update the solution for subtree 7'(i’) as follows.

First, note that q,ﬁ = 1 > g after this update, as shown below.

=0+ > Wy =biw(l+0)+ > (bix—) =a+ b — > 7
)

eC(k) i€C(k) ireC(k
=1l-7+ Z Yir

€C(k)
—1,

as > ycogr) Vv =7 S0 now, (b, q°) only violates Agent constraints for agents in C'(k).

We claim that for each agent i’ € C'(k)
Yir < min{byg, 1— by} (4.28)

Before proving this inequality, we use it to complete the proof.
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Using the induction hypothesis, for each i’ € C(k), there exists feasible (b, q”") which differs
from (b?, q°) only in the sub-tree rooted at 7’ such that for any j € T'(i’),

and for any i, € T(i'),

So for each i € C'(k) with v > 0, we set b% = bz]f’ for every 7, j € T(i) to get the required
solution.

We now only need to establish Equation (4.28)). By definition, v, < by for each ¢/ € C(k).
Additionally, v;» < 7, so it suffices to show that v < 1 — b;, for every i € C'(k). Recall that

Y = G + Opbip — 1
(%) (i7) (1id) (i)
< Okbir < by < g — bk < b
Here, (i) and (iv) follow from ¢, < 1, (i) follows from ¢, < 1, and (iii) holds as by +
o ) bi = qi. This completes the proof of (4.28]). 0

4.6.2 Relationships Between the Mathematical Programs

This section provides the proof of Theorem by establishing a relationship between two
natural convex programming relaxations for the unweighted Nash Social Welfare problem. We
then build upon this relationship to derive (CVX-Weighted) for the weighted Nash Social Welfare
problem.

To ensure that the optimum values of all the convex programs mentioned below are bounded, we
assume that the instance of Nash Social Welfare (A, G, v, w) satisfies the following assumption.

Assumption Let G[G, A, v| denote the support graph of the valuation function. The support
graph is the bipartite graph between agents and items with an edge between agent ¢ and item j
iff v;; > 0. We assume that there exists a matching of size |.A| in G[G, A, v|. In other words, the
objective of the Nash Social Welfare problem is not zero for (A, G, v, w). It is straightforward
to verify this assumption given an instance of Nash Social Welfare.

The proof of Theorem [4.1.2] uses the following two results. The first result is the classical Sion’s
Minimax Theorem, which can be found as Corollary 3.3 from [[173]].

Theorem 4.6.2 (Sion’s Minimax Theorem). Let M and N be convex spaces, one of which is
compact, and f(x,y) a function on M x N that is quasi-concave-convex and (upper semicon-
tinuous) - (lower semicontinuous). Then

sup inf f(x,y) = inf sup f(z,y).
sup inf f(z,y) = inf sup f(z,y)
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The second result was proved in [7]].

Lemma 4.6.3 (Lemma 4.3 in [[7]). Let p : RYy — Ryq be a positive function satisfying the
following properties:

*p(t-y)=1t"-p(y)forally > 0andt € R,
* log p(y) is convex in log y.
Then the following inequality holds

inf logp(y) = sup inf  logp(y) — a;log(y;).
y>0:y5>1,v8e () ) ael0,1]m,37; aj=nY>0 ) ]Zl ilog(y;)

While the original result in [[7]] assumed p to be a homogeneous polynomial with positive coeffi-
cients, their proof only relies on the two properties presented in Lemma[4.6.3]

Proof of Theorem 4.1.2]

To prove Theorem [{4.1.2] we start with the (LogConcave-Unweighted) and derive the convex

program (CVX-Unweighted) via a sequence of duals presented in Lemmas [4.6.5] {.6.6] and
4.67

Let P and Q denote the feasible regions for x and y in (LogConcave-Unweighted), respectively.

P = {XER?&Q : injzl Vjeg}

icA

g
Q::{yERgO:Hyjzl VSE(H)}.

jeS

Note that the inner function in the objective
f(z) = igngog (Z Tij Vij yj> :
V=S iea j€g

is bounded above (y = 1 belongs to Q), and the domain of z, P, is compact (bounded and closed
sets in Euclidean space are compact using Heine-Borel Theorem).

Lemma [4.6.4] shows that the inner infimum of (LogConcave-Unweighted) is > —oo for any
integral allocation x that assigns at least one item to each agent in the support of v. We know
such an allocation exists by Assumption 4.6.2

Lemma 4.6.4. For any integral allocation x € P 1 {0, 1}MIxI9]
i€ A j€g €A j€eg
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Proof. Let o : G — A be the allocation corresponding to x, i.e., o(j) = 7 iff z;; = 1. Then this
is a restatement of Lemma4.2.2] O

Lemma 4.6.5. The optimal value of (LogConcave-Unweighted) is the same as

mf r)r(leag Z log (Z Tij vy € > + Z max(0, d;) (Unweighted-Primal)

i€ A j€G jeg

Proof. For afixed x € P, using Lemma(4.6.3\with py(y) = [[,c 4 <Z Tij Vi yj> , we get
Jj€g

inf log px(y)

y>0:y5>0,vS€(9)
= inf Z log (Z Tij Vij yj>

y>0y321N56

(%) iea j€G
= sup mf Z log (Z Tij Vi yj> — Z a;log(y;).
a€01]191,57; aj=n Y77 G2 jeg jeg
Substituting 6; = — log(y;) and taking a maximum over x, we get
max inf log px(y)

XEP y>0:y9>0,vS€(9)

= sup mf Z log (Z Tij Vij € ) + Z a;0;

xeP,aE[O,Iﬂg‘,Zj oj=n icA Jj€g J€g

As the domains of both x and o are compact, and we have only added a linear function of o and
7 to our original convex function, we can apply Theorem 4.6.2]to conclude that

max inf log px(y
XEP y>0:y5>0,v5€(9) )

= inf max max log Tii Vi + s
5 xP ac )95, apmn £ Z (; e ) % ’
Finally, the following claim completes the proof.

' f 1 17 Y
1161 1;1(1273{ aem%l‘ag o nZog(Zx]Uj )—l—z%

JjE€G NS

1nf max Zlog (Z T;jVije > + Zmax (0,6;) (4.29)

icA jeg jeg
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For proving the claim, we define functions

6XQ Zlog<zngvz] >+Zaj J»

€A jeg jeg
Zlog (Z Tijvie ) + Zmax (0,0,)
i€eA j€eg jeg

Observe that for any § and a € [0,1]/!, a;0; < max(0,6;). Therefore, for any &,x and
a € [0,1]'!, we have f,(8,x,a) < f2(8,x). As a result,

. < .
R o oo 1030 ST g 2(0%) (430

To establish an inequality in the other direction, first note that f; (9, x, &) = f1(d+¢-1,x, ) for
any t € R. So, for a fixed 9, let t5 denote a value of ¢ for which the n largest values of § + ¢5 - 1
are non-negative and the m — n smallest values of ¢ are non-positive. Then

max fl(éax7a) - max f1(5+t5-1,x,a)
aE[O,l]‘g‘72j aj=n ch[O,l]‘g|,Zj aj=n
= Z log <Z xijvijeéjt§>
€A jeG
+ max Z a;(6; +t5). (4.31)

g L
acl0,1]! |,Ej a;=n =

The term ), @;(d; + 5) is maximized when «; = 1 for the largest n coordinates of § + ¢ - 1.
As aresult, we get

Z log (Z xijvijeéﬂ't“> + Zmax(o, d; +1ts5) = fo(0 +t5 - 1,%). (4.32)
€A JEG Jj€G

Combining Equations (4.31)) and (4.32), and taking max over x, we have

max max 0,X, ) = max § +t5-1,x) > inf max x).
xep C"E[Ovl]‘g|72jaj:n fl( ) xeP f2( J )_ ~ xeP f2(7 )

Taking an infimum over &, we obtain

. e
inf max . fi(8,x, ) > inf inf max fo(7,x)
f 4,
= inf max f(v,x). (4.33)

Here, the last equality follows as the function being optimized does not depend on 4.

Combining Equations (4.30) and (4.33)) completes the proof of equation (4.29). O
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Lemma 4.6.6. The optimal values of (Unweighted-Primal)) is the same as that of the following

program.
6111}2 Z e’ 4 Z i + Z d;—n (Unweighted-Dual)
j€G €A j€G
ri+v+0; >logv; V(i,j) e AxG
0>0.

Proof. For a fixed 4, let us first re-write the internal maximum of (Unweighted-Primal) as

max Zlogui + f(0) (4.34)
o icA
U; S Z.Z'ij vij 6767’ Vi € ./4
jeg
Zfﬂz’j <1 Vjeg
€A
x>0,

where f(d) = >, max(0, ;).

Let f3;, p;, and 0;; be the Lagrange dual variables associated with the constraints corresponding
to agent 4, item j, and agent-item pair(i, j), respectively. The Lagrangian of the above convex
program is defined as follows

L(x,u,3,0,p)
= f(d) —+ Z 10g U; + Z ﬁz (Z ZL'Z']‘ vij 6_5j — uz> + Zp](l — Zl’w) + Z Qijxij]
LicA icA JjEG JEG icA i,j

= f(0) + Z(log u; — Biui) + Z inj (Bi vij e™% 4 0 — pj) + ij] :

LicA €A jEG Jjeg

The Lagrange dual of (4.34) is given by

0,p) = L 0.p). 4.

9(8.0,p) = max L(x,u,3,6,p) (4.35)
Observe that solution x;; = 1/n for each (i, j) € A x G lies in the relative interior of P. Since
all the constraints are affine, Slater’s condition is satisfied for (Unweighted-Primal). Thus, the
optimal value of the infimum of Lagrange dual over 3, 8, p > 0 is exactly equal to the optimum

of (@.34).
The KKT conditions imply that the optimal solutions must satisfy

1

)

Bivije ™ —p;j+0;=0 V(i,j) e AxG.
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The KKT conditions imply that u; = 1//; for each i € A maximizes the Lagrangian. For the
supremum over x, u in (4.33) to stay finite, the second KKT condition is necessary and sufficient.
Substituting these conditions in the Langrangian gives the following convex program.

inf f(9)+ > pi— > logBi—n

Jj€G icA
b; = ﬁl Vij 67% + Qij V(Z,j) € ./4 X Q
p,3,6 > 0.

Observe that we can remove 6 from the above program while making the first constraint an

inequality. By substituting r; = log p;, v; = — log 3;, the above program is equivalent to
SIGEDWEED RS St
jeg i€ A j€g

rj % +06; = loguy; V(i,j) € AxG.

As (Unweighted-Primal)) involves an infimum over d, whenever §; < 0, we can increase it to
d; = 0 without increasing the value of f(J) and maintaining feasibility. Using this observation
and taking an infimum over §, the above program gives (Unweighted-Duall). ]

Lemma 4.6.7. The optimal values of (Unweighted-Duall) and (CVX-Unweighted)) are the same.

Proof. Let b;; be the Lagrange dual variable associated with constraint r; + 7; 4+ d; > log v;; of
(Unweighted-Dual) and let 7;; be the Lagrange dual variable associated with constraint 9,; > 0.
The Lagrangian of (Unweighted-Dual) is defined as follows

L(r,v,8,b,7) = Ze”%—Z%nLZcS —n+z:bZJ log v;; — ‘—%—5j)—z5ﬂj

Jjeg €A Jj€g Jjeg
:Z e’ — Zb” Tj +Z”71 wa 25 —me)
Jj€G icA icA Jj€G j€g icA

+ Z bz’j IOgUZ‘j —nNn
i,J

The Lagrange dual of (Unweighted-Dual) is given by

g(b,7)= inf L(r,~,8,b, 7). (4.36)

6>0,ry

One can verify that Slater’s condition is satisfied by (Unweighted-Dual)). So, the supremum of
#.36) with b, 7 > 0 is equal to the optimum of (Unweighted-Dual).

The KKT conditions for the Langrangian give

Brj—ZbijZO 1—Zb”:0 1—7'J Zb”_

€A Jj€EG JEA
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The KKT conditions imply 7; = log (Z bij) for each j € G minimizes the Lagrangian. For
i€A
the infimum over -y, 6 in (4.36) to stay finite, the conditions 1 = > b;; and 1 —7; = > b;; are
j€G €A
necessary and sufficient. Substituting these conditions in the Lagrangian, we get

sbup Z bijlog v — Z Z b;; log (Z bi/j) + Z Z bij —n
T ij

jEG icA e A JEG ieA
> b =1
Jj€EG
Z bij =1- Tj
icA
b, 7> 0.

Observe that the supremum in the above program can be switched to maximum as the feasible
region is compact and the objective is bounded. Also note that ), j b;j = n for any b in the
feasible region. As a result, the last two terms in the objective cancel each other. Finally, on

substituting g; = » .. , b;; in the above program, we obtain (CVX-Unweighted). U

Generalization to Weighted Nash Social Welfare

Given an instance of weighted Nash Social Welfare (A, G, v, w) where > w; = 1 and w > 0,
icA
we introduce the following program as a generalization of (LogConcave-Unweighted) program.

i . e Wi “Wei
I}(lgg( 1§1>1(r)1 Zwl log (Z Tij Vij Y, ) (LogConcave-Weighted)
icA JEG
s.t. inj =1 VJ S g
icA
j€S "

Observe that the feasible region of (LogConcave-Weighted) is givenby x € P andy € Q, which
is identical to that of (LogConcave-Unweighted).

The main result of this section is the following.

Theorem 4.6.8. The optimal values of (LogConcave-Weighted) and (CVX-Weighted)) are the

same.

We prove Theorem analogously to Theorem starting with (LogConcave-Weighted)

and deriving (CVX-Weighted)) via a sequence of duals presented in Lemmas 4.6.11] and
4.6.121
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Lemma 4.6.9. The optimal value of (LogConcave-Weighted) is the same as

mf max Z w; log (Z TV =9 /w2> + Z max(0, ;) (Weighted-Primal)

xeP
jeg jeg

€A

The following fact is crucial to the proof of this lemma.

Claim 4.6.10. Let p(y) = wlog (Z] 1Gj y]/w> with w > 0 and ¢; > 0 for each j. Then

log p(y) is a convex function in log(y).

Proof. For a fixed x € P, the function
1/w;
icA \jeg

satisfies all the prerequisites of Lemma[4.6.3] The first property is easy to verify and the second
property follows from Fact[4.6.10] Therefore, by Lemma[4.6.3] we get

inf log px(y) = inf Z w; log (Z Tij Vjj yjl/w’>

y>0:ySZO,VSE(i) Y>05ySZOVVSE n icA Jj€G
= sup 1nf Z w; log (Z Tij Vij y]l/wz>
ae[ovll'g‘vzj O‘j—n €A Jj€g
— > a;log(y).
JEG
Substituting 6; = — log(y; ), and taking the supremum over x, we get
max inf log px(y)

X€P y>0:y5>0,v5€(¥)

= sup irélf Z w; log (Z Tij Vg5 e—éj/wz') + Z CYj(Sj

xep,ae[o,lﬂg‘,zj a;=n icA jEG jE€G

As the domains of both x and « are compact, using Theorem [4.6.2] we get

max inf Z w; log (Z Tij Vij y]l/w’)

xeP S
y>0:y5>0v5€(9) £ o

: —8; Jw;
= ngf max max Zwi log <Z Tij Vij € i ) +Zozj5j

xeP 11191 =
€035 e5=n S22 = jeG

Finally, we claim that

inf i1 v e 0w 5
inf max o u 2 wlos (Zw]e >+Zam

€A jEG JjEG
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= i%lf max Zwi log <Z Tij Uy e_‘sﬂ'/wi> + Zmax(o,éj).

icA jeg jeg

The proof of this claim is identical to the proof of the unweighted case in Equation (4.29). [

Lemma 4.6.11. The optimal value of (Weighted-Primal)) is the same as that of the following
program.

inf Z e+ Z wiy; + Z d; + Z(wl log w; — wy) (Weighted-Dual)

d,ry
j€G ieA VEY €A

d; .
rj—l—’yi—l—j >logvy; V(i,j) € AxG.

(2

Proof. For a fixed 4, let us first re-write the internal maximum of (Weighted-Primal) as

max Zwi logu; + f(6) (4.37)
o i€ A
u; < Z$ij Vij 6_5j/wi Vie A
Jj€g
dowy <1 Vjeg
icA
x>0,

where f(d) = .., max(0, ;).

Let f3;, p;, and 0;; be the Lagrange dual variables associated with the constraints corresponding
to agent 4, item j, and agent-item pair(i, j), respectively. The Lagrangian of the above convex
program is defined as follows

L(x,u,3,0,p) = f()+ sz‘ log u; + Zﬁz (Z Tij Vyj e~%/wi Uz)

icA €A JjEG
+ ij <1 — Z.TU> + eijmij
Jj€G €A i,J
= f(6)+| D _(wilogu; — Byu;)
€A
+ Yy (Bivg e+ 0y = py) + ij] :
2% Jj€g

The Lagrange dual of is given by

9(B,0,p) = max L(x,u,3,0,p).

x€P,u>0
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Observe that solution x;; = 1/n is in the relative interior of P. Since all the constraints are
affine, Slater’s condition is satisfied. Thus the optimum value of the infimum of Lagrange dual
over 3,0, p > 0 is exactly equal to the optimum of (#.37).

The KKT conditions for the Lagrangian imply
Yi_ -0 ViecA
6ivije_§j/wi_zpj+0ij:0 V(l,])EAXg
jeg

The KKT conditions imply that u; = w;/f3; for each i € A maximizes the Lagrangian. For the
supremum over X, u in (4.36) to stay finite, the second KKT condition is necessary and sufficient.
Substituting these conditions in the Langrangian gives the following convex program.

;3,%?0 f(8) + ij + Z(wz log w; —w;) — Zwi log f;
jeg €A €A
p; = Bivije % 40,5 Y(i,5) €EAXG
p,3,0 >0

Observe that we can remove 6 from the above program while making the first constraint an

inequality. By substituting r; = log p;,v; = — log 3;, the above program is equivalently to
1nf f(é +Z TJ+Z’UJZ%+Z (w; log w; — w;)
Jj€G €A €A

S
7’j+%’+j > loguy; V(i,j) € AxG.

7

As (Weighted-Primal)) involves an infimum over d, whenever d; < 0, we can increase it to 9; = 0
without increasing the value of f(d) and maintaining feasibility in the above program. Using
this observation and taking an infimum over § gives (Weighted-Dual)). O

Lemma 4.6.12. The optimal value of (Weighted-Dual) is the same as that of (CVX-Weighted).

Proof. Let Bij be the Lagrange dual variable associated with constraint 7; + «y; + d; > logv;; of
(Unweighted-Dual) and let y;; be the Lagrange dual variable associated with constraint 6;; > 0.
The Lagrangian of (Weighted-Dual)) is defined as follows

L<r’7’6’B’T ZQTUFZ“’Z%JFZ(S +me 10gUzj '_%_%)

Jj€G €A JjEG
— Z 5j7—j —+ Z w; logwl — wl)
Jjeg €A
=3 = () + Lot b+ L= 3 )
Jj€g i€A €A €g j€eg i€A
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+ Z l;ij log v;; + Z(wZ log w; — wy).
0 icA

The Lagrange dual of (Weighted-Dual)) is given by

g(b,7)= inf L(r,~,8,b,T). (4.38)

6>0,r,y

One can verify that Slater’s condition is satisfied by (Weighted-Dual). So, the supremum of
#@.38) with b, 7 > 0 is equal to the optimum of (Weighted-Dual)).

The KKT conditions for the Langrangian imply

Grj _ZBUZO

€A
JjeG
1—7‘—2%:0
¢ — W;
jeEA

The KKT conditions imply that the minimizer for r; is given by r; = log (Z IA)”) For the
icA
infimum over +, § to stay finite, the conditions w; = > b;; foreachi € Aand 1 — 7, = > b;;
Jjeg icA
for each j € G are necessary and sufficient. Substituting these conditions in the Lagrange dual,
we get

sup Z Bij logv;; — Z Z zSij log (Z EZ]) + Z Z l;ij + Z(wl log w; — w;)

b,T i,J Jj€g icA ieA Jjeg icA icA
>y =
Jj€g
b

> t=l-7

icA Wi

15, T>0.
Observe that the supremum in the above program can be switched to maximum because the
feasible region is compact and the o‘?jective is bounded. Also, Zl by = Y ica w; for any
feasible b. Finally, substituting b;; = ZZU—J and g; = ) . 4 bi;, we obtain (CVX-Weighted). O

4.6.3 Improving the Approximation in Pseudo-polynomial Time.

It is possible to save the factor of Dy, (w || u) which is lost in Algorithm [6]if, instead of using
an optimal solution to the support-restricted convex program, we use a locally-optimal solution
to the non-convex program. The downside is that we are unable to find such a locally-optimal
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solution in polynomial time in the inputs. Instead, we give a pseudo-polynomial time algorithm,
where the running-time depends on the unary representation of the weights w; and the valuations
v;5, which does give a polynomial-time algorithm in the case that the valuations are bounded.

Algorithm 7 Alternative Algorithm for Rounding an Acyclic Solution

Require: NSW instance (A, G, v, w), solution (b, q) € P(A,G)
1: (b*,q*) < locally optimal acyclic solution of (NCVX-Weighted) starting from (b, q)
2: F* < Ggupp(b*) with every tree rooted at an agent node
3: Remove edges between item j and its children in /™" whenever ¢; < % to get forest F >
Pruning B
4: L} < set of leaf children of agent i in F'; L* < |J, L}
5: M* < matching between A — G \ L* in F maximizing:

=(M) :Zwilog ViM (i) T Zvij

ieA JeEL?

6: o* < assignment with o*(j) =i if j € L7 U M*(7) > Matching
Ensure: o*

The only difference with the previous algorithm is that the input solution need not be acyclic,
and in step 2 we find a locally-optimal solution of the non-convex program. We will also need
an alternative result to replace Theorem [4.1.6]in the analysis.

Theorem 4.6.13. For a Nash Social Welfare instance (A, G, v, w), given a vector b € P(A,G)
such that the support of b is a forest, there exists a deterministic pseudo-polynomial time algo-
rithm (Algorithm [6) which returns an assignment o : G — A such that

NSW(0) > faewe(b) — 2l0g 2 — 2i
€

Note that, other than the running time, this result would imply Theorem {.1.6] as well since

Lemma states that fycvx(b) > fewx(b) — Dki(w || ).

Looking into the proof of Theorem[d.1.6] the only thing which we need to change is to provide an
alternative to Lemma4.4.3]in terms of the non-convex objective. Lemma4.4.3| gave us a way to
bound the change in objective between an acyclic locally-optimal solution and another solutions
with the same support. The proof used the optimality conditions for (CVX-Weighted)), so we
will use the local-optimality conditions for (NCVX-Weighted) and prove the following lemma.

Lemma 4.6.14. Let (b*, q*) be an acyclic locally-optimal solution to (NCVX-Weighted). Let
(b, q) be a feasible point in P(A,G) such that the support of b is a subset of the support of b*,
and forany j € G, if ¢ = 1, then q; = 1. Then

’lbl
Joevex (b, @%) = frevx(b, @) < Zsz bi; log (ZZEAw ])'

*
jEG i€A ZZGA b
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Before providing a proof of this lemma, we will use it to prove Theorem The proof is
essentially identical to the proof of Theorem4.1.6]

Proof of Theorem Let (b*, q*) be alocally-optimal acyclic solution of (NCVX-Weighted),
let F' denote the forest obtained after pruning Gy, (b*). Let L} denote the set of leaf children

of agent 7 in F.
Let (bpruned gpruned) he 3 feasible solution guaranteed by Lemma on input (b*,q*). We
are guaranteed that ¢j < qfruned for each item j with ¢f > 1/2, each item with ¢J is a leaf in

the support of the pruned solution connected to its parent in F', and for any (i,j) € A x G,
bf;uned < min{1,2 - bj;}. Using Lemma 4.6.14| the difference in objective is bounded

runed
f (b* * bpruned pruned < bpruned 1 ZiEA Wi bf)j
ncvx 4 )_fncvx( e ) _Zzwz ij 0g

*
j€G icA 2ieawiby;
d
< Z Z w; by, " log 2 = log 2
jeG icA

Using Lemma on (bpruned gpruned) with function S(i) = L}, we conclude that there exists
a matching, M, in Gyupp(bP°4) such that

Z w; log | vinrgy + Z Vij | = Z w; log | vinrgy + Z Vij
icA jEL? icA JES()
1

> fncvx(bpruned’ qpruned) — 10g 2 — 2—
e

Since Gyupp(bP"°4) is a subgraph of F, the matching M is also present in F. Therefore, the
matching M* (and corresponding assignment o) returned by Algorithm [/|satisfies

NSW(o*) = Z w;log | vingei) + Z vi; | > Z w;log | vinegy + Z Vij

icA JELY icA JELY

1
> fooox bpruned pruned —log2 —
2 Frevs( ,q") —log2 — o~
1

>ncvx b*a *) —21 2__7

2 fueex(b%, ") — 210g 2 —

where the second inequality follows from Lemma and the last inequality follows from our
earlier bound on the difference in objective between the two solutions. O]
Technical Lemmas

In this section we provide a proof of Lemma [4.6.14] We will break the proof into a couple
intermediate steps to highlight how we are using the local optimality conditions, and the rela-
tionship between the natural conclusions for the convex and non-convex objectives. The first
lemma summarizes the first-order optimality conditions.
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Lemma 4.6.15. If (b*, q*) is a first-order stationary solution ofINCVX-Weighted|then there exists
real numbers {\; }ic4 and {1;};jeg > 0 such that n;(1 — q;) = 0 for all j € G and if b}; > 0 then

log vij = log ¢} + -~ + ZZZ}A—(J*J + Z}—]
% 145 %

Proof. If (b*, q*) is a first-order stationary solution of (NCVX-Weighted), then using the KKT
conditions, there exist \;,y; € R and «;;,7; > 0 such that

oL
67% = w;logvy; —w;logq; — A+ +a; =0
oL Zz w; by
L= T gy = =0,
aqj 4q;
and which satisfy the complementary slackness conditions:
ni(1—¢q;) =0
al]b* = O

Substituting the value of « from the second Equation into the first and using the complementary
slackness condition, if b;; > 0 we see

ZiEAwibij + 77_]

* >‘1
(] 1 J (2

]

The next lemma uses the first-order optimality conditions to derive a bound on the change in
objective for certain types of solutions.

Lemma 4.6.16. Let (b*, q*) be any acyclic first order stationary point of INCVX-Weighted, Let
(b, q) be a feasible point in P(A, G) such that the support of b is a subset of the support of b*,
and forany j € G, if ; = 1, then q; = 1. Then

Frewe(D,@") = fawe(b,@) = 14> > w;b;log (qf) S wiy; ( )

€A jJEG €A jEG

Proof. Expanding the difference between the two objective values, we get
Faovx (0, @) = focux(b,@) = > Y w;i(b}; — byy) log vy — wib}; log g} + w;bi; log ;.
€A jEG
Since (b*, q*) is locally optimal, Lemma [4.6.15| implies that there exist real numbers {\; };c4
and {7;}jeg > 0 such that n;(1 — ¢j) = 0 for all j € G and if bj; > 0 then

2 ica Wibi; L

* /\l
K3 147 (3
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Substituting this into our expression for the change in objective gives

)\i D icaWibiy | n;
fHCVX(b e ) fncvx b q Z Z w@ <10g q] —+ L*] —+ —j)
W; Wiq; Wi
€A jeG J
+ Z Z w;bijlog ¢; — w;bj; log ¢}
i€A jegG
SR WIHTIEIES W P3LE )
i€cA jEG icA jEeg j€G
A w;by;
o3 (e Et) (20 30, ).
Jj€g €A €A
Using the fact that ]eg => ieG bij = 1 we can eliminate a term, and use » ,_ , b =4

and ) ., bjj = g; to 51mp11fy and see that

Faevx (D, @) = facwx(D,@) =D " w;bi; (log ¢; — log g}

i€A jEG
i szbz *
+Z(m e*‘ J)(qj—qj)-
Jj€g
Now, using the complementary slackness conditions, we know that if ¢; < 1 thenn; = 0

and therefore 7;(¢; — ¢;) = 0. Alternatively, if ¢; = 1, then by assumption ¢; = 1 and still
1;(q; — q;) = 0. Substituting this in the above

wlb*
fncvx(b nej ) fncvx(b q Zzwz i 10%% 10%‘]] +ZL (q _QJ)

i€cA jEG jeg qj
—1+22w,bwlog(q]) ZZ ( )
€A jEG icA jeG /

Now we are finally ready to prove the main lemma.

Proof of Lemma Using Lemma [{.6.16| we know that

Fueox(B*, ") — fnwx(bq—uzlog( )szbw Z(q)Zwb;

Jj€EG €A Jj€G €A

Note that for any item j

() Gn (1) o= (o e (i) - (5e0)
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This inequality follows from the fact that for any o, 5 > 0

o
rgrglg())(alog(x) — Bx = alog (E) — Q.

Since } ;g D i 4 wibi; = 1 we conclude that

’lbl
Faewe(D*, %) = fuacwx(D,@) <> > wibylog (ZZEAUJ ])-

*
JEG i€ A ZZGA w; b

Finding a locally-optimal solution

Our specific goal is to find a locally optimal solution to the problem maxpep(a,g) fnevx(b). Our
objective is not concave, but recall that

fcvx(b) - fncvx(b> = DKL<W H Ll) - leL(:u H 9) :

Z’LEA b

n

where
sz i; and 6;(b) =
iI€EA

The function f.x is concave, and the first term in the gap is a constant. Therefore, we can define

9(b) := Dxr(u(b) [|6(b)) ,
so that — fievx (b) + g(b) is convex.

With this setup we can fit our problem into a more general framework. Suppose we want to find
a locally optimal solution to the problem min,cx f(x), where f(z) is not necessarily convex, but
we do have the additional assumption that there is a convex function g(x) such that f(z) + g(z)
is convex. The following approach is a simplified version of standard techniques from first-order
methods [122]], and is also similar to the approach used for weakly convex functions [64]. To get
an approximate locally optimal solution we use gradient descent with the Bregman divergence
of g:
Dy(z,y) == g(z) — g(y) — (Vg(y),z — y).

Algorithm 8 Gradient Descent with Bregman Divergence

Require: Functions f, g such that g and f + g are convex; ¢ > 0; initial g € K
1: k<0
2: while |V f(z)|| > 0 do
3: Tit1 < argmingex f(x) + Dy(x, i)
4: k< k+1
5: end while
Ensure: z;

We can solve the internal minimization problem, since the objective is convex.
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Lemma 4.6.17. If f and g are functions such that g and f + g are convex, then for any fixed
choice of y € R", the function f(x) + Dy(x,y) is convex.

Proof. By the definition of Bregman divergence f(z) + D,(x,y) is equal to f(z) + g(x) with
some additional linear term that does not affect convextity. ]

After sufficiently many iteration, we are guaranteed to find a point = where V f(z) is close to
zZero.

Lemma 4.6.18. Let f be a function such that there exists a convex g such that f + g is convex
and where D (z,z') < € implies |[Vg(x) — Vg(2')|| < 6, and let K be a convex set. Then for
N>1 (IO)_man*eK 1) there is i < N such that the distance between V f(z;) and the normal
cone of K is at most 0.

Proof. We will first show that there is + < N such that
Dy(wi1, ;) < €
as follows. By the optimality of x;; we know that

f(r) + Dg(ka, r) < fwe) + Dg(fb’k, xy) = f(xr).

Summing, we get
N-1
flen) + Y Dy(wigr, i) < fxp).
i=1

f(zo)—maxyx ¢ g f(2)

Now we pick N = - , so that by averaging, thereis ¢ < N suchthat D, (z;41, ;) <
¢. By the assumption on the function g we know that |Vg(z;11) — Vg(x;)|| < d,. By the opti-
mality of z;,, we know that the gradient of f(x) + Dy(x, ;) is inside the normal cone of K at
Zi11. Thus we see that

V(@) + Vg(zip) — Vg(a) = Vo f(vi41) + Vng(le? i),

is inside the normal cone of K at x;,1. Thus the distance from V f(z;, ) to the normal cone of
K atz;yy isatmost |[Vg(x;) — Vg(x;11)|, which we know is small by our choice of i. O

The rest of this section is devoted to showing that D, (b,b") < e implies ||Vg(b) — Vg(V')| <
for our particular choice of g, and where § depends polynomially on n, the weights w; and the
valuations v;;.

To ensure the gradient descent algorithm runs in pseudo-polynomial time, we need lower bounds
on ;. and 6 which will be used later to upper bound the eigenvalues of the hessian of g*. To

do this, we give a slightly stronger relaxation. For each i € A let p; = 220" and let

MaX;i,; ;>0 Vij
. .
p* = min; p;.
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mtz)aux foevx(b) 1= Z Z w; by log v;; — Z Z w; by log (Z b”>

€A jEG jEG icA ieA

Y by=1 VicA

Jj€eg
Y b<1 Vjeg
i€ A
bij>o V(ij)E.Axg
—Zb”_ V(i,j) € Ax G
icA
sz _mmlwlp* V(i,j) € AxG.
€A

This is still a relaxation for the weighted Nash Social Welfare problem, because for any assign-
ment o : G — A we can again set

b.A_{ l;/_J i=0(j)

] .

0 otherwise

and we see that

1 UO— 1
_Z (4)J Z _2p*7 and
€A n
Hj . min;w;
sz ij = b > P
icA (]) "

Let P(A, G; p*) denote the feasible region. Note that the lower bounds in the relaxation are not
polynomial in the input size for the valuations v;;, but depend on the unary representation of the
valuations. This will still give a polynomial time algorithm when the valuations are bounded.

Recall that
Dy (b,0) = g(b) — g(V') — (Vg(b'),b = ¥').
and that the Fenchel conjugate of g is defined as

g'(z) = sgp{<y, ) —9(y)},

and that it is always convex.

We will use the following two well-known facts about Bregman divergence and Fenchel conju-
gates. It allows us to relate a small Bregman divergence to a small Bregman divergence for the
Fenchel conjugate between the swapped gradients.
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Fact 4.6.19.
Dy(b,V') = Dy-(Vg(b'), Vg(D)).

We want to show that if D,(b,b") < e then [|[Vg(b) — Vg(V')|| < 6, where € and § are only
polynomially small in terms of the input. Using the above lemma, this becomes equivalent to
showing a quadratic lower bound (with polynomial-sized coefficient) on Dg.. To get there, we
will also need the following fact about Fenchel conjugate.

Fact 4.6.20.
Vg (z) = (Vg) "' (),

We will use this fact as follows: the optimal choice of y is Vg~ !(z) = Vg*(x), so if we can
calculate the Jacobian of y, this will also be the Hessian of g* at x. Note that since g* is always
convex, we know that the Hessian of ¢* will be positive semidefinite.

Lemma 4.6.21. Ifb € P(A,G; p*) then D,(b,b") < € implies |[Vg(b) — Vg(V')|| < 9, where €

depends linearly on 0 and polynomially on n, the weights w; and the valuations v;;.

Proof. In what follows, we will keep everything in terms of ¢; and 1; as much as possible for
the sake of clarity. Just note that ;;(b) and 6;(b) depend only on {b;; };c 4, and that for all i € A

0 P 1
aTiij(b) =w; and aTijej(b) =
Thus,
0 1 415 (b)
b Dy, (p ]| 0) = w;log p1(b) + w; — w; log 6;(b) — - gj(b)

6;(b) "~ ' n;(0)

This gives us the negative gradient of g. Since the sum on the KL-divergence is separable over 7,
we will suppress the j index from now on for simplicity. The Hessian of g will be block diagonal
with a block for each j, so it suffices to prove a lower bound on the eigenvalues of each block.
For fixed =, we know that the optimal choice of y in the definition of g*(xz) will satisfy

1
xi:wilog#—i—wi——w.

(y) n0(y)

Differentiating this with respect to z; and x;, for k # 7 we get the following system of equations:

% 0 1Y) 1 pu(y)
L= Z dx; Oy (w,-log@ e ﬁﬁ)

/€A
_ Z Ay ‘ <wiwi/ Wi wyf(y) — %H(y))
o 0r \ py)  no(y) nd(y)?
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B Oy [ wiwy w; + Wy 1(y)
=2 oz, (u(y) nily) ”29(31)2> ’

ilea !
and, using similar simplifications,

0y (wiwi’ Wi + Wy w(y) )
0= . — + .
; Or, \ply)  nO(y) — n?0(y)

Note that the terms

piy)  nl(y) - n20(y)*’
depend only on i and 7', and they are symmetric so we can put them into a matrix

wwy w4 wy w(y)
uly)  nlly)  n?0(y)?

Rewriting our system of equations, and noting that D,y = V?¢*, we get the matrix equation

A= [aii’] =

A- Vi =1,

which implies that V2g* = A~!. From here, it suffices to prove a polynomial-sized upper bound
on the eigenvalues of A, from which we can conclude a lower bound on the eigenvalues of VZg*.
Since we only care about a upper bound that is polynomial in 7, it suffices to consider the trace of
A. This will always give an upper bound on the maximum eigenvalue, and dividing the trace by
n gives a lower bound on the maximum eigenvalue, so this is the correct term up to polynomial
factors. The diagonal entries of A are

2
7

. 2w;
g, = Wi 2w 1(y)

W) nby) T n2(y)

so the trace is

S a = w2 ply)

— " uly)  nby)  nd(y)?
Note also, that when w; = %, the matrix A has all entries equal to zero. This is consistent, since
the function ¢ is constant in this case, and so ¢g* will be +0c everywhere. Because we have
enforced lower bounds on 6(y) and p(y) this gives an upper bound on the eigenvalues of V2g*
which is polynomial in 7, the weights w; and the valuations v;;. [

This is enough to prove the following theorem, which allows us to find locally optimal solutions
to the non-convex program, and explains the loss in runtime.

Theorem 4.6.22. Algorithm|S\finds an approximately locally-optimal solution maximizing fpcex
over the restricted feasible region P (A, G; p*) in time polynomial in n, 1/¢, the weights w;, and
the valuations v;;. In particular, when the valuations v;; and the weights w; are polynomially
bounded by in terms of n it is polynomial time.
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Chapter 5

Fair Subspace Approximation

5.1 Introduction

Large data sets, often represented as collections of high-dimensional points, naturally arise in
fields such as machine learning, data mining, and computational geometry. Despite their high-
dimensional nature, these points typically exhibit low intrinsic dimensionality. Identifying (or
summarizing) this underlying low-dimensional structure is a fundamental algorithmic question
with numerous applications to data analysis. We study a general formulation, that we call the
subspace approximation problem.

In subspace approximation, given a set of n points {aj, ..., a,} € R? and a rank parameter k,
we consider the problem of “best approximating” the input points with a k-dimensional sub-
space in a high-dimensional space. Here the goal is to find a rank & projection P that minimizes
the projection costs ||a; — Pa;||, aggregated over i € [n]. The choice of aggregation leads to
different well-studied formulations. In the ¢, subspace approximation problem, the objective
is (3°, ||la; — Pa;|[5). Formally, denoting by A the d x n matrix whose ith column is a;, the
{,-subspace approximation problem asks to find a rank k projection matrix P € R?*¢ that mini-
mizes |A—PAl; , := 3" ||a;—Pa;||5. For different choices of p, £,-subspace approximation
captures some well-studied problems, notably the median hyperplane problem (when p = 1), the
principal component analysis (PCA) problem (when p = 2), and the center hyperplane problem
(when p = 00).

Subspace approximation for general p turns out to be NP-hard for all p # 2. For p > 2,
semidefinite programming helps achieve a constant factor approximation (for fixed p) for the
problem [67]. Matching hardness results were also shown for the case p > 2, first assuming
the Unique Games Conjecture [67], and then based only on P # NP [95]. For p < 2, hardness
results were first shown in the work of [51]].

Due to the ubiquitous applications of subspace approximation in various domains, several “con-
strained” versions of the problem have been extensively studied as well [[13,29, 53,170,152, 192].
In the most general setting of the constrained {,-subspace approximation problem, we are addi-
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tionally given a collection S of rank-k projection matrices (specified either explicitly or implic-
itly) and the goal is to find a projection matrix P € S minimizing the objective. L.e.,

: _ P
win A — PA3,. (5.1)

Some examples of problems in constrained subspace approximation include the well-studied
column subset selection [4, 26,128, 149,166, 94, |[183]] where the projection matrices are constrained
to project onto the span of k of the original vectors, (k, z)-means clustering in which the set of
projection matrices can be specified by the partitioning of the points into & clusters (see [S3]] for
a reference), and many more which we will describe in this chapter.

5.1.1 Our Contributions and Applications

In this chapter, we provide a general algorithmic framework for constrained /,-subspace ap-
proximation that yields either (1 4 ¢)-multiplicative or e-additive error approximations to the
objective (depending on the setting), with running time exponential in k. We apply the frame-
work to several classes of constrained subspace approximation, leading to new results or results
matching the state-of-the-art for these problems. Note that since the problems we consider are
typically APX-hard (including k-means, and even the unconstrained version of /,-subspace ap-
proximation for p > 2), a running time exponential in £ is necessary for our results, assuming
the Exponential Time Hypothesis; a discussion in Section Before presenting our results, we
start with an informal description of the framework.

Overview of Approach. Our approach is based on coresets [76] (also [55, 159} [107] and refer-
ences therein), but turns out to be different from the standard approach in a subtle yet important
way. Recall that a (strong) coreset for an optimization problem O on set of points A is a subset
B such that for any solution for O, the cost on B is approximately the same as the cost on A, up
to an appropriate scaling. In the formulation of ¢,-subspace approximation above, a coreset for
a dataset A is a subset B of its columns with &’ < n columns, such that for all k-dimensional
subspaces, each defined by some P, ||B — PBJ|;, ~ ||A — PA|J;,, up to scaling. Thus the
goal becomes to minimize the former quantity.

In the standard coreset approach, first a coreset is obtained, and then a problem-specific enumera-
tion procedure is used to find a near optimal solution P. For example, for the k-means clustering
objective, one can consider all the k-partitions of the points in the coreset B; each partition leads
to a set of candidate centers, and the best of these candidate solutions will be an approximate
solution to the full instance. Similarly for (unconstrained) /,-subspace approximation, one ob-
serves that for an optimal solution, the columns of P must lie in the span of the vectors of B,
and thus one can enumerate over the combinations of the vectors of B. Each combination gives
a candidate P, and the best of these candidate solutions is an approximate solution to the full
Instance.

However, this approach does not work in general for constrained subspace approximation. To see
this, consider the very simple constraint of having the columns of P coming from some given
subspace S. Here, the coreset for £,-subspace approximation on A will be some set B that is
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“oblivious” of the subspace S. Thus, enumerating over combinations of B may not yield any
vectors in S'!

Our main idea is to avoid enumeration over candidate solutions, but instead, we view the solution
(the matrix P € R?**) as simply a set of variables. We then note that since the goal is to use P
to approximate B, there must be some combination of the vectors of P (equivalently, a set of k
coefficients) that approximates each vector a; in B. If the coreset size is k', there are only & - £’
coefficients in total, and we can thus hope to enumerate these coefficients in time exp(k - k’). For
every given choice of coefficients, we can then solve an optimization problem to find the optimal
P. For the constraints we consider (including the simple example above), this problem turns out
to be convex, and can thus be solved efficiently!

This simple idea yields s-additive approximation guarantees for a range of problems. We then
observe that in specific settings of interest, we can obtain (1 + ¢)-multiplicative approxima-
tions by avoiding guessing of the coefficients. In these settings, once the coefficients have been
guessed, there is a closed form for the optimal basis vectors, in the form of low degree polynomi-
als of the coefficients. We can then use the literature on solving polynomial systems of equations
(viewing the coefficients as variables) to obtain algorithms that are more efficient than guessing.
The framework is described more formally in Section[5.3]

We believe our general technique of using coresets to reduce the number of coefficients needed
in order to turn a constrained non-convex optimization problem into a convex one, may be of
broader applicability. We note it is fundamentally different than the “guess a sketch” technique
for variable reduction in [[16} [17, [132, [157] and the techniques for reducing variables in non-
negative matrix factorization [141]. To support this statement, the guess a sketch technique
requires the existence of a small sketch, and consequently has only been applied to approximation
with entrywise p-norms for p < 2 and weighted variants 16} [132, [157], whereas our technique
applies to a much wider family of norms.

Relation to Prior Work. We briefly discuss the connection to prior work on binary matrix
factorization using coresets. The work of [185] addresses binary matrix factorization by con-
structing a strong coreset that reduces the number of distinct rows via importance sampling,
leveraging the discrete structure of binary inputs. Our framework generalizes these ideas to con-
tinuous settings: we use strong coresets not merely to reduce distinct rows, but to reduce the
number of variables in a polynomial system for solving continuous constrained optimization
problems. This enables us to extend the approach to real-valued matrices and to more general
loss functions. Overall, our framework can be seen as a generalization and unification of prior
coreset-based “guessing” strategies, adapting them to significantly broader settings.

Applications. We apply our framework to the following applications. Each of these settings
can be viewed as subspace approximation with a constraint on the subspace (i.e., on the projec-
tion matrix), or on properties of the associated basis vectors. Below we describe these applica-
tions, mention how they can be formulated as Constrained Subspace Approximation, and state
our results for them. See Table [5.1|for a summary.
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Table 5.1: Summary of the upper bound results we get using our framework. In the approximation column,
we use superscripts x, +, T to represent multiplicative, additive, or multiplicative-additive approximation
respectively. In the prior work column, we use tilde (~) to indicate no known theoretical guarantees (only
heuristics), and hyphen (—) to specify that the problem is new.

Problem Running Time Approx. Prior Work
K 0. 3 +
PC-/,,-Subspace Approx. (2)r IZ(E) - poly(n) (15‘4'@ (O(Ep) ' HAHZQ) i
nS) . poly(H) d5.4.7$ (1+e) -
Kz
Constrained Subspace Est. poly(n) - (%):3( (543 (1+¢,00 - [LAlI7)! =
O(241)0(%) (5.4.4) (1+¢)* ~
2 k2
NME O(£)- (D (Lad) | (1+=06-1AB) | ~
(m1)0() (1.4.2) (1+¢)* ~
k-Means Clustering O(nnz(A) + 2°0) + n°) (5.4.17) (1+e)* [76]
3
Sparse PCA d°C=) K (5.4.19 (]| A — Ay||2)* [65]

Subspace Approximation with Partition Constraints

First, we study a generalization of /,-subspace approximation, where we have partition con-
straints on the subspace. More specifically, we consider PC-{,,-subspace approximation, where
besides the point set {ay, - - ,a,} € R?, we are given ¢ subspaces S, - - - , Sy along with capac-
ities kq, - - - , k¢ such that Zle k; = k. Now the set of valid projections S is implicitly defined
to be the set of projections onto the subspaces that are obtained by selecting k; vectors from .S;
for each i € [¢], taking their span.

PC-/,-subspace approximation can be viewed as a variant of data summarization with “fair rep-
resentation”. Specifically, when S; is the span of the vectors (or points) in group %, then by setting
k; values properly (depending on the application or the choice of policy makers), PC-¢-subspace
approximation captures the problem of finding a summary of the input data in which groups are
fairly represented. This corresponds to the equitable representation criterion, a popular notion
studied extensively in the fairness of algorithms, e.g., clustering [47, 105} [111} 117]]7_] We show
the following results for PC-subspace approximation:

* First, in Theorem[5.4.6] we show for any p > 1, an algorithm for PC-/,,-subspace approxi-
mation with runtime (£)P°"(*/¢). poly(n) that returns a solution with additive error at most
O(ep) - [|A|l} o, where & is the condition number of the optimal choice of vectors from the
given subspaces.

* For p = 2, which is one of the most common loss functions for PC-£,-subspace approxi-
mation, we also present a multiplicative approximation guarantee. There exists a (1 + ¢)-
approximation algorithm running in time s©*°/<) . poly(H) where H is the bit complexity

"We note that the fair representation definitions differ from those in the line of work on fair PCA and column
subset selection [138) (164, [177, [182], where the objective contributions (i.e., projection costs) of different groups
must either be equal (if possible) or ensure that the maximum incurred cost is minimized. We focus on the question
of groups having equal, or appropriately bounded, representation among the chosen low-dimensional subspace (i.e.,
directions). This distinction is also found in algorithmic fairness studies of other problems, such as clustering.
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of each element in the input and s is the sum of the dimensions of the input subspaces
S1, 0,516, 8= Z§:1 dim(S;). The formal statement is in Theorem [5.4.7|

Constrained Subspace Estimation

The Constrained Subspace Estimation problem originates from the signal processing commu-
nity [166], and aims to find a subspace V' of dimension k, that best approximates a collection
of experimentally measured subspaces 77, - - - , 1;,,, with the constraint that it intersects a model-
based subspace W in at least a predetermined number of dimensions ¢, i.e., dim(V N W) > /.
This problem arises in applications such as beamforming, where the model-based subspace is
used to encode the available prior information about the problem. The paper of [166] formulates
and motivates that problem, and further present an algorithm based on a semidefinite relaxation
of this non-convex problem, where its performance is only demonstrated via numerical simula-
tion.

We show in Section [5.4.1} that this problem can be reduced to at most k instances of PC-/5-
subspace approximation, in which the number of parts is 2. This will give us the following result
for the constrained subspace estimation problem.

* In Corollary [5.4.3] we show a (1 + ¢, 6||A||%)-multiplicative-additive approximation in
time poly(n) - (1/5)°%**/2).

* In Theorem|5.4.4, we show a (14 ¢) multiplicative approximation in time O (nd-~y/<)°®*°/¢)
where we assume A has integer entries of absolute value at most v. We assume that

v = poly(n).

Projective Non-Negative Matrix Factorization

Projective Non-Negative Matrix Factorization (PNMF) [193] (see also [[189,194]) is a variant of
Non-Negative Matrix Factorization (NMF), used for dimensionality reduction and data analysis,
particularly for datasets with non-negative values such as images and texts. In NMF, a non-
negative matrix X 1is factorized into the product of two non-negative matrices W and H such
that X ~ W H where W contains basis vectors, and H represents coefficients. In PNMF, the
aim is to approximate the data matrix by projecting it onto a subspace spanned by non-negative
vectors, similar to NMF. However, in PNMF, the factorization is constrained to be projective.

Formally, PNMF can be formulated as a constrained ¢5-subspace approximation as follows: the
set of feasible projection matrices S, consists of all matrices that can be written as P = UU T,
where U is a d X k orthonormal matrix with all non-negative entries.

We show the following results:

* In Theorem|1.4.1] we show a (1+-¢, §|| A||%)-multiplicative-additive approximation in time
O(dk?/e) - (1/5)C%*/2),

* In Theorem [1.4.2, we show a (1 + ) multiplicative approximation in time (nd~y)°**/¢),
where we assume A has integer entries of absolute value at most .
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k-Means Clustering

k-means is a popular clustering algorithm widely used in data analysis and machine learning.
Given a set of n vectors ay, - - - , a, and a parameter k, the goal of k-means clustering is to par-
tition these vectors into k clusters {C1, - - -, Ck} such that the sum of the squared distances of
all points to their corresponding cluster center Y . |la; — fic(ay)|/3 is minimized, where C'(a;)
denotes the cluster that a; belongs to and jic(4,) denotes its center. It is an easy observation that
once the clustering is determined, the cluster centers need to be the centroid of the points in each
cluster. It is shown in [53]] that this problem is an instance of constrained subspace approxi-
mation. More precisely, the set of valid projection matrices are all those that can be written as
P = XX/, where X¢ is an x k matrix where X¢(4,7) is 1/4/|C;| if C(a;) = j and 0 other-
wise. Note that this is an orthonormal matrix and thus XX/ is an orthogonal projection matrix.
Further, note that using our language we need to apply the constrained subspace approximation
on the matrix A", i.e., minpes [|AT — PAT|2.

In Theorem|5.4.17, we show a (1+-¢) approximation algorithm for k-means that runs in O(nnz(A)+
20(k/¢) 4 po)) time, whose dependency on k and & matches that of [76].

Sparse PCA

The goal of Principal Component Analysis (PCA) is to find & linear combinations of the d fea-
tures (dimensions), which are called principal components, that captures most of the mass of the
data. As mentioned earlier, PCA is the subspace approximation problem with p = 2. However,
typically the obtained principal components are linear combinations of all vectors which makes
interpretability of the components more difficult. As such, Sparse PCA which is the optimization
problem obtained from PCA by adding a sparsity constraint on the principal components have
been defined which provides higher data interpretability [27,40L 165, 102, [1935]].

Sparse PCA can be formulated as a constrained subspace approximation problem in which the
set of projection matrices are constrained to those that can be written as P = UU " where U is a
d X k orthonormal matrix such that the total number of non-zero entries in the U is at most s, for
a given parameter s.

We give an algorithm that runs in time d°*°/<*) (dk? /s + dlog d) that computes a || A — A%
additive approximate solution, which translates to a (1 + ¢)-multiplicative approximate solution
to one formulation the problem (see Theorem [5.4.19]for the exact statement).

Column Subset Selection with Partition Constraint

Column subset selection (CSS) is a popular data summarization technique [4} [29) 53], where
given a matrix A, the goal is to find k£ columns in A that best approximates all columns of A.
Since in CSS, a subset of columns in the matrix are picked as the summary of the matrix A,
enforcing partition constraints naturally captures the problem of column subset selection with
fair representation. More formally, in column subset selection with partition constraints (PC-
column subset selection), given a partitioning of the columns of A into ¢ groups, AM ... = A®),
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along with capacities ki, - - - , kg, where >, k; = k, the set of valid subspaces are obtained by
picking k; vectors from A, and projecting onto the span of these k columns of A.

In Section [5.5] we show that PC-column subset selection is hard to approximate to any factor
f in polynomial time, even if there are only two groups, or even when we allow for violating
the capacity constraint by a factor of O(logn) (see Theorem for the formal statement).
This is in sharp contrast with the standard column subset selection problem for which efficient
algorithms with tight guarantees are known.

5.2 Preliminaries

We will heavily use standard notations for vector and matrix quantities. For a matrix M, we
denote by M ; the ith column of M and by M, _ the ith row. We denote by || M ||, the Frobenius

norm, which is simply />, . m;;, where m;; is the entry in the ith row and jth column of M.

. 1 .
We also use mixed norms, where || M|, , = (3=, [| M_;|]5) /? Te.,itis the ¢, norm of the vector
whose entries are the ¢ norm of the columns of M.

We also use o, (M) to denote the least singular value of a matrix, and oy, (M) to denote the
largest singular value. The value (M) is used to denote the condition number, which is the
ratio of the largest to the smallest singular value.

In analyzing the running times of our algorithms, we will use the following basic primitives,
the running times of which we denote as 7, and 7 respectively. These are standard results
from numerical linear algebra; while there are several improvements using randomization, these
bounds will not be the dominant ones in our running time, so we do not optimize them.

Lemma 5.2.1 (SVD Computation; see [89]). Given A € R*™*", computing the reduced matrix
B as in Lemma takes time Ty := H - min{O(nd?), O(nd - %)}, where H is the maximum
bit complexity of any element of A.

Lemma 5.2.2 (Least Squares Regression; see [89]). Given A € R¥*"™ and given a target matrix
B with r columns, the optimization problem ming ||B — AC|% can be solved in time Ty =
O(nrd*-H), where H is the maximum bit length of any entry in A, B.

Remark on the Exponential in £ Running Times. In all of our results, it is natural to ask
if the exponential dependence on k is necessary. We note that many of the problems we study
are APX hard, and thus obtaining multiplicative (1 + ¢) factors will necessarily require expo-
nential time in the worst case. For problems that generalize /,-subspace approximation (e.g.,
the PC-/,-subspace approximation problem, Section , the works of [95]] and [51]] showed
APX hardness. In these reductions, we in fact have the stronger property that the YES and NO
instances differ in objective value by Wl(k) -||Al[3,,» where A is the matrix used in the reduction.
Thus, assuming the Exponential Time Hypothesis, even the additive error guarantee in general
requires an exponential dependence on either k or 1/¢.
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5.3 Framework for Constrained Subspace Approximation

Given a d x n matrix A and a special collection S of rank % projection matrices, we are interested
in selecting the projection matrix P € S that minimizes the sum of projection costs (raised to
the p power) of the columns of A onto P. More compactly, the optimization problem is

min : [|[A— PA|} . CSA
min - | I£, (€sA)
A more geometric and equivalent interpretation is that we have a collection of n data-points
{ai,ay,...,a,} € R?and we would like to approximate these data points by a subspace while
satisfying certain constraints on the subspace:

min: Y [la; — a3 (CSA-geo)
=1

a; € ColumnSpan(P)
PecS.

See Lemma [5.3.2] for a proof of the equivalence. We provide a unified framework to obtain
approximately optimal solutions for various special collections of S. In our framework, there are
three steps to obtaining an approximate solution to any instance of

1. Build a coreset: Reduce the size of the problem by replacing A with a different matrix
B € R¥" with fewer number of columns typically poly(k, 1/¢). The property we need to
guarantee is that the projection cost is approximately preserved possibly with an additive
error ¢ > 0 independent of P:

|B - PBJ;,c(1,14+¢)-|A—PA|5,—c VP withrank at most k. (5.2)

Such a P (for p = 2) has been referred to as a Projection-Cost-Preserving Sketch with one
sided error in [53] . See Definition [5.3.3] Theorem|[5.3.4] and Lemma [5.3.5] for results ob-
taining such a B for various 1 < p < co. Lemma[5.3.7 shows that approximate solutions
to reduced instances (B, S) satisfying Equation are also approximate solutions to the
original instance (A, S).

2. Guess Coefficients: Since the projection matrix P is of rank £, it can be represented as
UU " such that U'TU = I,. Using this, observe that the residual matrix

B-PB=B-UU'B)

can be represented as B — UC where C = U'" B is a R¥*" matrix. The norm of the
i™ column of C can be bounded by ||b;||» the norm of the i column of B. This allows
us to guess every column of C inside a k dimensional ball of radius at most the norm of
the corresponding column in B. Using a net with appropriate granularity, we guess the
optimal C' up to an additive error.
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3. Solve: For every fixed C in the search space above, we solve the constrained regression
problem

min |1B-UC|S3,
UeR¥>*k:UUTeS ’

exactly. If C is the C matrix that induces the minimum cost, and U is the minimizer to
the constrained regression problem, we return the projection matrix uu’.

The following lemma formalizes the framework above and can be used as a black box application
for several specific instances of [CSA]

Lemma 5.3.1. Given an instance (A, S) of|CSA} for 1 < p < o0,

1. Let T} be the time taken to obtain a smaller instance (B, S) such that the approximate cost
property in Equation (5.2)) is satisfied and the number of columns in B is r.

2. Let T, be the time taken to solve the constrained regression problem for any fixed B € R%*"
and C € RF*"

min |UC — BJf;,,. (5.3)

UcRIXk.UUTeS

Then for any granularity parameter O < § < 1, we obtain a solution P € S such that
|A—PAJ|5, < (1+¢)OPT + A (5.4)
in time T, + T, - O((1/5)*").
Here, A = (1 +¢)|All5, - (1 +0)? — 1) and OPT = g}gg |A—PA|5,

Proof. Let the optimal solution to the instance (A, S) be P* = U*U*" and let C* = U*' B.
Since the columns of U* are unit vectors, the norm of the i™ column of C* is at most ||b; ||
the norm of the i column of B. We will try to approximately guess the columns of C* using
epsilon nets. For each i, we search for the i** column of C using a (||b;|| - §)-net inside a k
dimensional ball of radius ||b;||> centered at origin. The size of the net for each column of C is
O((1/6)*) and hence the total search space over matrices C has O((1/9)*") possibilities.

For each C, we solve the constrained regression problem in Equation (5 . Let C be the ma-
trix for which the cost is minimized and U be the corresponding minimizer to the constrained
regression problem respectively. Consider the solution P = UU". The cost of this solution on
reduced instance (B, S) is

|B — UUTB||’2’7p <|B-UC|},. (5.5)

Let C be the matrix in the search space such that |C ; — C* [l < ||bs]|2 - 0 for every i € [r].
Using the cost minimality of C, we can imply that the above cost is

< min |B — U5||§’,p (5.6)

UcRIxXk.UUTES
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<|B - U*6||g,p. (5.7)

It remains to upper bound the difference A = |B — U*C|5, — |B — U*C*||5 . If we let
bi = (U*C*) ;and b; := (U*C) , fori € [r], then

r

A= (N1 = billh — b — b1I3) - (5.8)
=1

Using the fact that [|C_; — C%;||2 < ||bs]|2 - 6, we know that
[16: = billa = [U*(C i = C2)l2 < IC.i = Cill2 < 1Bl - 6. (5.9)

This implies that each error term

A; = by = bl — |6 — b (5.10)
< (||b; = b;|2 + ||bF — bil|2)? — ||b; — bi |5 (Triangle inequality)
< (||b; = bf]|2 + [|bs]] - 0)P — ||b; — b7 |I5 (16 = b;ll2 < [|bil2 - 0)
< |[B:]|5 - (1 +6)P —1). ((z + 9)P — 2P is increasing in [0, 1], ||b; — bf||2 < [|bi]|2)

Summing up, the total error A is at most || B||5,, - ((1+6)? — 1) = O(dp) - || B]|5, for 6 < 1/p.
This implies that

|B - PBI, < B~ P'BJj, + |BIL, (1+3)7 - 1) G5.01)
Using the property of B from Equation (5.2)), we can imply that
|A—PAJ3, < (1+2)|A— P Al +|BJ5, - (1+6) —1). (5.12)

setting P = 0 in Equation (5.2) and using the fact that ¢ > 0 gives || Blf;, < (1 + ¢)[| A5,
Plugging this in the equation above gives

|A-PA|5, < (1+e)|A-PA|+(1+e)|Al5, (1+6)"-1) (5.13)
The total time taken by the algorithm is T}, + T}, - O((1/5)*"). O

Lemma 5.3.2. The mathematical programs|CSA|and|CSA-geo|equivalent to the following “con-
strained factorization” problem:

' A-UH]|3, CSAf
UUTEI‘ST‘TII{[leRan || ||27p ( aC)

Proof. First, we will prove the equivalence between [CSA| and [CSA-fac]

1. The easier direction to see is mingytes geraxn [|[A — UH|5, < mingyres A —
UU " A|l; , because setting H = U " A in [CSA-fac|gives
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2. For the other direction, it suffices to show that for any fixed choice of U such that UU Te
S, an optimal choice of H is U " A. In order to see this, observe that the problem

min||A ~ UH|;, = mI}nz; lla; — Uhgl[5 (5.14)

where a; and h; are the i columns of A and H respectively. Since the cost function
decomposes into separate problems for each column, we can push the minimization inside.

n p
=> (n}}n |a; — Uhi||2) . (5.15)
i=1 ’

Using normal equation, the optimal choice for h; satisfies U 'Uh; = U "a,. Since the
columns of U are orthonormal, this implies that h; = U "a; for each i € [n] and hence
H=UTA.

Now we show the equivalence between [CSA-fac| and [CSA-geol Observe that can be
re-written as

min » [la; — a5
i=1
a; € ColumnSpan(U)
UU' €8S.

Because the column span of P = UU " is identical to the column span of U. Replacing @; €
ColumnSpan(U) by a; = U h; gives|CSA-fac O

Definition 5.3.3 (Strong coresets; as defined in [186]). Let 1 < p < coand 0 < ¢ < 1. Let
A € R™". Then, a diagonal matrix S € R"™" is a (1 + ¢) strong coreset for ¢, subspace
approximation if for all rank £ projection matrices P, we have

I(I - Pr)AS|3, € (1 £2)|(I - Pr)AS,, (5.16)

The number of non-zero entries nnz(.S) of S will be referred to as the size of the coreset.

Theorem 5.3.4 (Theorems 1.3 and 1.4 of [187]). Letp € [1,2)U (2, 00) and £ > 0 be given, and
let A € RY™. There is an algorithm running in O(nnz(A) + d*) time which, with probability at
least 1 — 0, constructs a strong coreset S that satisfies Definition and has size:

wnz(S) = {Zi—’g,;aog%/eé»“” ifp € [1,2)

— (log(k/e6))°0®") ifp € (2,00). (5.17)

Remark. Note that for any S that satisfies the property in Definition we can scale it up to
satisfy ||(I — Pp)AS|? , € (1,1+¢)||(I — Pr)Al|} , matching the condition in Equation (5.2).
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For many of the applications, we have p = 2. For this case, the choice of the reduced matrix B
that replaces A is simply the matrix of scaled left singular vectors of A. More formally,

Lemma 5.3.5. Whenp =2, if A = 0:p;q, be the singular value decomposition of A (where
i=1
o, is the 1" largest singular value and p; € R, q; € R" are the left singular vector and right

singular vector corresponding to o;), then B = . o;p;q] satisfies Equation (5.2) for r =

1=1
k+k/e.

Proof. For any two arbitrary projection matrices P and P’ of rank < k, consider the difference

(lA—PA|%; - |B - PBI;) - (A - P'Alz — | B - P'B%) (5.18)
=(AA" I-P)-(BB",I-P)-(AA" I-P)+(BB'",I-P) (5.19)
= (AA" - BB",P) - (AA" - BB' P) (5.20)
<(AA" - BB',P) (AAT —BBT >0, P> 0)
r+k
<> o (rank of P’ < k)
i=r+1
Sk"O’T (0r20r'77’/27“)
Srfk<zo-z> (O-T‘SO-T’/7T/§T)
i=k+1
k 2 2 2 d
< — A - Aglle = e[| A — A% (A= Apllz = > o)
r—k i=k+1

If we let ¢ := maxuk(p)<k (|A — PA|% — || B — PB||%), then we have
c—c|A— Ay < |A—PA|; - |B-PB|j <c
for any projection matrix P of rank at most k. This can we re written as
IB —PB € (0,2) [ A - Alli + A — PAJ; —c. (5.21)

Using the fact that [|A — A.||%2 < ||A — PA|

2, we get
|B—PB|35 < (1,1+¢)-|A—-PA|7 —c.

The fact that ¢ > 0 follows from the fact that

|A— PA|% —||B—- PB|%=(AA" - BB' I - P) (5.22)
> 0. (AAT —-BB" >0, I - P > 0)
O
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Remark 5.3.6. Notice that when p = 2, Lemma[5.3.5| proves the condition in Equation (5.21):
|IB — PB[% € (0,¢) - |[A — Ayl +[|[A~ PA|; —c
which is stronger than the condition in Equation (5.2).

Lemma 5.3.7. If (A,S) is an instance of and B € R¥" is a matrix that satisfies Equa-
tion (5.2)), and
P :=argmin||B — PB|},, P*:=argmin|A— PA|_} (5.23)
Pes Pes

2,p 2,p
then P is an (1 + €)-approximate solution to the instance (A,S) i.e.,
|A—PAJj, < (1+¢2)|A— P A}, (5.24)
1. More generally, if Pisan approximate solution to (B, S) such that
|B ~ PBJj;, <ol|B-PBl},+ 3 VPeS.
for some o > 1, B > 0, then we have
|A—PA|5, < a(l+e)|A - PrA|5, + 6.

2. For the specific case when p = 2, if P is an exact solution to (B, S), then we have

|A—PA|%L<||A— P A% +¢]|A - A%

Proof. 1. Using the approximate optimality of P for the instance (B,S), we have

|B - PB|}, <ol B-P'Bl},+ 5. (5.25)

Using the lower-bound and upper-bound from Equation (5.2) for the LHS and RHS, we
get

|A— PA|}, —c<a(l+e)|A— P A, — ac+ 5. (5.26)

Since aw > 1 and ¢ > 0, we get
|A—PA|p, <a(l+e)]|[A—P A5, + 5. (5.27)

2. Using the optimality of P for the instance (B, S) for with p = 2, we have
|B— PB|% < ||B - P'BJf%. (5.28)

Using Remark [5.3.6, we know that || B — PBJ|% € (0,¢)-||A— A||%+ ||A— PA|% —c
for any rank £ projection matrix P for some ¢ > 0 independent of P (see Equation (5.21)).
Using this, we get

|A—PA|% —c<|B-PB|%<|B-PB|2<|A-PA|%+e]|A— A% —c

Canceling out the —c gives the inequality we claimed.
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Lemma 5.3.8 (Lemma 4.1 in [50]]). If n x d matrix A has integer entries bounded in magnitude
by v, and has rank p > k, then the k™ singular value oy, of A has |logoy| = O(log(ndy)) as
nd — oc. This implies that | Al|p/ A < (ndy)°*/*=F) as nd — oco. Here Ay, = ||A — Ail|r

5.4 Applications

In this section, we present several applications to illustrate our framework.

5.4.1 Constrained Subspace Estimation [166]

In constrained subspace estimation, we are given a collection of target subspaces 14,75, ..., 1T,
and a model subspace W. The goal is to find a subspace V' of dimension & such that dim(V N
W) > (¢ that maximizes the average overlap between the subspace V' and T1,...,7,,. More
formally, the problem can be formulated as mathematical program:

max : (Pr, Py) (CSE-max)
dim(V) = k, dim(V NW) > ¢, (5.29)
_ 1 &
Pr=— 2 P, (5.30)

Pr, and Py are the projection matrices onto the subspaces 7; and V' respectively. (5.31)

Let us assume that the constraint dim(V'NWW') > £ is actually an exact constraint dim(VNW) = ¢
because we can solve for k — ¢ 4 1 different cases dim(V N W) = i for each ¢ < i < k. Since
P is a PSD matrix, let it be AAT for some A € R%*¢. Changing the optimization problem
from a maximization problem to a minimization problem, we get

min: (AA", T - Py) = |A—- P A|3% (CSE-min)
Py is the projection matrix onto V' (5.32)
dim(V) =k, dim(V NW) = (. (5.33)

Lemma 5.4.1. The problem is a special case of|

Proof. Setting p = 2 and S as the set of k£ dimensional projection matrices P, such that dim(V N
W) = £ in|CSA|gives CSE-min| O

Let B € R™" r = k + k/e be the reduced matrix obtained as in Lemma Using
Lemmal5.3.7] it is sufficient to focus on the reduced instance with A replaced instead of B.

Any subspace V' such that dim(V') = &k, dim(V N W) = ¢ can be represented equivalently as

V = Span(uy, ug, ..., us, V1,0, ..., Vk_g)

w €W, v; e Wt Yiell], j€k—1.
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Using these observations and Lemma we can focus on the following subspace estimation
program

min : |B - UC||% (5.34)

U is a orthogonal basis for Span(uy, ..., up, vy, ..., V5¢) (5.35)

w €W, v; €W+ Yiell], j€k—1. (5.36)

Since C'is unconstrained, we can replace the condition in Equation (5.35) with the much simpler
condition U = [uy, ..., us, vy, ..., 0. This gives

min : |B - UC||% (CSE-min-reduced)

U =[uy,... u,vp,...,0 (5.37)

w €W, v; e Wt Viell], j€k—1. (5.38)

Lemma 5.4.2. For any fixed B € R™" and C € R**", the Equation (CSE-min-reduced) can be
solved exactly in poly(n) time.

Proof. For fixed B and C, the objective is convex quadratic in U and the constraints are linear
on U. Linear constrained convex quadratic program can be efficiently solved. ]

Corollary 5.4.3 (Additive approximation for CSE). Using Lemma we can get a subspace
V such that dim(V') = k, dim(V NW) = { and

lA - PrA|f < (1+2)OPT +O(3]|All%)

for any choice of 0 < § < 1 in time poly(n) - (1/5)0(’“2/5).

Lemma [5.3.8] gives a lower bound for OPT when the entries of the input matrix A are integers
bounded in magnitude by .

Theorem 5.4.4 (Multiplicative approximation for CSE). Given an instance (A € R¥>™ kW)
of constrained subspace estimation with integer entries of absolute value at most v in A, there
is an algorithm that obtains a subspace V such that dim(V') = k, dim(V N'W) = ¢ and

|A - PyA|% < (14 ¢)OPT

in O(ndy/e)°*°/%) time.

Proof. Using Lemma|5.3.8 we know that || A||%/||A — Ax||%2 < (ndy)°™). Setting § = ¢|| A —

¥

A% /]| A% > e(ndy)~°™) in Corollary [5.4.3| gives the desired time complexity. O
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5.4.2 Partition Constrained ¢,-Subspace Approximation

We now consider the PC-/,-subspace approximation problem, which generalizes the subspace
approximation and subspace estimation problems.

Definition 5.4.5 (Partition Constrained /,-Subspace Approximation). In the PC-/,-subspace ap-
proximation problem, we are given a set of target vectors {ay, as,...,a,} C R? as columns of
a matrix A € R%", a set of ¢ subspaces S;,...,S, C R? and a sequence of capacity con-
straints ky,--- , k; where ky + --- + k; = k. The goal is to select k vectors in total, k; from
subspace 5;, such that their span captures as much of A as possible. Formally, the goal is to
select vectors {v; ¢, }i<et,<k;» such that for every i < 0, v;1,...,v;, € S;, SO as to minimize

Zze[n] H prOJSLPan({Uz,tl}1§£,t1§kl) (al> Hg'

Our results will give algorithms with running times exponential in poly(k) for PC-{-subspace
approximation. Given this goal, we can focus on the setting where k; = 1, since we can replace
each S; in the original formulation with k; copies of .S;, with a budget of 1 for each copy.

PC-/-subspace approximation with Unit Capacity. Given a set of vectors {ay, as,...,a,} C
R? as columns of a matrix A € R?*" and subspaces S, ..., S; C R, select a vector v; € S; for
i € [k] in order to minimize }_, ., || projSLpan( a;)|[5, where p > 1 is a given parameter. A
more compact formulation is

v1,---7vk)(

min : Y [la; — @5 (PC-£,-SA-geo)
i=1
a; € Span(vy,...,v;) Vi€ [n] (5.39)
v; €8S; Vje k] (5.40)
Using Lemma[5.3.2] the two other equivalent formulations are
min : [[A - UU"A|j}, (PC-(,-SA)
U is an orthogonal basis for Span(vy, vy, ..., vg) (5.41)
v, €8, Vielkl (5.42)
min : [|[A -V C|3, (PC-£,-SA-fac)
V = [v1,..., 0 (5.43)
v; €5; Vielk] (5.44)

In what follows, we thus focus on the unit capacity version. We can use our general framework
to derive an additive error approximation, for any p.

Additive Error Approximation

Theorem 5.4.6. There exists an algorithm for PC-{,-subspace approximation with runtime (r /<)P°Y*/).
poly(n) which returns a solution with additive error at most O(ep) - ||Al|? ,, where  is the con-
dition number of an optimal solution V* = [v}, v}, ..., v}] for the PC-subspace approximation

problem|PC-(,,-SA-fac
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The algorithm we present below assumes a given bound on «, the condition number. In practice,
we can search for it via doubling and stop when a sufficiently small approximation error is
reached or a certain time complexity is reached. We also note that it may happen that the optimal
solution uses a large «, but there is an approximately optimal solution with small . In this case,
our result can be applied with the smaller , and it gives a guarantee relative to the latter solution.

Proof. As a first step, we will find an additive approximation to the smaller instance obtained
by replacing the A matrix with the smaller B matrix as in Lemma Our proof mimics the
argument from Lemma but we need a slight change in the analysis because {v;,} are not
orthogonal. Note that we can assume without loss of generality that the columns of V'* are unit
vectors, Omax(V*) > 1 and 0., (V*) < 1, and thus £ > 1. Given a bound on &, the algorithm
is simply the following: we first create a d-net for the Ball of radius x in R¥, with § = ¢/,
and for each ¢, we form a guess for the coefficient vector C ; as ||b;||, - v, where u is a vector
from the net and b; is the i column of B. For each guess C , we solve for V' that minimizes
HB -vC , subject to v; € S;. Note that we can drop the unit vector constraints at this point;
this makes thépabove optimization problem convex (specifically, it is the well-studied problem of
¢, regression [2]), which can be solved in polynomial time.

To bound the error, we first note that the optimum coefficients C* satisfy the condition that for
each 7,
164/,

Il = 5 vy

Now suppose we focus on one target vector b;. By choice, in one of our guessed solutions, say
C, we will have ||C_; — C*,|| < ||bs]|, - 0. Thus, we have

< Ibill, - &

Io: = of

2 < HV*(GZ o C*z>

‘2 S Umax(V*)

IC..—C,

8

o < k- |lbilly - 6.
Thus, analyzing the error A; as in the proof of Lemma|5.3.1] we obtain
Ai < lbalz - (L +e/p)P = 1).

This yields the desired additive guarantee to the reduced instance. Using the coreset property
from Equation (5.2)), we know that the cost of the solution we find is at most (1 + ¢)OPT +
O(ep) - ||Al[5,,- Using the fact that OPT < || A[]3 , completes the proof. O

Multiplicative Approximation Using Polynomial System Solving

For the special case of p = 2, it turns out that we can obtain a (1 + ¢)-multiplicative approxima-
tion, using a novel idea.

As described in our framework, we start by constructing the reduced instance B, S, where B =
{b1,by,...,b.} C R%is a set of target vectors and S = {51, 5, ..., S} is the given collection
of subspaces of R%. We define P; to be some fixed orthonormal basis for the space \S;. Recall
that any solution to PC-¢,-subspace approximation is defined by (a) the vector x; that expresses
the chosen v; as v; = Pjz; (we have one x; for each j € [k]), and (b) a set of combination
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coefficients ¢;; used to represent the vectors b; using the vectors {v; }le. We collect the vectors
x; into one long vector x and the coefficients ¢;; into a matrix C.

Theorem 5.4.7. Let B, S be an instance of PC-{y-subspace approximation, where B = {b;, b, . ..

and suppose that the bit complexity of each element in the input is bounded by H. Suppose there
exists an (approximately) optimal solution is defined by the pair (x*, C*) with bit complexity
poly(n, H). There exists an algorithm that runs in time nOk?/e) . poly(H ) and outputs a solu-
tion whose objective value is within a (1 + €) factor of the optimum objective value. We denote
s = Zf L S5 and s; = dim(S;); n for this result can be set to max(s,d, k/<).

Algorithm Overview. Recall that P; specifies an orthonormal basis for S;. Let P;; := ¢;; P;,
where ¢;; are variables. Define P to be the R™** matrix consisting of r x k blocks; the (i, j)"
block is P;; and we let «, b be the vectors representing all the x;, b; stacked vertically respectively
as shown below

P1,1 P1,2 Tt Pl,k X1 i
po | PR B g ] |
Pr,l Pr,2 Pr,k T br

The problem PC-/;5-subspace approximation can now be expressed as the regression problem:

min : | Px — b||3. (5.45)

Written this way, it is clear that for any C, the optimization problem with respect to x is simply
a regression problem. For the sake of exposition, suppose that for the optimal solution (C*, x*),
the matrix P turns out to have a full column rank (i.e., P P is invertible). In this case, the we
can write down the normal equation P" Px = P'b and solve it using Cramer’s rule! More
specifically, let D = PT P and D](-i) be the matrix obtained by replacing the i" column in the
7" column block of D with the column P'b for j € [k],i € [s;]. Using Cramer’s rule, we have
2\ = det(D\")/ det(D).

The key observation now is that substituting this back into the objective yields an optimization
problem over (the variables) C'. First, observe that using the normal equation, the objective can
be simplified as

|Px—b|2=a'P"Pr—a P b—b Px+|b|*=|b|*—bPzx.

Suppose ¢ is a real valued parameter that is a guess for the objective value. We then consider the
following feasibility problem:

|Px —b|%=|b||? -b"Px <t (5.46)
= bli-t< > ®"P)det(DY), det(D)=1. (5.47)
Jelk] i€ls;]
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The idea is to solve this feasibility problem using the literature on solving polynomial systems.
This leaves two main gaps: guessing ¢, and handling the case of P not having a full column
rank in the optimal solution. We handle the former issue using known quantitative bounds on
the solution value to polynomial systems, and the latter using a pre-multiplication with random
matrices of different sizes.

Core Solver. We begin by describing the details of solving (5.47), assuming a feasible guess
for ¢, and assuming that P has full column rank. Note that this is an optimization problem in the
variables c¢;;, and so the number of variables is rk = O(k?/e). Furthermore, the degree of the
polynomials is O(s), and the bit sizes of all the coefficients is poly(n, H).

We can thus use a well-known result on solving polynomial systems over the reals:

Theorem 5.4.8 ([23] [158, [159]). Given a real polynomial system P(xy,...,x,) having v vari-
ables and m polynomial constraints f;(x1,...,x,)A\0, where A; € {>,=, <}, where d is the
maximum degree of all polynomials, and H is the maximum bit-size of the coefficients of the
polynomials, one can find a solution to P (or declare infeasibility) in time (md)°poly(H ).

Applying this Theorem to our setting, we obtain a running time of s°"®) . poly(H) = nO#/e) .

poly(H), where H is the maximum bit-size of the entries in the matrices P; and the target vectors
b.

Guessing t. The solver step assumes that we are able to guess a feasible value of ¢. In order to
perform a binary search, we need some guarantees on the range of the objective value. First, we
note that the value of the objective is in the range [0, ||b||3], so we have an obvious upper bound.
We can also test if the problem is feasible for ¢ = 0. If ¢ = 0 is infeasible, we need a non-trivial
lower bound on ¢. Fortunately, this problem has been well-studied in the literature on polynomial
systems. We will use the following Theorem:

Theorem 5.4.9 ([110]). Let T = {z € R"|f1(x) > 0,..., fo(x) >0, fry1(x) =0,..., f(x) =
0} be the feasibility set for a polynomial system, where f1, ..., fm € Z[z1,...,x,] are polyno-
mials with degrees bounded by an even integer d and coefficients of absolute value at most G,
and let C be a compact connected component of T. Let g € Z[x1, ..., x,] be a polynomial of
degree at most d and coefficients of absolute value bounded by H. Then the minimum value that
g takes over C' if not zero, has absolute value at least

(24—1)/2G~gdv)—v2”d”’

where G = max{G, 2v + 2m}.

We can use Theorem to obtain a lower bound on the minimum non-zero value attainable
for the polynomial

mcip - b|l5 — Z (bTP)§-i) det(Dj@), over the set defined by det(D) =1.  (5.48)

J€[k] i€ls;]
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Using our assumption that the bit complexity of the (near-) optimal solution C* is A = poly(n, H),
we can add box constraints for each of the variables, making the feasible set compact. Thus, we
have polynomials of degree O(s) defining the constraints and the objective, and the number of
variables is rk = O(k?/¢). Using Theorem[5.4.9] we have that if the minimum value is non-zero,
it must be at least

—v2¥s? kQ
(2poly(mH) gv) , where v = —

This implies that a binary search takes time O ((23)’“2/ “poly(n, H )’;—3 log s) . Note that this time
roughly matches the complexity of the core Solver procedure.

Column Rank of P. The algorithm above requires the matrix D = P P to have full rank,
for a (near) optimum C*. If this does not hold, the idea will be to search over all the possible
values of the rank. One natural idea is to solve the problem for all subsets of the columns [s], but
note that this takes time exp(s), which is much larger than our target running time exp(poly(k)).
We thus perform a randomized procedure: for every guess j for the column rank of P, we take
a random matrix R € R**7, and consider the regression problem

min || (PR)z — b||* <t. (5.49)

Let M be the P matrix corresponding to an optimal solution C*, and suppose j is its rank. In
Lemma|[5.4.10] we show that if the entries of R are drawn IID from A/(0, 1), then with probability
at least 3/4, the matrix M R has full column rank. Thus, if we were to solve (5.49) with the opti-
mal value of ¢ as our guess using the Solver discussed above, we would obtain an approximately
optimal solution.

This leads to the following overall algorithm:
*Forj=1,2,...,s:
» Sample a random matrix R € R**/ with entries drawn i.i.d. from N(0, 1).
= Guess value of ¢ for the formulation (5.49)) as discussed above.

= If the determinant is not identically zero, call the core Solve subroutine and check
obtained solution for feasibility.

* Return the solution found as above with the least ¢.

Note that we can boost the success probability by sampling multiple R for each guess of 5. This
completes the proof of our result, Theorem modulo Lemma[5.4.10] which we prove below.

Lemma 5.4.10. Let M € R*** be a matrix of rank j, and R € R**7 be a random matrix with
entries drawn i.i.d. from N (0,1). Then the rank of M R is equal to j with probability > 3 /4.

Note that since the ranks are equal, the column spans of M and M R must be the same.

Proof. We will prove a quantitative version of the statement. Suppose we denote the jth largest
singular value of M as 7 = ¢;(M ). We will show that o;(M R) > 4;7ij with probability > 3/4.
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Let S be the span of the columns of M. For a random x whose entries are drawn from N (0, 1),
note that the distribution of Mz is a (non-spherical) Gaussian on S. Moreover the covariance
matrix has all eigenvalues > 72. Let us now consider the matrix M R. We use a leave-one-out
argument to show linear independence of its columns. L.e., we claim that every column of M R
has a projection of length at least 4ij orthogonal to the span of the other columns, with probability

at least 3/4. This implies (e.g., see [163]) that o;(M R) > —3%> with probability at least 3 /4.

4j3/2

To see the claim, suppose we condition on all but the ith column of the matrix R, for some
1 <7 < j. Then by the earlier observation, the ith column of M R (denoted by V;) is distributed
as a non-spherical Gaussian on S whose covariance matrix has all eigenvalues > 72. Thus its
projection to the space orthogonal to the span of the remaining columns of M R (which are
all fixed after conditioning) behaves as a Gaussian with at least one dimension and standard
deviation > 7. Thus by using the anti-concentration bound for a Gaussian (which states that the
probability mass in any J7 sized interval is < 4), V;’s projection orthogonal to the span of the
other columns is at least 4%. - T, with probability 1 — 4%. We can now take a union bound over all
1 < i < j to obtain a success probability of 3/4. This completes the proof. ]

Remark about precision. The result above assumes that we use infinite precision for R. We
now show how to avoid this assumption, with a slight loss in the parameters. Note that the
key step in the above argument is showing that conditioned on the randomness in all but the
ith column of R, the vector V;, = Zle R; M, has a sufficiently large norm in the direction
orthogonal to the span of the other columns in M R (that are fixed due to the conditioning). For
convenience, let I be the projector orthogonal to the span of the other columns, and denote
v = I[IM;, and X, := R;;. By the assumption on the least singular value, for any II, we have that
S, |luil|* > 72. This implies that there exists a coordinate ¢ € [d'] such that 37, v > 2—?. Just
focusing on this coordinate, we could note that Zl X, 1s distributed as a Gaussian and thus

conclude that the probability of the coordinate being < 4]‘\7@ is < 1/4j. This leads to a slightly

weaker (by a v/ d’ factor) bound on the least singular value, with the same success probability.
However, this argument is more flexible, it lets us use “discretized” Gaussians.

Lemma 5.4.11. Forany ,n € (0,1/2), there exists a centered distribution ) with the following
properties:

1. The support of Y and the probability masses at each point in the support are all rational
numbers of bit length b = O(log %)

2. Forall {a;};_y with>;a? =1, ifY1,Ys,...,Y; are independent random variables drawn
from Y,

Pr(| ) a;Yi| < 6] <26 +1.

Proof. The proof goes by a discretization of the Gaussian distribution and a sequence of reduc-
tions. First, let X; be independent random variables distributed as A/(0,1). Let X! be indepen-
dent random variables distributed as a truncated normal, the distribution obtained from N (0, 1)
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by removing the mass at points > 4/log(s/n) and rescaling. We begin by noting that

Pr{| Y " a;X]| < 0] < (14n)Pr[] ) a;X;| < 6. (5.50)

To see this, let us write X to be the vector (X1, Xo,..., X,). If f(X) and f/(X) denote the
probability density functions of the multi-dimensional normal and the truncation version respec-
tively, by the choice of the truncation, we have, for all X,

7)< (14 2) 1(X) £ L+ f(X).

Furthermore, if any of the coordinates of X is > +/log(s/n), we have f'(X) = 0. Next,
note that the LHS of (5.50) can be written out as an integral, and every term also appears on
the probability on the right, albeit with the measure f’ replaced with f. Thus, using the bound
above, (5.50) follows.

Next, we discretize the interval [—[+/log(s/n)], [1/log(s/n)]] into integral multiples of 1/M,
where M is a parameter we will choose later. To the point i/M, we assign the mass that the
truncated Gaussian assigns to the interval [i — ﬁ,i + ﬁ] We call this discrete distribution D.
Let Y1, Y5, ..., Y, be IID samples from D. We can write Y; = X/ + Z;, where X/ is drawn from
the truncated Gaussmn and | Z;| < 537. Thus, for M > %, we claim that

Pr| ZaiY;\ <] < Pr| Y aiX]| < 20].
This follows because | 3, @:Zi| < 33; < 0. Using the earlier bounds, this implies that

|ZaY|<(5 (14mn)-26.

This almost completes the proof, because we have obtained a discrete distribution with the de-
sired anti-concentration bound. But as such, note that the probability values can require very
high precision. This turns out to be easy to correct: we can take ) to be any distribution on the
same support as D with dry (Y, D) < €, and we can conclude (using a coupling argument and a
union bound), that if Wy, W5, ..., W, are drawn IID from )/,

Pr]| Zaﬂ/lfﬂ < 4] < Pr]| ZaiYA < d] +es.

To complete the argument, we need to ensure that e < Z; this can be achieved using probability
values with bit complexity only O(log(s/n)), thus completing the proof. O

5.4.3 Projective Non-negative Matrix Factorization

In projective non-negative matrix factorization, the basis matrix U € R?** is constrained to
have non-negative entries. More formally, the mathematical program formulation for Projective
Non-negative Matrix Factorization (NMF) is

min : |A - UU" A|j% (NMF)
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U'U =1, UecR". (5.51)

There is a alternate formulation of that better aligns with the name of the problem and is
well suited to apply our framework:

min : |A — WH]|% (NMF-alternate)
W e R%k has orthogonal columns . (5.52)

Lemma 5.4.12. The programs[NMF|and [NMF-alternate| are equivalent.

Proof. Using Lemma|[5.3.2] we know that[NMFis equivalent to
min : |A - UH]|3%
U'U =1, UecRE
Since H is unconstrained, it can absorb the normalization of the columns of U. This gives
min : |A — WH]%

W e R%k has orthogonal columns

which is exactly Equation (NMF-alternate]). O

Lemma 5.4.13. The set of matrices
W:={W ¢ R‘g)k : W has orthogonal columns } (5.53)
is equal to the set

W= {W eRGF|W, o<1 Viel[d}. (5.54)

Proof. For any W € W, if there exists a row i € [d] and two distinct indices j, ;’ € [k] such
that W; ;, W, ;» # 0, then by the non-negativity constraint, these non zero values are in fact
strictly positive. The dot product of the columns W_; and W _; is at least W, ; - W, ;7 > 0
which contradicts the orthogonality of the columns of W. This implies that there is at most one
non-zero entry in every row of W which further implies that W € W.

For any W € W, the orthogonality of the columns is straight forward because for any two
distinct indices j, ;' € [k], the dot product of the columns W_; and W_; is zero because either
of W, ;, W, ;s is equal to zero for every i € [d]. O

Lemma 5.4.14. For any given B € R™" and H € R**", we can solve the program

min : |B - WH||7

W e R‘g)k has orthogonal columns

exactly in time O(dkr).
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Proof. Using Lemma|5.4.13] we can re-write the optimization problem as
min : |B - WH|3
IWlo<1 Vield, W e R%k.

Since the rows of W are independent variables, we can decompose the problem into

d
) . -
Z min b — H w2
i—1 Wi€RZ, [lwillo<1
where b;, w; are the i columns of BT and W T respectively. Each problem min,, €RE uilo<t ©

|bi — H "w;]||3 can be solved by looking at the k cases for the non-zero entry if w;. For every
choice of non-zero entry, say j € [k], the resulting minimization problem is min>o : ||b; —Ah;||3
where h; is the j column of H . The optimal choice of A is max (0, (b;, h;)/||h;||3). The only
computation we had to do is to evaluate the dot products between b;, h; for i € [d], 7 € [k] which
takes O(dkr) time. O

Theorem 1.4.1 (Additive approximation for NMF). Given an instance A € R¥™ of Non-
negative matrix factorization, there is an algorithm that computes a U € R%k, U'U = I,
such that

|A-UU'A|[z < (1+¢)-OPT+0(5 - || A]%)
in time O(dk?/¢) - (1/8)°%*/9). For any 0 < § < 1.

Proof. Let U™ be the optimal solution to This implies that H = U'"A is an optimal
solution to [NMF-alternate] We first replace the instance with a smaller instance B. Then we
search for every row of H exactly as in the proof of Lemma to obtain a solution U €
R%", UTU = I, such that
|A-UU"A|l7: < (1+¢)- OPT+0(3 - | All%)
in time Ty + T - (1/6)°®). Where T is the time required to obtain B and 7} is the time required
to solve for the optimal W' in the program
min : |B - WH|
W € RZS" has orthogonal columns

We know that Ty = O(dkr) using Lemma|5.4.14/and T, = O(nrd? - H) from Lemma We
hide 7y as it is negligible. [

Theorem 1.4.2 (Multiplicative approximation for NMF). Given an instance A € R of Non-
negative matrix factorization with integer entries of absolute value at most ~y in A, there is an
algorithm that computes a U € R%k, U'U = I, such that

|A-UUTA|% < (1+¢)-OPT
in time (ndy/)°%*/°),

Proof. Using Lemma|5.3.8 we know that || A||%/||A — A||%2 < (ndy)°™). Setting § = ¢|| A —

¥

A% /]| A% > e(ndy)~°™) in Corollary [5.4.3| gives the desired time complexity. O
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5.4.4 Fk-means clustering [53]

In the k-means problem, we are given a collection of data points a1, . . ., a, € R%. The objective
is to find k-centers ¢y, ..., ¢, € R? and an assignment 7 : [n] — [k] that minimizes:
n
Z la; — crpyl3- (k-means)
i=1

Let A € R"*% and C € R**? matrices with a; and ¢; as their i rows respectively (note that this
differs from the notation we used for previous applications). Let IT € R™** be the matrix such
that I, ; = 1[x (i) = j]. Using this notation, the problem can be written as

min : |A — IIC|% (k-means-matrix)

Each row of I1 is a standard basis vector.

Observe that [k-means-matrix|is a special case of NMF-alternate| where W' is additionally con-
strained to have all non-zero entries to be equal to 1. Also, the |k-means| and [k-means-matrix|
correspond to the [CSA-geo| and [CSA-fac| formulations of the same problem. The corresponding
version is

min : |[A - UUTA|% (k-means-CSA)
Ui; =1/\/IUjllo Vi€ [n], j € [k].

The three main steps in our algorithm are:

1. Reduction: The first step is to reduce the number of rows and columns of the target matrix
A.

(a) Columns: Replace the matrix A with the matrix B as in Lemma This reduces
the number of columns (dimension of the data-points) to r = k + k/e.

(b) Rows: For any fixed set of centers (selected from the rows of) C, the cost induced
by the centers is defined as

Cost(A, C) Zdlst (a;, C

Where dist(a, C) := min.cc ||a — ¢||2. A strong coreset for the k-means instance A
is a subset S C [n] of indices and weights w; corresponding to each index i € S such
that for any set of centers C, we have

Cost,, (A, C) Z wydist(a;, C) € (1+¢)-Cost(A,C).
€S

Coresets for k-means of optimal size 5(!65*2 min{v/k, e2}) are known (See [59] for
upper-bound and [[107] for matching lower-bound ). Any algorithm that efficiently
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computes a coreset of size ¢ = poly(k/c) can be used as a black box for our purposes.
After using such a coreset, the new formulation is

min : | B — IIC|3 (k-means-reduced)

Each row of IT has exactly one non-zero entry equal to w;. (5.55)

where B ¢ R?" II € R?* with their rows indexed by the set S defined by the
coreset and the rows of B are the scaled rows of A according to the weight defined
by the coreset for that row.

2. Enumeration: A naive approach is to simply enumerate all the k9 possible II matrices by
choosing the position of the non-zero element in each row. Simply put, we go through all
possible k-clusterings of the coreset elements. Optimal choice of centers can be computed
as the weighted mean of the coreset elements in each cluster. This allows us to identify the
optimal II.

Let IT* be the optimal choice of IT in the k-means-reduced| program. Using Lemma|[5.4.13|
and Lemma5.4.16] we enumerate over the O(log n - k - poly(k/c))O¥logk+k/2) — O( /¢ -
log n)°*/¢) number of possible pairs of matrices S B and STI. For each such pair, we find
the C that minimizes || SB — SIIC/||%. For every such C, evaluate the cost induced by
these centers with the coreset (w, S). Let C be the set of centers that has the lowest cost
with respect to the coreset from the enumeration described before. The cost induced by
this set of centers is

min | B — IIC|[} < min||B - IC|} (5.56)
<|B-1r°C|% (5.57)
<(1+¢)|B-1r°C*|)% (5.58)
< (1+¢)*- OPT. (5.59)

Using the coreset property, we imply that the cost of the centers C' on the original instance
Ais at most (1 +¢)* - OPT.

(5.60)

We start with the following known result (see Theorem 38 of [52]).

Lemma 5.4.15. Given matrices B € RY" and I1* € RY** there exists a matrix S € R and
such that

1. Each row of S contains exactly one positive non-zero element from the set W = {2°: 0 <
i < N}

2. If C* = argmingegexr | B — II*C||% and C = arg mingegrxr || SB — SII*C|

%, then
|IB-II'C|} < (1+¢) | B - II'C*[}}. (5.61)
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3. t=0(klogk + k/e).

Note that [52]] do not require the non-zero element of S to come from W. Indeed, it will be
proportional to the leverage score. However, note that we can “discretize” the leverage scores
(while keeping a factor two approximation to each one), and still obtain all the guarantees that

we require. Finally, since the leverage scores add up to the matrix dimension, we have the bound
N = O(logn).

Lemma 5.4.16. Given a matrix B € R?*", the number of possible matrices
1. of the form SB is at most O(Nq)".
2. of the form STI where 11 satisfies Equation is at most O(Nkq) .
where S satisfies property|l|in Lemma

Proof. Each row of SB is simply a row of B that is scaled by 2° for some 0 < i < N. This
leaves N¢q choices for each of the ¢ rows of SB which is ((INV + 1)q)" possibilities. Each row
of STI is a row of IT scaled by 2¢ for some 0 < i < N. The choices to make for each row of
STI is a row of IT (which includes choices for non-zero element and weight w; for j € [g]) and
a scaling factor from S. This leaves (N + 1)kq choices for each of the ¢ rows of STI. O]

Theorem 5.4.17. Given an instance A € R™*? of k-means, there is an algorithm that computes
a (1 + e)-approximate solution to in O(nnz(A) + 200/ 4 neW) time,

Proof. The time complexity of the three step procedure is dominated by the enumeration step
which takes time O(log n-k/e)°*/9) time. Iflogn < (k/¢)?, then this running time is O(k/e)O®/e) =
20(k/2) Otherwise, if logn > (k/e)?, then the running time is (logn)°V1s™) = po(l), O

5.4.5 Sparse-PCA [65]

The sparse PCA problem is a well-studied variant of PCA in which the components found are
required to be sparse. In other words, the basis matrix U € R%** is constrained to have sparsity
requirements. There are two natural ways to formalize this question: the first is by requiring U
to have at most s non-zero entries in total. Another is to require the number of non-zero rows
of U to be bounded by a parameter s. In the popular case of d = 1, both of these definitions
coincide. Let us focus on the first variant for nowE] More formally, the mathematical program
formulation we consider is

max : (AAT, UU") (sparse-PCA-max)
U'U=1I; Y |U,llo<s. (5.62)
Jjelk]

2Qur result follows via a black-box application of algorithms from [65]; since their algorithms work for both
variants, so do our results.
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Program [sparse-PCA-max|can also be formulated as a minimization version

min : |A - UUTA|j% (sparse-PCA-min)
U'U=1I, Y Ul <s. (5.63)
Jjelk]

The following theorem from [65] shows how to find an optimal solution to[sparse-PCA-max|(and
hence also to [sparse-PCA-min) when rank(AA ") = rank(A) = ¢.

Theorem 5.4.18 (Theorem 1 in [65]). There is an algorithm that finds an optimal solution to
Isparse-PCA-max|in

O (@ B0 (vmink, thde? + dlog d) ) (5.64)

where t denotes the rank of the matrix A.

Theorem 5.4.19. Given an instance (A € R¥™ k. s) of sparse-PCA, there is an algorithm that
runs in time

O (d*+4 (akr® + dlog d) ) (5.65)

with r = k + k/e that computes a || A — Ay||% additive approximate solution to both |sparse-
PCA-max|and|sparse-PCA-min| This is guaranteed as a (1 + ¢)-approximate solution to|sparse-
PCA-min|because || A — Ay||% is a lower bound to|sparse-PCA-min}

Proof. First step is to replace A with the matrix B as in Lemma[5.3.5] This step takes time 7.
Solve for Equation (sparse-PCA-max)) exactly using Theorem [5.4.18] with t = k + k/c. This

step takes time O (dkﬂ*’" (dkr* + dlog d)) Using Lemma [5.3.7, the solution obtained is a

(1 + ¢)-approximate solution to [sparse-PCA-minl In fact, for p = 2, we know that the error is at
most || A — Ay ||% which implies that this also gives an additive approximation of || A — A||%
to both the minimization and maximization versions. Because the objective for the maximization
is the negative of the minimization objective added with || A||%. O

5.5 Hardness of Column Subset Selection with Partition Con-
straint

In this section, we show that PC-CSS is at least as hard as the well-studied sparse regression
problem [79, 93] 99, [145]]. In particular, our hardness implies that PC-column subset selection
remains hard even if the number of groups is only two, or if we allow violating the given partition
capacity constraints by a logarithmic factor. First, we define the PC-column subset selection
problem and the sparse regression problem formally.
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Definition 5.5.1 (Column Subset Selection with a Partition Constraint). In an instance of the
PC-column subset selection (PC-CSS) problem, we are given a matrix A € R"*" and a partition
matroid P = ([n| = PLW--- WP, I), Z={S C[n]:|SNP| <k, Vte (]} defined on the
set of column indices [n].

The objective is to select a (index) subset .S € Z of columns of A in order to minimize the squared
projection cost of all the column vectors of A onto the span of the column space induced by the
subset of columns corresponding to S

costs(A) == Y [|Projyun: (s) (@) |3 = [ A — AsAZ A, (5.66)

i€[n]

where a; is the column vector corresponding to column index ¢ in A and Ag is the matrix with
columns from A corresponding to S.

Definition 5.5.2 ((g, h)-Sparse Regression). Given a matrix B € R™*" and a positive integer s,
for which there exists an unknown vector * € R™ such that ||z*||p < s and Bz* = 1, the goal
is to output an x € R™ with ||z|¢ < s - g(n) such that || Bz — 1|3 < h(m,n).

The sparse regression problem is known to be computationally hard. In particular,

Theorem 5.5.3 ([79]). Let 0 < ¢ < 1. If there is a deterministic polynomial time algorithm A
for (g, h)-sparse regression, for which g(n) = (1 — 8)Inn and h(m,n) = m'~?, then SAT €
DTIME (n©loglogn)),

Next, we prove our main hardness of approximation result for PC-column subset selection.

Theorem 5.5.4. Assuming SAT ¢ DTIME(n®(ele™) the PC-column subset selection prob-
lem is hard to approximate to any multiplicative factor f, even in the following special cases:

(i) The case of { = 2 groups, where the capacities on all the groups are the same parameter s.

(ii) The case where the capacities on all the groups are the same parameter s, and we allow
a solution to violate the capacity by a factor g(n) = o(logn), where n is the total number of
columns in the instance.

Proof. The proof is via a reduction from sparse regression. First, we show a hardness for two
groups (part (a) of the Theorem). Consider an instance of sparse regression, given by an m X n
matrix B and parameter s. Now consider a matrix A whose columns are A; U A, defined as
follows. A; is an (m + s) x n matrix whose ith column is the ith column of B appended with
s zeros. Ay is an (m + s) x (s + 1) matrix whose columns we denote by uy, us, . .., usy 1. We
setu; = C ey forl <i < s,andug; = D - (1 0y), for appropriately chosen parameters
C > DF

Consider any solution that chooses exactly s columns from A; and A,. In the YES case of
sparse regression, where there exists an s-sparse z* with Bx* = 1, by choosing the columns
corresponding to the support of x* from A; along with the columns ug, ..., us from Ay, we

3As is standard, 1 @ O, is simply the all ones vector (here in m dimensions) with s zeros appended.
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obtain an approximation error at most || A;||%. Consider the NO case of sparse regression. We
will choose C' large enough, so that even if one of the u; for ¢ < s is not chosen, the error is > C'.
Next, suppose all the {ui}ie[s] are chosen. For any choice of s columns from Ay, the error on the
column w4 is at least D - h(m, n), by assumption. Thus in either case, the approximation error
is > min (C, D - h(m,n)). We can now choose C, D large enough (e.g., > f - n||A;||%), and
obtain the desired hardness of approximation.

Next, suppose we are allowed to choose as columns from each group, for some slack parameter
« (assumed to be an integer > 1 and < g(n), where the latter function comes from the hardness
for sparse regression). Now let 7" be a parameter we will choose later (integer > 1), and consider
an instance of PC-column subset selection where we have (7" + 1) groups of vectors (matrices),
A1, As, ..., A1y, and the vectors (columns) have dimension 7'm. We view each column vector
as consisting of 7" blocks of size m. For 1 < j7 < T', the columns of A; are identical to those of B
in the jth block, and zero everywhere else. The matrix A7 has T columns, denoted w1, . . ., ur,
where u; is the vector that has 1 in the jth block and zero everywhere else, scaled by parameter
D.

As before, in the YES case of sparse regression, the approximation error is < T'||A;||%. In the
NO case, consider any solution that chooses at most as vectors from each A;. By assumption,
the error in the jth block (of u;) is at least h(m, n), for any vector u; that is not picked from
Ariq. If we set T > 2as, then at least (7°/2) of the vectors u; cannot be picked, and so the total
error is at least D - (T//2)h(m,n). Again, we can choose D large enough to obtain the desired

hardness. [
This strong hardness of approximation further motivates the study of a relaxed variant, in which
the set of vectors in the small-size summary S, rather than being a subset of A® ... A® are
instead required to belong to the subspaces spanned by the columns in each group AM ... | A©),

This is precisely our PC-subspace approximation problem.

5.6 Future Directions

The unconstrained /,-subspace approximation problem is efficiently solvable and serves as the
foundation for many practical applications. This tractability is a notable exception, as the corre-
sponding ¢,-subspace problem is computationally hard for any p # 2.

However, the complexity of the constrained ¢,-subspace approximation problems analyzed in
this work is not yet understood. A crucial open question is whether these constrained variants
retain the algorithmic efficiency of the unconstrained ¢, setting or if they inherit the hardness
characteristic of the general ¢, problems. Resolving this is essential, as it may reveal that these
problems can be solved far more efficiently than is currently known.

Therefore, a primary direction for future research is to determine the precise complexity of con-
strained /5-subspace approximation. This requires either designing provably faster algorithms or
establishing matching hardness results to close this fundamental gap.
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Explainability
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Chapter 6

Explainable Clustering

6.1 Introduction

Clustering is a central topic in optimization, machine learning, and algorithm design, with k-
medians and k-means being two of the most prominent examples. In recent years, mainly mo-
tivated by the impressive but still mysterious advances in machine learning, there has been an
increased interest in the transparency and in the explainability of solutions. In the context of
clustering, this was formalized in a highly influential paper by Dasgupta et al. [62].

To motivate the concept of explainability, consider the task of clustering n points in R? into k
clusters. If we solve k-means, the clusters are in general given by a Voronoi diagram where each
cluster/cell is defined by the intersection of hyperplanes. Each cluster may be defined using up
to £ — 1 hyperplanes, each one of them possibly depending on all d dimensions with arbitrary
coefficients. Since the dimensions typically correspond to features (e.g., “age”, “weight”, and
“height” are natural features in a dataset of people), arbitrary linear combinations of these fea-
tures may be difficult to interpret. To achieve more explainable solutions, we may need to restrict

our algorithms to find clusters with simpler descriptions.

The model in [62] achieves explainability in an elegant way resembling the classical notion of
decision trees in theoretical computer science. Specifically, a clustering is called explainable if
it is given by a decision tree, where each internal node splits data points with a threshold cut in a
single dimension (feature), and each of the & leaves corresponds to a unique cluster. This leads
to more explainable solutions already in two dimensions (see, e.g., Figure [6.1)); the benefit is
even more clear in higher dimensions. Indeed, the binary tree structure gives an easy sequential
procedure for classifying points, and since each threshold cut is axis-aligned, there is no linear
combinations of features. Moreover, the total number of dimensions/features used to describe
the clustering is at most k£ — 1, independent of d, which is attractive for high-dimensional dateﬂ

'We remark that dimensionality reduction for k-median and k-means shows that one can reduce the dimension
of the data points to O(log(k)/e?) [24} [135]. However, those techniques take arbitrary linear combinations of the
original dimensions and therefore destroy explainability.
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y< 4
(x<-35) (y<4]

(a) Optimal 5-means clusters (b) Tree based 5-means clusters (c) Threshold tree

Figure 6.1: Example from [62)]. The optimal 5-means clustering (left) uses combinations of both features.
The explainable clustering (middle) uses axis-aligned rectangles summarized by the threshold tree (right).

Explainability is thus a very desirable and appealing property, but the best explainable clustering
may have cost much higher than the cost of the best unrestricted clusterings. This trade-off
is captured by the price of explainability: the loss in cost/quality if we restrict ourselves to
explainable clusterings.

In their original paper, Dasgupta et al. [62] gave a greedy algorithm which takes an arbitrary “ref-
erence” clustering and produces an explainable clustering from it. It repeatedly adds threshold
cuts which separate the centers of the reference clustering until the threshold tree has one leaf
for each center of the reference clustering. Since only the points separated in the threshold tree
from their closest reference center suffer an increase in cost, their algorithm repeatedly selects
a threshold cut that separates the fewest points from their closest reference center. They proved
that it outputs an explainable clustering with cost O(k) times higher for the case of k-medians,
and O(k?) times higher for the case of k-means. They also show a lower bound of Q(In k) for
both of these problems.

Since the greedy algorithm’s analysis is tight, an alternative strategy was independently proposed
by (73}, 183) [133]]: take random cuts instead! The strategy is especially elegant in the case of k-
medians (the distribution of cuts is more complex than uniform in the case of k-means):

Repeatedly select threshold cuts uniformly at random among those that separate cen-
ters of the reference clustering.

We refer to this as the Random Thresholds algorithm (see for a formal description). While
the algorithm is easy to describe, its performance guarantee has remained an intriguing question.
There are simple instances in which it increases the cost by a factor of 1 + Hj_1, where Hy_; =
V1+1/241/3+. .. 4+1/(k-1) is the (k — 1) harmonic number (see §6.5), and this was conjectured
to be the worst case for the Random Thresholds algorithm [83]].

On a high level, a difficulty in analyzing the Random Thresholds algorithm is that it may take
prohibitively expensive cuts with a small probability. To avoid this and other difficulties, the
results in [[73 83, [133]] considered more complex variants that intuitively forbid such expen-
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sive cuts. Specifically, [83] gave a variant that outputs a threshold tree whose expected cost
increases by at most a O(ln2 k) factor, and both [[73, [133] obtain a better performance guarantee
of O(InkInln k) for their variants of the Random Thresholds algorithm. These results give an
exponential improvement over that in [63] but fail to settle the price of explainability, and they
leave open the conjectured performance of the natural Random Thresholds algorithm.

Our main results on the price of explainability are (a) to settle this conjecture in the affirmative
(i.e., to give a tight analysis of the Random Thresholds algorithm), and (b) to show that its price
of explainability of 1 + Hy_; = (1 + o(1)) In k is not only asymptotically correct, but also tight
up to lower order terms: we cannot do much better regardless of the algorithm. Furthermore,
we generalize these ideas to show that the same price of explainability holds for k-medians
clustering with /5 norm, provided that explanations can be constructed using general hyperplane
cuts instead of only axis-aligned ones. This result is established through two approaches: a
direct analysis of a "random hyperplanes" algorithm and an alternative method using metric
embeddings (See §6.6/for details).

Theorem 1.5.1 (Upper bound for k-medians). The price of explainability for k-medians is at
most 1 + Hy_q. Specifically, given any reference k-medians clustering, the Random Thresholds
algorithm outputs an explainable clustering with expected cost at most 1 + Hy,_, times the cost
of the reference clustering.

Theorem 1.5.2 (Lower Bound for k-medians). There exist instances of k-medians for which any
explainable clustering has cost at least (1 — o(1)) In k times the cost of the optimal k-medians
clustering.

These results resolve the performance of the Random Thresholds algorithm and the price of
explainability for £-medians.

For k-means, we are unable to settle the price of explainability completely, but we make signif-
icant progress in closing the gap between known upper and lower bounds. Here, the best upper
bound before our work was O(kIn k) [[73] (see also [45]] for better guarantees when the input
is low-dimensional). Moreover, we know instances where any single threshold cut increases the
cost of the clustering by a factor (k) (see, e.g., [83]), and hence the price of explainability of
k-means is at least (k).

It is tempting to guess that the O(k In k) guarantee in [[73] is tight, for the following reason. The
first lower bound 2(In k) for k-means in [62]] is obtained by arguing that (i) a single threshold cut
increases the cost by at least that of the reference clustering and (ii) a threshold tree has height
Q(In k), and so the total cost increases by a constant 2(In k) times. Since we have examples
where any single cut increases the cost by €(k), it is reasonable to hope for more complex
instances to combine the two sources of hardness, and lose a (k) - Q(In k) factor. However, we
prove that this is not the case and give an improved upper bound:

Theorem 1.5.3 (Upper bound for k-means). The price of explainability for k-means is at most
O(kInln k). Specifically, given any reference k-means clustering, there exists an algorithm that
outputs an explainable clustering with expected cost at most O(k Inn k) times the reference cost.

Hence the price of explainability for k-means lies between (k) and O(kInln k). We leave the
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tight answer as an intriguing open problem. In particular, we conjecture that the lower bound is
tight and that it is achieved by the k-means variant of the Random Thresholds algorithm.

Our final contribution is to study the approximability of explainable clustering. So far, the liter-
ature has mostly focused on settling the price of explainability [45] 162, 73] 183,121} [133] and its
behavior in a bi-criteria setting [[134] where the explainable clustering is allowed to form more
than k clusters. These algorithms give upper bounds on the approximability of explainable clus-
tering since they are all efficient, and the cost of an optimal unconstrained clustering is a valid
lower bound on the best explainable one. Recent work of [[18, [120] asked the question: how well
can we approximate the best explainable clustering? They showed that the problem is APX-
hard, but left open the question of whether the problem can be approximated better. Resolving
this natural question positively would have the advantage of finding good explainable clusterings
for those instances that do admit such clusterings, which is often the experience for more prac-
tical instances. Our result shows a surprising hardness for the £-medians and k-means problem.

Theorem 1.5.4 (Approximability). The explainable k-medians and k-means problems are hard
to approximate better than (1/2 — o(1)) In k, unless P = NP.

These results show that we cannot approximate k£-medians much better than its price of explain-
ability (unless P = NP); the approximability for k-means remains tantalizingly open.

6.1.1 Outline and Technical Overview

Upper bounding the performance of the Random Thresholds algorithm. Our main result
is the tight analysis (up to lower order terms) of the price of explainability for k-medians. The
upper bound of 1 + Hy_; = (1 + o(1))Ink is given by a tight analysis of the natural Random
Thresholds algorithm. We now sketch the main ingredients of this analysis. We start with two
easy but useful observations: (i) by linearity of expectations, it is sufficient to bound the expected
cost of a single point, and (ii) by translation, this point can be assumed to be the origin. We thus
reduce the problem to that of analyzing the expected distance from the origin to the last remaining
center (i.e., the center in the same leaf of the threshold tree as the origin). We call this process
the Closest Point Process and define it formally in §6.2]

Algorithm has no better guarantee than 1 + H;_;. For this discussion, let us make a simpli-
fying assumption that is not without loss of generality: the k centers are located on separate axes,
so that center ¢ is at e; - d;, with d; < dy < ... < d}, hence the closest center is at a distance
dy. As cuts are selected uniformly at random, the first cut removes some center ¢; with probabil-
ity 41/5;4;. Conditioned on that, the second cut removes center i with probability 42/, d;,
and so on. In other words, at each step, a center ¢ is separated from the origin with probability
proportional to its distance d;. For the further special case when dy = d3s = ... = dp = D, the
expected distance to the last remaining center is:

Pr[1 is last center| - d; + (1 — Pr[1 is last center]) D < d; + (1 — Pr[1 is last center]) - D
dq d da
=di + (1 - (1 - (k—l)D-i—l)(l o (k—2)1D+1) o (1 - D+l)) D
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This is an increasing function of D and tends to (1 + Hy_1) - d; when D/d; — oo, which shows
that the Random Thresholds algorithm cannot be better than the conjectured factor of 1 + Hj,_
(see also §6.5.1]for a formal description).

Inductive argument and reduction to worst-case instances. But can this special setting re-
ally be the worst-case? Perhaps surprisingly, we prove that this is the case. An inductive argu-
ment can help remove the assumption that ds = d3 = ... = dj: Since (1 + Hy_1) - d; is the right
answer for £ < 2, we can try to proceed inductively on the number of centers to analyze

k

Z Prlfirst cut removes center ] - E[expected cost of process with centers [k] \ {i}].
i=1

Since each sub-instance in the sum has £ — 1 centers, we can use the induction hypothesis to
bound every term except ¢ = 1 in the sum by (1 + Hjy_») - d;. To bound the cost of the instance
with centers [k] \ {1}, we could proceed based on the following natural observation: the farther
away a center is, the smaller probability it has to be the last remaining center, since it is more
likely to be cut/removed at each step). This would mean that the expected cost of the process
with centers [k] \ {1} is at most 2+%+-Fd - And substituting, we get that the expected distance
to the last center is at most

do+ds+...+d
k—1

Prifirst cut removes center 1]- +(1 — Prf[first cut removes center 1]) (1+Hy_2)-d; ,

which is at most (1 + Hy_1) - d; using that Prlfirst cut removes center 1| = m.

Several research groups found the above inductive proof for the separate-axis special case, and
it was one of the main motivations for the conjectured performance of the Random Thresholds
algorithm. To prove it for the general case, it “only” remains to remove the assumption that
each center is located on a separate axis. This assumption, however, turns out to be highly
non-trivial to overcome. One indication of this difficulty is that, in the general case, there are
arbitrary correlations between centers: whether center ¢ is removed impacts the probability that j
is removed. This causes most natural monotonicity conditions not to hold anymore. For example,
when centers are arbitrarily located, a far center can be more likely to be the last one than a closer
one. We overcome these difficulties in a technical proof that manages to show that the worst-case
is as above. In this proof, we write the points as a conic combination of cuts, view the cost as a
function of this embedding, and naturally try to bound its derivative. This is where the technical
challenges appear: since the derivative is also not “well-behaved” we define a better-behaved
upper bound called the “pseudo-derivative”, and show that this pseudo-derivative is maximized
when all points are at the same distance D from the origin (even when they are not along separate
axes). We then bound the pseudo-derivative for the non-separate-axis uniform case. This is the
technically most challenging part of the chapter, and we present it in §6.5]

A Simpler proof via Competing Exponential Clocks. Interestingly, we can present not just
one but two proofs of the correct (1+0(1)) In k£ bound: we give an alternative simpler proof which
takes the viewpoint of competing exponential clocks (previously used, e.g., for the multiway cut
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problem [38, |88, [173]]). In the separate-axis case, it boils down to sampling an exponential
random variable Z; with rate d; for each center 7. Two well-known properties of the exponential
distribution are that (i) the probability that i “rings first” is proportional to its rate, i.e., Pr[Z; <
min;,; Z;] = d;/ y_; d; and that (i) the distribution is memoryless Pr[Z; > s +1 | Z; > t] =
Pr[Z; > s]. This implies that taking cuts in the order of the random variables {Z; };cjx) (until
one center remains) is identical to the Closest Point Process. We now analyze the competing
exponential clocks as follows. For a center i € [k] with i > 2, let (); be the probability that ¢
is the last center among the faraway centers [k \ {1}. Conditioning on this, i is the last center
and we pay a distance of d; instead of d; if Z; < Z;. Now for the probability of Z; < Z; to be
maximized, Z; should be as large as possible in the event when i is last among [k] \ {1}. So we
can upper bound the contribution of center ¢ by considering the upper quantile of the exponential
distribution of Z; with total probability mass ();. Now standard calculations show that the total
contribution of center i to the cost is d; (Q; — @Q; In(Q;)). We thus get the upper bound

k

\d/l/ +dy Z (Qi — Qiln(Q:)) = di(2 + In(k — 1)),

contribution of close center 1 i=2 _

Vv
contribution of far centers

where used that the entropy Zf:z —Q; In(Q;) is at most In(k—1). What is particularly nice about
this viewpoint is that the analysis does not use the assumption of centers being on separate axes.
Indeed, we can define exponential random variables for each cut (as we did in our first proof),
and the whole machinery goes through. A small complication arises due to cuts that separate
the closest center 1 along with other points from the origin, but we can give a less precise but
still tight (up to lower order terms) bound. Apart from achieving the factor (1 + o(1))Ink,
the arguments are also arguably cleaner and easier than even the prior non-tight analyses of the
Random Thresholds algorithm. We present these arguments in §6.2]

Lower-Bounding the Price of Explainability. Recall that the Q2(In k) on the price of explain-
ability for £-medians [62] is based on the following idea

1. Select k centers uniformly at random from a hypercube {0, 1}¢, and
2. Add a 1-ball around each center with d points, one per dimension, giving dk points..

The optimal unconstrained clustering has cost dk, so how expensive is the best explainable clus-
tering? Any pair of centers expect to differ in ¢/2 coordinates, and so by concentration, their
distance =~ d/2 whp. Furthermore, in a sub-instance with &’ centers, any cut separates &’ points
from their closest center, and these incur cost & d/2. As the threshold tree has a height of at least
log, k, the total cost of any explainable clustering can now be seen to be at least ~ (dk/2) log, k.
While asymptotically tight, the above symmetric construction does not lead to stronger lower
bounds than %log2 k. We instead use an asymmetric construction to achieve our tight lower
bound of (1 — o(1)) In k, and it gives us hardness of approximability too!

1. Place a special center at the origin, and take a 1-ball around it giving d points.
2. The remaining centers are located at the characteristic vectors of some carefully chosen

subsets of {1,...,d}, and
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3. Finally, add many points colocated with the centers which force any good threshold tree to
have one leaf per center.

Now the only way to separate a center from the origin is to employ a threshold cut along a
dimension, which corresponds to an element in the set corresponding to that center. Our threshold
cuts must thus form a hitting set of the set system corresponding to the non-special centers.
Furthermore, the number of points separated from their closest center is equal to the size of
this hitting set. This tight connection allows us to apply the known results for the hitting set
problem, and we get a (1 — o(1)) In k lower bound on the price of explainability for k-medians.
In addition, the connection together with Feige’s landmark paper [74] implies our hardness of
approximation results. (Interestingly enough, [18] give a very similar construction, but with
different parameters, which only gives them NP-hardness.) We remark that the hardness result for
k-means follows from that of £-medians since all points and centers are located on the hypercube,
and thus the /;-distances equal the squared ¢5-distances. We present the reduction from hitting
set and its implications in §6.3]

Improvements for k-means. Our final result is an O(kInln k) price of explainability for &-
means. We observe that there are two ways to achieve the weaker O(kIn k) bound. The first
transforms the k-means instance into k-medians, but this distorts distances by at most k£ using
the Cauchy-Schwarz inequality; then we lose another O(In k) using our analyses above. Another
follows the approach of (73], of finding cuts that have a good cost-to-balance ratio. Both these
approaches are tight, but we show that they cannot be tight at the same time! lL.e., if we lose a
factor of (2(k) due to Cauchy-Schwarz, then the cuts partition the instance into parts that are a
constant factor smaller, and the loss becomes a geometric sum that sums to O(k). A quantitative
version of this trade-off gives our result; the details appear in §6.4]

Outline. We present the simpler exponential clocks-based proof for k-medians in §6.2] fol-
lowed by the matching hardness in The result for k-means is in followed by the tight
1 4 Hj,_; bound for k-medians in

6.1.2 Further Related Work

We now discuss some of the related results beyond those mentioned above. Some works consider
the effect of the dimension d of the price of explainability. Laber and Murtinho [121] showed
an O(dIn k) price of explainability for k-medians, which was improved by Esfandiari et al. [73]
to O(min{dIn*d,InkInlnk}). Charikar and Hu [45] showed that the price of explainability
is at most k'~2/?poly log k for k-means, and a lower bound tight up to poly-logarithmic terms.
Esfandiari et al. [73]] also gave a lower bound of 2(d) for k-medians. Frost et al. [81] posed the
question of getting better guarantees using more than k clusters; Makarychev and Shan [134]]
showed how to open (1 -+ &)k centers and get a guarantee of O(1/s - In® k In In k) for k-means.

The algorithmic problem has received much less attention. Bandyapadhyay et al. [18] gave
algorithms that find the best k-medians and k-means clusterings in time n%¢ - (dn)°™). They also
showed NP-hardness, and WW[2]-hardness of finding the best explainable clustering; interestingly,
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their hardness construction is also based on the hitting set problem and is very similar to ours,
but they use a different setting of parameters and hence only infer an NP-hardness. Laber [120]]
gave an APX-hardness based on a reduction from finding vertex covers in triangle-free graphs.
Our result showing a logarithmic hardness essentially settles the question for k-medians.

Both the k-medians and k-means problems have been studied extensively in the unconstrained
setting (i.e., without the explainability requirement), both for geometric spaces (see, e.g., [34,
56, 57, 180]) and general metric spaces (see, e.g., [39,158]]). The techniques and algorithms for
those settings seem orthogonal to those used for our problems.

6.1.3 Preliminaries and Notation

Given points X = {x!,..., "} C RY a clustering C of X is a partition of X into clusters
{C',...,C*}. Bach cluster C" is assigned a center p’ (giving distinct centersU = {p', ..., u*} C
R?). Let () be the center u/ € U corresponding to the cluster CV containing x, and define the
g-norm cost of a clustering C with centers I/ as

cost, Z |z — ()| (6.1)

xeX

The k-medians and k-means costs of a clustering are simply the minimum values for the param-
eters ¢ = 1 and 2, minimized over all possible centers Uf.

Threshold Cuts and Trees. We call a hyperplane of the form x; < 6 a threshold cut, and represent
it as (i,0). A threshold tree T is a binary tree with each non-leaf node u corresponding to a
threshold cut (i,,#,). Define B, C R? as the region corresponding to node u € T, where
B, := R for r being the root of T; if nodes I(u) and r(u) are the left and right children of node
u, then

Bl(u) =B, N {ZB | T, < Qu} and Br(u) =B, N {m | T, > Qu}

Explainable Clusterings. Given points X and a threshold tree 7', the clustering Cr of X explain-
able by the threshold tree 1" is the partition of X induced by the regions corresponding to leaves
in T', i.e., each leaf ¢ of T" generates a cluster C* := X N By of Cy. A clustering C of X is said to
be an explainable clustering if there exists a threshold tree T such that C = Cr.

For a set of centers U/, a threshold tree T' separates U if each of the regions corresponding to
leaves in T contains exactly one center in /. Let 1i* denote the unique center in the singleton set
U N B, for leaf ¢ in T'. For any set of points X, centers I/, and a threshold tree 7" that separates
U, each leaf in T corresponds to a cluster C in the clustering C7, and also to a center ‘. Such a
tree induces an assignment 7 : X — U from points to centers. With this, we can define

cost, (T') = costy(mr,U Z | — 7r(x)|2. (6.2)

xreX
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6.2 Explainable £-medians via Exponential Clocks

We now give a bound of (1 + o(1)) Ink on the price of explainability for k-medians. This is
slightly weaker than the bound of 1 + Hy_; ~ Ink + O(1) promised in Theorem but the
proof is simpler and more illuminating. (We give the proof of the tight bound in §6.5])

6.2.1 The Random Threshold Algorithm and the Closest Point Process

Let us first formalize the Random Thresholds algorithm: given a reference clustering for point
set X which opens centers ¢/ and maps the data points to centers using 7 : X — U, we construct
a threshold tree 7" randomly as follows. For simplicity, let X C [a, b]d for some a,b € R. We
start with the trivial threshold tree with the root corresponding to all of R?. Now while the leaves
of T' do not give us a separating partition for ¢/, we pick a dimension 7 € [d] and a value 0 € [a, }]
independently and uniformly at random. For each leaf u of 7', if this threshold cut separates at
least one pair of centers which share the region 5, partition the leaf using the threshold cut. It
is easy to see that as long as all the centers in U/ are distinct, this process outputs a threshold tree
that separates ¢/. The main question is: what is the cost of the resulting explainable clustering
Cr, in expectation?

Since the algorithm does not depend on the data points X', and it is invariant under translations
and scaling, we can use linearity of expectations and focus on the following simpler problem:

Definition 6.2.1 (Closest Point Process). Given a set of k points U C RY, let p* := arg minyers ||pl)1
be the point in U closest to the origin. Assume ||p*||; = 1. Run the Random Thresholds algo-
rithm to create a random threshold tree 7' that separates this point set /. Consider leaf node

u € T whose corresponding region B, C R? contains the origin, and let p be the unique point
of U in this region B,,. Define

fU) =E[[pl ] (6.3)
Finally, define o(k) := maxy, = f(U).

Lemma 6.2.2 (Focus on Closest Point). Given a reference clustering m : X — U, the expected
cost of the explainable clustering produced by the Random Thresholds algorithm is

Elcost(mr,U)] < a(|U|) - cost(m,U) .
Therefore, the price of explainability is at most o(k).
Given this reduction (which we prove in Section [6.8.1]), the main result of this section is:

Theorem 6.2.3 (Exponential Clocks). For any set U with k points, f(U) < (14 o(1)) In k.

6.2.2 The Exponential Clocks Viewpoint: the Last Point

We now focus on bounding the value f(U) for any point set U € RY. We first impose some
structure, just for the sake of analysis. Since ¢; metrics can be written as a non-negative sum of
cut metrics (see, e.g., [68]]), again using the data-obliviousness and translation-invariance of the
algorithm we can assume the following without loss of generality (see Section [6.8.1).
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[S—

. there are d = 2* dimensions (one for each subset S C U of the points), and
2. the instance is specified by non-negative values {zg }scy such that for each point p € U,
it lies at location

ps = z2sl(p € 9).
Hence the distance of a point p is [|p[l; = > 5 251(p € S) = D _g.pc5 %5
Given this structure and the focus on f(U), we need to analyze the following process:

The Last Point Process. Start with some set V' C U, and empty sequence S < ().
At each step, pick a set S ¢ S with probability <==— and add it to the end of S.

> rgs AT

If [V\S|#0,set V< V\S. When all remaining sets S ¢ S have zg = 0, stop
and output the current V', a singleton set we call Vi,

An inductive argument shows that if we start with V' = U, the final set Vj,, has the same
distribution as the set of points in the region containing the origin in the Random Thresholds
algorithm. Specifically, the first cut is taken with probability ZTZSS = and the process inductively
proceeds; the process is thus identical to the Closest Point Process, and so Vj,, contains a single

point p € U when the process stops with f(U) = E[||p||1].

To analyze this, we change the perspective slightly further, and recast the process in terms of
“exponential clocks”. Define independent exponential random variables Xg ~ exp(zg) for each
set S C 2Y such that zg > 0. Since exponential random variables {Y; ~ exp(r;)} have the
memorylessness property, and the property that Pr[Y; = min;{Y;}] = Zr .-, we see the sets in
the same order S as in the last-center process above. Moreover, this order depends only on the

set U, and is independent of the starting set V' C U.

Now consider the Last Point Process starting with different sets V' C U (and not just the entire
point set U): naturally, the identity of the final point p changes. However, it turns out we can
make the following claim. Define the event point p € U is last in V' if starting with the set V'
results in Vi, = {p}. It turns out that being last in this process has a nice “monotone” property.
(We defer the proof to Section [6.8.1])

Lemma 6.2.4 (Monotonicity). For any sets T,V such that T C 'V, and any pointp € V \ T, we
have

“pislastin V” = “pislastin V\T".

6.2.3 Bounding the Expected Cost

By the definition of our process, we know that

fW)=>"lpli-PrlpislastinU] <y + Y |plli-Pr[pislastinU]  (6.4)

peU pillplli>y

for any 7. (We choose v > 1, which ensures that p # p*.) We now bound as follows.
Observe that whenever p is last in U, the following is true. There must exist a cut 7" that removes
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the closest point p* before any cut removes p, i.e., p* € T, p ¢ T. This implies X7 < X for
all sets S such that p € S, p* ¢ S, which can be written as

Xr < Xp, where Xp, ;=  min  Xg.
S:peS,p*¢S

Second, by the Monotonicity Lemma [6.2.4] we have that p is last in U implies that p is last in
U\T. Defining Fp, := {T" | p* € T, p ¢ T'} to be all those cuts that could remove p* before p,
therefore yields the upper bound

fU)<~+ Z |pll1 - Pr[3T € Fp such that Xy < Xp/\pis last in U\T]|

pllpli>
<v+ > lpli Y Pr[Xr < X, \pislastin U\T]. (union bound)
plpll1>y TeFp

We upper bound the contribution of a fixed point p to the above expression. By the law of total
probability, Pr[ X < X, A pis lastin U\T] equals

/ Pr(Xp <t A\ pislastin U\T | X, = t] fx, (t)dt, (6.5)
where fx (t) denotes the probability density function of X,,. The event X, < ¢ is independent
from the event “p is last in U\ 7" because, 1" does not cut any points in U\ 7" and hence the value
of X7 is irrelevant to the process restricted to points in U'\7". We also know that X' and X, are
independent. These observations can be used to rewrite the above expression as

/OO Pr[Xp <t]-Prlpislastin U\T | X, = t] fx, (t)dt. (6.6)

[e.9]

As Pr[Xr < t]is an increasing function of ¢, the above expression is maximized if the probability
mass of the event “pis lastin U\7"” is on large values of ¢. Formally, if we select 7 to be threshold
so that

/00 Pr[pislastin U\T | X, = t] fx, (t)dt = /

—00 —00

then (6.6)) is upper bounded by

[e.e]

e rlf = [ fo0d ©)

/Oo PI'[XT S t]pr (t)dt . (68)

To understand this expression, recall that X, is an exponential random variable with rate zp.
Further, the random variable X, is the minimum of exponentials, and hence is itself exponentially
distributed with rate £(p) = > g cq g5 ?s- In other words, Pr[Xy < t] = 1 — 77" and
fx,(t) = {(p)e @ for t > 0. This gives us that the choice of 7 that satisfies the identity
is

r—_ In QT(p)
{(p)

, where Q7 (p) is the probability that p is last in U\ 7.
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The integral can be upper-bounded by standard calculations:
/ Pr[Xp < 1] fx, (t)dt = / (1—e™") - 4(p) - e Pt

14
= QT(p) — le*(z(m+2ﬂ'7’

< Qulp) (1 g2 (14 iR
P

U(p) + 2r
Substituting in this upper bound, we have

U)<vy+ Y el Y Qr(p)-2r <%§2§@)

piplli>y TeFp

<7y+ Z el Z Qr(p) - zr (1 —InQr(p)),

pllpl > el =1 L7,

where we use that /(p) + 27 > ||p|l1 — 1. Indeed ¢(p) = ZS:peS,p*€S zs > |Iplh = |lp*|l1 =
lp|ls — 1. Using the fact that #/—1 is a decreasing function and then replacing the summation
overall p : ||p||1 > v to all p # p*, and exchanging the summations gives

<’Y+—ZZT > Qr(p)(1—1nQr(p)).
v T>p* peU\T
Observe that for any cut 7', we have ZpeU\T Qr(p) = 1, and the sum is over at most & — 1
points. As the entropy >\ @r(P)(—InQr(p)) of [U\NT| < k — 1 outcomes is at most
In(k — 1), the inner sum is at most 1 + In(k — 1). Finally, using that 3 S, . 27 = [|p*[|; = 1, we
get

FU) <y + %(1 FIn(k—1) <In(k—1)+2/1+In(k — 1) +2

by optimizing over +y. This proves Theorem[6.2.3] and gives us an asymptotically optimal bound
on the price of explainability. In the next section we show that the bound is, in fact, tight up to
lower-order terms.

6.3 Lower Bounds on the Price of Explainability

In this section, we prove a tight lower bound on the price of explainability (up to lower order
terms), and a lower bound on the approximability of explainable clustering. Both results are
obtained via a reduction from the classic hitting set problem: given a set system ([d], S), where
[d] = {1,...,d} denotes the ground set and S = {51, S,..., Sk} is a family of & subsets of
[d], the task is to find the smallest subset H C [d] that hits every subset in S, i.e., H N S; # ()
for all S; € S. We further say that a hitting set instance ([d], S) is s-uniform if all subsets of S
are of the same size s. We now first present the reduction from s-uniform hitting set instances to
explainable clustering, and we then analyze its implications.
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Reducing hitting set to explainable clustering. Given an s-uniform hitting set instance ([d], S =
{S1,Ss,...,S}), define the following data set X in {0, 1} and reference solution I

1. The reference clustering has k + 1 centers U := {po, p1, - - . , pox }» Where p is at the origin,
and each other p; € {0, 1} is the characteristic vector of the set S;.

2. The data set X consists of one point at each of the locations {e; };c[4, and M = poly(d, k) >
max{d, k} “colocated” points at each of the k + 1 locations in U, giving |X| = d + M -
(k+1).

The cost of this reference clustering / with k+1 centers is at most d, since all the d non-colocated
points can be assigned to the center py. We proceed to analyze the cost of an optimal explainable
clustering with k + 1 centers.

Lemma 6.3.1. Let h be the size of an optimal solution to the hitting set instance ([d], S) and let
OPT be the cost of an optimal (k + 1)-median explainable clustering of the data set X. Then

d+h(s—2—-0(1)) <OPT <d+ h(s—2).
Moreover, the same bounds hold for the optimal (k + 1)-means explainable clustering.

Proof. We present the proof for (k+1)-median and then observe that all the distance calculations
also hold for (k+1)-means since all the points of X" have binary coordinates and, as we will show,
the centers will be (arbitrarily close) to such coordinates as well. Note that [|[p —q||; = ||p —q]|3
if p,q € {0, 1}%. We now proceed with the analysis for (k + 1)-median.

The M points colocated with each of the reference centers u; ensure that the best explainable
clustering separates each of the centers u;. Separating a center p; from g using a threshold cut
means choosing some dimension j € S; and a value 6 € (0, 1), which in turn also separates the
data point e; from p. Since M > k, the center for the final cluster containing e; is located at
some location very close the reference center in it, and hence this data point now incurs cost s —
(14 0(1))) instead of 1. Here we used the fact that each set has size s and the term o(1) accounts
for the potential small difference in the locations of the centers in the explainable clustering
compared to those in the reference clustering. The above observations imply that

* the collection of threshold cuts that separate p from other centers must form a hitting set
for the set system ([k], S); and

* if this hitting set has size h’, the cost of the explainable clustering is at least h'(s — (1 +
o1))+ (d—=n)=d+N(s—2—0(1)).

We thus have OPT > d + h(s — 2 — o(1)) since h is the smallest size of a hitting set.

For the upper bound OPT < d+h(s—2),let H = {iy,1s,...,ix} C [d] be an optimal hitting set
of size h. Starting with the reference clustering I/, build a threshold tree by adding the threshold
cuts along dimensions iy, is, . . ., 75, with thresholds 1/2. Specifically, the cut along dimension
11 1s at the root of the tree and the remaining cuts are recursively added to the subinstance that
contain the reference center p,. After adding these cuts we have separated p, from all other
centers, since [ is a hitting set. Furthermore, the only points in X that are separated from their
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closest center in U{ are e;,, e;,,...,e;,. Note that the tree may still contain centers p;, pt; with
1,7 > 1 that are yet not separated. But they can be separated without incurring any additional
cost since, in their subinstance, all points of X are colocated with the centers (or have already
been separated from their closest center ug). Hence, we can build a threshold tree that has one
leaf per center in ¢/ and the only points of X" that are separated from their closest center are
€, ¢€i,, .., ¢€; . Bach of these separated points e;, has cost at most s — 1 instead of 1 since the
hitting set instance was s-uniform and the final center p, that e;; is assigned to correspond to a
set S, that contains i;, and so ||e;; — p,|[1 = s — 1. Hence, the total cost of the clustering is at
most h - (s — 1) +d — h = d + h(s — 2), which completes the proof of the lemma. O

Having described our reduction, we now proceed to its implications.

Price of explainability for k-median. As aforementioned, the cost of the reference clustering
U is at most d. Furthermore, Lemma says that the optimal (k + 1)-median explainable
clustering costs at least h(s—2—o0(1))+d, where h is the size of an optimal hitting set of ([d], S).
It thus suffices to construct a set system S having large h(s — 2 — o(1)) ~ hs. For example,
letting d = |S| = k and defining S based on the Hadamard code would give us s = k/2 and
a hitting set of size log, k, and hence a lower bound of ~ %log2 k. A better guarantee follows
using a probabilistic construction (selecting uniformly at random sets), whose proof we defer to
the appendix.

Lemma 6.3.2 (Hitting Set Lemma). For large enough k, there exist set systems (|k],S) with k
sets of size s each, such that the minimum hitting set satisfies h(s—2—o(1))/k > Ink—O(InIn k).

Combining the above lemma with our reduction shows that the price of explainability is at least
(1 —o(1)) In k, giving the proof of Theorem

Theorem 1.5.2 (Lower Bound for k-medians). There exist instances of k-medians for which any
explainable clustering has cost at least (1 — o(1)) In k times the cost of the optimal k-medians
clustering.

Hardness of approximation Our reduction from the hitting set problem to explainable clus-
tering immediately leads to a hardness result as well. Feige, in his landmark paper [74]], proved
that it is hard to distinguish whether an s-uniform hitting set instance ([d], S)[]

* (yes case:) has a hitting set of d/s elements; or
* (no case:) any hitting set has size at least (1 — o(1)) In(k) - d/s, where k = |S|.

2We remark that the result in [[74] is stated in the terminology of set cover. The instances constructed there has
a ground set of size n and a family of m subsets. Furthermore, they can be assumed to be regular: each element is
contained in s subsets and each subset is of size £. Now in the yes case, there is a set cover so that each element is
covered by exactly one set. By the regularity, this implies that the set cover has size n/¢ = m/s in the yes case.
Here we used that n - s = m - £. In the no case however, any set cover is at least a factor (1 — 0(1)) Inn larger. Now
in the terminology of hitting set, this is an hitting set instance with d = m elements and a family S of £ = n many
sets, each of size s, with the stated yes case and no case.
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Here, “hard” means that there is no polynomial-time algorithm can distinguish between these two
cases unless P = NP; it was under the stronger assumption in Feige’s original paper [74] and
then subsequently improved to hold under the weakest possible assumption P # N P [69, [142].

Our reduction runs in polynomial time so the above hardness together with Lemma|[6.3.T|implies
the following. Assuming P # N P, there is no polynomial-time algorithm that, given a data set
X C RY, distinguishes whether

* (ves case:) there is an explainable clustering with k£ + 1 clusters of cost at most 2d; or
* (no case:) any such clustering has cost at least (1 — o(1)) In(k)d.

As any approximation algorithm with better guarantee than (/2 — o(1)) In(k) would allow us to
distinguish between the two cases, we have the following hardness of approximation result for
explainable clustering.

Theorem 1.5.4 (Approximability). The explainable k-medians and k-means problems are hard
to approximate better than (1/2 — o(1)) In k, unless P = NP.

The above hardness result settles the approximability of explainable k-medians up to small con-
stants: it is the same as its price of explainability! For k-means, the situation is different. Our
hardness of approximation result is far from the lower bound €2(k) on its price of explainability.
We conjecture that there is no such hardness result matching 2(k) and, in contrast to k-medians,
that there are significantly better approximation algorithms for explainable k-means than its price
of explainability.

6.4 Explainable k-means clustering

We now prove our improved bound on the price of explainability of the £-means problem, which
improves on the previous bound of O(k In k). Our main result is the following:

Theorem 6.4.1. Given a data set X and a base clustering with centers U and map m, we can
output a random threshold tree T' separating U such that

E[coste(T)] < O(klnlnk) - costy(m, U).

At a high level, the approach is similar to that for £-medians: we give an algorithm to separate a
given set of centers, but since we are dealing with squared Euclidean distances, we choose cuts
from a non-uniform distribution over dimensions and coordinate values. However, since a single
cut can increase the cost by a factor of {2(k) we have to be careful not to lose another factor of
Q(In k) due to the recursion. Here we use a win-win analysis: we define a quantity called the
stretch of a pair of points and argue that the loss due to a single cut is just the stretch: moreover,
we show that if stretch is large, the recursive problems are relatively balanced and the loss in the
recursion is a geometric sum, adding up to ~ O(k). On the other hand, if the stretch is low, we
lose less-than-the-worst-case in each round (although we now need to take a collection of “bulk”
cuts).
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6.4.1 The Closest Point Process Again

Recall that we proved the performance of the Random Thresholds algorithm for k-medians by
reducing to the perspective of a single data point and analyzing the expected increase in its cost.
We can also define the closest point process for any ¢, norm and for any algorithm A separating
point sets U that is invariant under translations and scaling, as follows:

Definition 6.4.2 (¢,-Norm Closest Point Process). Given a set of k points U C R, let p* :=
arg min,ers |p||, be the point in U closest to the origin according to the ¢, metric. Assume
lp*|l, = 1. Run the algorithm A to create a random threshold tree 7" that separates this point set
U. Consider leaf node v € T whose corresponding region B,, C R? contains the origin, and let
p be the unique point of U in this region B, . Define

foa(U) =E[[pllF]- (6.9)

Finally, define o, 4(k) := max f, 4(U).

U:|\U|=k
A proof identical to that of Lemma [6.2.2] shows that the price of explainability for ¢,-norm
clustering is at most cy, _4(k). In the rest of this section, we give some terminology and then an
algorithm A which separates the input point set U C R?; we then bound the resulting value of

fq,A(U)-

6.4.2 Terminology

We use similar terminology as in [83]. Given a

set U C R of points, and a dimension i € [d], P
let ¢; := min,cyv; and u; = maxX,cy v; O
be the leftmost and rightmost coordinates of !
points. Given two values =,y € R, let Z;(x, y) :
be the set of consecutive intervals along the - 3
th dimension delimited by the coordinates x 1
and y themselves and the projections of points i
in U that lie between x and y. For example, 1T .4 2 Y 3 1
consider the 2-dimensional point set U shown
in Figure (the same example was given
in [83]). On the horizontal axis, two coor-
dinate values = and y are marked along with
the projections of the points: Z,(x,y) consists of the three consecutive intervals [z, v{], [v], v],
and [v, y].

Figure 6.2: Intervals defined by projections.

By the definition of Z;(x, y), we have |z — y[ = >, jjcz,(0y) [0 — al. Let
Zan := Uigpg {(,[a,b]) | [a,b] € Z;(4;, u;)}
denote the collection of all dimension-interval pairs which are delimited by the projections of the
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points onto the respective dimensions; for brevity, define Z; := Z;(¢;, u;). Define

L2 = Z |b—a\2.

(i»[afb})elall

A key definition is that of the pseudo-distance: for points x, y € R, let
I(a,y) = (J{(i, [a,0]) | [a,0] € Ti(ws, 9:)}-
i€[d]
We then define the pseudo-distance between x and y as
dy(z,y) = Z b —al”.
(i,[a,b]) €Z(w,y)

It follows that ||z — yl|3 > da(x,y) > m [l — ylf5.

We define a distribution D, as follows: first select a dimension—interval pair (i, [a, b]) € Z,; with
probability |b — a|?/ Ly, and then pick 6 € [a, b] randomly such that the p.d.f. is

4 4
Pa7b(0) = m mln(@ —a, b— 0) = m %161[1]1{|9 - Uz|} (610)

Often we refer to the above concepts not for the entire point set U but for some subset V' C U,
in those cases we refer to the partition Z,;(V'), the sum Ly(V), or the distribution Dy(V), etc.
Finally, for subset V' C U of points we define:

(i) Let A(V) := maxg yev ||& — y||* be the squared diameter of point set V.

(ii) Call a pair of points @,y € V far if ||z — y||2 > A(V)/2, and close if ||z — y||3 <
A(V) k2

(iii) Define the stretch of a pair &,y € V to be s4y(V) := ||& — y||3/d2(x, y). Define the
stretch of the set s(V') to be the maximum stretch of any far pairin V.

6.4.3 The Algorithm

The process to construct the threshold tree 7" for k-means is slightly more complex than for k-
medians: as before we start off with the root representing the entire point set R%. Now, given
a node v representing some box B, (giving us a subset U, := U N B,), define the distribution
Dy (v) := Dy(U,). Now consider the stretch s(v) := s(U,) of the set of points.

1. (Solo Cuts) If s(v) > ln‘;f;]' » let p*, ¢* be a pair of far points in U, of stretch s(v), and pick
a threshold cut (i,60) ~ Dy(v), conditioned on separating the pair p*, g*. This partitions

the box B, into two boxes, and recurse on both.

2. (Bulk Cuts) Else if s(v) is smaller than the quantity above. In this case, repeatedly sample
cuts from Dy(v) conditioned on not separating any close pairs of points in U,, until all
pairs of far points in U, are separated. Apply all these cuts in sequence, partitioning B,
into potentially multiple pieces; recurse on each of them.
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The process stops when each leaf of 7' contains a single point from U. For the analysis below,
we consider a compressed threshold tree T" which is a tree with branching at least two: if we
perform a solo cut at node v, we call it a solo node, and it has two children corresponding to
the two parts obtained by this cut. If we perform bulk cuts at node v, it has potentially multiple
children (one for each smaller box obtained by applying these cuts), and we call it a bulk node.

In the following, let S(7”) and B(7") denote the solo and bulk nodes in 7”. For any node v € 7",
let Lo(v) := Lo(U,), and similarly for other parameters defined above.

6.4.4 The Expected Cost Increase

We will bound the cost for the solo cuts and bulk cuts separately. First we give some preliminary
lemmas, then we bound the cost due to bulk cuts, and finally the cost for solo cuts.

Lemma 6.4.3 (Separation Probability). For any subset of points V' C U and a pointp € V,

. . 2|Ipll3
Pr i,0) separates the origin from p| < .

Proof. The probability that a random cut sampled from D4 (V") separates the origin 0 and p is:

Z Z (e —b) / P, (0) - 1[0 is between 0 and p;| df

i€[d) [a bleZ;
L Z > / min(f — a,b — 6) - 1[0 is between 0 and p;] d6 (6.11)
2( d) [a,b]eT;
L2 V Z Z / |0 — p;| - 1[0 is between 0 and p;]d6 (6.12)
zE [a,b]€Z;
_ 2|lpl13
- Lg(V Z/ |0 — p;| - 1[0 is between 0 and p;| df = Zd: L(V)
Equality (6.11) and inequality (6.12)) use the expressions for P, ;(¢) given in (6.10). O

Given a set V, suppose we sample cuts from distribution Dy(V") with an added rejection step
if the cut separates some pair of points in V' whose distance is at most A(V')/k*. Formally, let
R(V)) € Z;u(V) be the subset of intervals which are contained in projections of close centers in
V' onto the coordinate axis. Let

Ly(V) = > b — al®.

(4,[a,b]) €Zan (V)\R(V')

The distribution D/ (V') picks an interval [a, b] in Z};,(V') := Zy(V')\ R(V') with probability (Lb,;(‘;/);

and then a cut is chosen from this interval with the same distribution as P, ;(6).

Proposition 6.4.4. For any subset of points V, we have L,(V') > Ly(V')/2.
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Proof. The sum of squared length of intervals in R(V) is at most the total sum of squared dis-
tance between all pairs of close centers, which is at most

(WD,AW><AGU<wa
2 kT 2k2 — 2k

This implies that L5(V) > Ly(V)(1 — 1/2k) > 5 - Ly(V). O

Lemma 6.4.5 (Expected Number of Cuts). For any node V, the expected number of cuts from

Di(V') until all far pairs in' V' are separated is at most 241n |V'| - s(V') - LAQ((“;)).

Proof. Consider a collection of M := 3In|V] - %‘Lj(v) cuts sampled from D5(V), and con-

sider two “far” points p, g, i.e., such that ||p — q||3 > 2(V)/2. Then, the probability that any one
cut separates the two is at least

| do(p,q) — (5) 5 _ |l — al3 A(V)
Ly (0 0) separates p. q] 2 Lo(V) =SV La(V) T 2R Ly(V)
L AW AW)
A(V)

= 4s(V) - Lo(V)

The last inequality in the above equation follows using s(V') < k and k& > 2. Hence the proba-
bility that the M cuts do not separate some pair at distance at least A(V')/2 can be upper-bound
using a union bound by

(5) (-2 s(éf.vim)M <V (é)(gwi) —HvE

Hence, these M cuts separate all pairs that have squared distance at least A(1") /2 with probabil-
ity at least 1 — 1/|V/| > 1/2. In turn, the expected number of cuts is at most 2M . O

We can now start to bound the cost incurred due to bulk cuts.

Lemma 6.4.6 (Logarithmic Number of Relevant Levels). For any cut (i,0), we have

Z Lioen,) - L{i0)esupp(Dy(v))) < 41nk.
veB(T")

Proof. The bulk nodes in the compressed tree 7" that correspond to the part containing the origin
0 lie on a root-leaf path; call these vy, vs, ..., v, with vy closest to the root. Our algorithm
ensures that A(v;) < A(v;_1)/2. Consider the lowest integer j such that (i, ) belongs to the
support of Dj(v;), and let p, g € U N B,, be the closest pair of points in B, separated by (i, ).
The definition of the probability distribution Dj(v;) ensures that ||p — ¢q||3 > A(v;)/k*. For
j' = j+4Ink+1 we have that A(v;) < A(v;)/k*, and so there are no pairs of points separated
by (4, #)—implying that this cut will no longer be in the support of Ds(v;~) for j” > j'. O
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Lemma 6.4.7 (Cost for Bulk Cuts). The expected cost increase due to bulk cuts is at most O(k) -
" 13-

Proof. Consider a bulk node v in the decision tree created by the algorithm: we generate a
random number of bulk cuts /C, at this node, and each of these can cause an increase in cost. Let
Y; be the following upper bound on the increase in cost due to the ¢™ such cut (4, §):

Yy = A(v) - Lii,0) seps 0] * L{0.p*}CBL]-

Moreover, let N be the number of such cuts, then the total expected cost is E[Y~ , ¥;]. Since the
Y, variables are independent and N is a stopping time, we can use Wald’s equation to infer that
the total expected cost due to these cuts is E[N] - E[Y;]. Taking expectations of the expression for
Y; above (with respect to the distribution D}(v)), and using Lemma|6.4.5]to bound E[N], this is
at most

(o625 ) 800 X Gt [ R0 1 aeom Togricn .

(ila b)) €T, (v) 2

Using Proposition [6.4.4] we know that Lj(v) > Ly(v)/2, so the above expression is at most

b
O(s()In|U,))- > (b—a)’ / Pas(8) - L1(1,6) seps 0,01 - Li{0.p7} ] * L((0.0)esupp(D ()] AO-
(iv[a’b])ezall(v) e

Next, we observe that for any dimension ¢, we have
(b—a)* Pup(0) - Lipren,) < 410 — pj|.

Moreover, for each bulk node we have s(v) In |U,| < |U,|/In|U,|. This in turn is at most &/ In k,
since the function - is monotone and |U,| < k. Substituting both these facts, we get

O(F/mk) - Z/ 10— Di| - Li(5,0) seps 0.p7] * LjoeB,) * Li(i,0)esupp(Dy(v))] 40
Next, we use Lemma [6.4.6]to get:

> Lpen, - Laoeswpnyon < O(nk).

veB(T")

Now summing over all v, we get
03 [ 10 pil- Los)anowry @0 = OCH) - "3
This completes the proof. []

Finally, we turn our attention to solo cuts. For solo node v let p,, g, be the two far nodes such
that their stretch is at least % and define the distribution D} (v) to be the distribution Ds(v)
conditioned on separating this far pair.
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Lemma 6.4.8 (Ratio for Solo Cuts). For any solo node v € T,

E ¢ 9y~ (v)| cOSst increase at node v U,
E(i,.0)~Dy (v | size of smaller child of node v | s(v)

Proof. Lemmal6.4.3|implies that

2l 13

E(i )~ Ds(v)| cost increase | < A(v) - ROR
2\ U

Moreover, the probability of separating p,, g, is at least
d2<pv7qv ’ Uv) > ||p_ q”% > A<U> )
Lo (v) = s(v) - La(v) — 2-5(v) - La(v)
Since the cost increase is non-negative, we get that
20p*l3 2-s(v) - La(v)
Ly(v) A(v)

This bounds the numerator of the desired quantity; for the denominator, we prove the following
claim in Section[6.8.3

E(;,6)~Dy(v)| cost increase | < A(v) - < 4s(v) - ||p*||3. (6.13)

Claim 6.4.9. If for a cut (i, 0), we define H* := {z | x; > 0} and H- = R?\ H*, then

oo o . AE A E D] > s(v) '
oy~ | min ([Uy 0 HT| U, M H ) | > 8(1 1 In(I%//50)))

Using Claim [6.4.9 with (6.13) finishes the proof. O

Lemma 6.4.10 (Cost for Solo Cuts). For any internal solo node v € T, the expected cost
increase due to solo cuts made in the subtree T is at most

32|U,|(1+2Inln |U,)) - Toen, - 9713

Proof. The proof is by induction. The base cases are when node v has |U,| < 3. For v to
be an internal node, |U,| € {2,3}. If it has two nodes, then s(v) = 1 < 3, and hence
u cannot be a solo node. If we have 3 points, then the only solo node in the subtree 7} is
u itself, so it suffices to argue that the expected cost increase due to this solo cut is at most
32|U,|(1 4 2Inln|U,|) - |p*||3. From we know that the expected cost increase is at most

4s(u) - ||p*||3. Now using s(u) < |U,| and |U,| < 3, we obtain the required bound.

Else consider some node v with |U,| > 4, and let x(v) be the set of solo nodes whose closest
solo ancestor is v: it follows that } ¢y [Uw| < [Uy|. Moreover, suppose the random solo cut
(iy,0,) ~ DY(v) partitions U, into parts of size at least o(v), then each |U,| — |U,| > o(v).
Using the induction hypothesis on each w € x(v), the total expected cost increase is at most

E[ cost increase at v | + Z 32U, | (1 +2Inln |Uy|) - Lioen, - [IP*]5- (6.14)

wex(v)
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Since the origin belongs to at most one of the sets 5,,-, the sum contributes at most

32|, (1 + 2 In |0, ) - 97113 < 32(0] — Elo(o)) (1 + 2l [U,]) - [Ip* 3 (6.15)

(The RHS is non-negative, since o(v) < |U,|, so the bound holds even when x(v) = ().) Now
Lemma [6.4.8]implies that the cost at v is at most

Elo(v)] - 32(1 + In(%/sw))) - [[p"]12-

Finally, using that s(v) > |U,|/(In|U,|)? for a solo node, and summing the two terms, completes
the proof. [

We can wrap up: Using Lemmal6.4.7|and Lemma[6.4.10] we know that the expected cost increase
due to all the cuts used to separate the points in U is at most O (k InIn k)-||p*||3. If p is the unique
point in U in the region B, corresponding to the leaf node u such that 0 € B, then the cost is
upper bounded by

11z <2 llp —p*l2+ 2 |12 (6.16)

using the generalized triangle inequality. Taking expectation on both sides of Equation (6.16)
and plugging in ||p*||3 = 1 gives fo(U) < O(kInlnk).

6.5 Tight Bounds for the Random Threshold Algorithm

We now improve the bound of (1 4 o(1)) In k from §6.2.1|to give an exact bound of 1 + Hj_;
for the Random Thresholds algorithm; we first show an example which achieves this bound, and
then give our precise analysis of the algorithm.

6.5.1 A Lower Bound

Consider an instance in R* given by a reference clustering having one “close” center ' = e,
and k — 1 “far” centers pu’ = M e; for each i € {2,...,k}, where scalar M > 1. We consider
a single data point at the origin. (As always, we can imagine there being many points colocated
with each of the centers.) Let the expected assignment cost due to the algorithm for the point at
the origin on an instance with j far points be denoted by g(j). Then we get a recurrence:

— 1 M(k—1)
9k) = s M+ s 9k — 1),

and g(0) = 1. As M — oo, this gives us g(k) — 1 + Hj_1, as claimed. In the next section, we
will prove a matching upper bound of 1 + Hj_;.

6.5.2 Towards a Matching Upper Bound

Our proof for this case is technical, so the reader may want to keep three special cases in mind:
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1. The “axis-aligned” case, inspired by the bad example: the points in U are {p; := d;e;},
where 1 =d; < dy <...<dp,

2. the “orthogonal closest-point” case, where the closest point is ey, and all other points lie
in the orthogonal subspace to it, and

3. the “uniform” case, where all points other than the closest are at the same distance d > 1.

Many of our proofs become simpler in these special cases, and thinking about these cases will
give us crucial intuition.

We start with a set of points U C R, recall that f(U) was defined to be E[||p||1], where P is the
unique point in the box containing the origin in the Random Thresholds algorithm. As in
assume we have a dimension for each cut S C U, and point p € U has value zgl[p € S| > 0 in
this coordinate. Finally defining Cg to be the collection of sets that cross S C U, we get that for
any S C U,

2pecs 78 [(S\ E)

ZE'ECS %E

f(9) = ,and  f({p}) =l (6.17)

Moreover, when > ;.. 2 = 0, the value of f(S) = 0. Let us denote by £(p) := ||pl|; and
Br—1 := 1+ Hy_;. Using Equation (6.17), we think of the function f(U) purely as an algebraic
function of the zg values, and our central goal in this section to prove the following:

Theorem 6.5.1 (Main Goal). For any point p € U, the value f(U) < Si_1 - {(p).

Since the ratio f(U)/{(p) is difficult to argue about, we instead focus on bounding the derivative
8f (U) by (k_1. The following lemma shows that, by integrating along a path from the origin to
the point p, such a bound on the derivative suffices: (a formal proof appears in §6.8.4)

Lemma 6.5.2. For any p € U, lf U) < Br_rforall E C U withp € E, then f(U) <
Br—1 - U(p).

6.5.3 Bounding the Derivative

We start by taking definition (6.17)) and calculating the derivative ( ) for the case |S] > 2:

01(S) _ Lpecs 21 G + 1T €Cs] - (F(S\T) — £(9))

Ozr ZEecs 2B

(6.18)

When |S| = 1,if S = {r}, then f(S) = £(r) by definition, and so af ( ) — ( ) Henceforth, let
us fix a set S C U and some subset 7'. The next lemma (in §6.8.4] follows by direct calculations:

Lemma 6.5.3. The partial derivatives satisfy:
: of(5) _
(l) IfTQS, ﬂ’lel’l%(—)l
y B f(s) _
(ii) If T NS =0, then S =0.
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(iii) We have f(S) > > ps 25

The partial derivative 8f ( ) is not very well-behaved: e.g., it is not guaranteed to be non-negative
(which turns out to make an inductive proof difficult). To address this issue, we define a surrogate
pseudo-derivative operator, and use bounds on this pseudo-derivative to bound the derivative.

Definition 6.5.4 (Pseudo-Derivative). The pseudo-derivative of f(.S) with respect to the variable
zr such that T" crosses S (i.e., T € Cg) is:

5f(5) B > Fecy ?E % + f(S\T) = > pos2m

Ozp > pecs 2F

(6.19)

It is defined tobe 1 if 772 S,and 0if TN S = (.

Observe the differences with (6.18]), which are marked in red: when 7" € Cg, each smaller deriva-
tive term 2 éf ; ) in the numerator of the derivative is naturally replaced with the corresponding
pseudo-derivative term _ﬁ%@ but crucially, the term f(S) is replaced with » ;- ¢ zp. These

are the terms corresponding to the “shift” of the set S—i.e., the cuts that separate all points in S
from the origin—and hence they form a lower bound on f(.S), the expected distance to the clos-
est point in S. This latter change makes the following arguments easier (and indeed, possible),
but still maintains the intuition of the derivative being invariant under translations. In we
prove the following lemma, showing it is indeed an upper bound.

Lemma 6.5.5. The pseudo-derivative is non-negative, and bounds the derivative from above.
Le.,

(29, 0) 1)

2T 82T

Given Lemmal6.5.5| it suffices to upper bound the pseudo-derivative by (31, which we do next.

Theorem 6.5.6. For any S C U and any T # (), we have ¥5) ) < Bis\1)-

Theorem implies our desired bound on the derivative, because |S \ 7| < k — 1 for any
S C U, T # (. To prove Theorem [6.5.6] we first prove it for the special case when all points in
S\ T have the same norm (the uniform case), and then reduce the general case to this uniform
case.

Proof of Theorem the Uniform Case

The main reason that it is easier to prove Theorem|[6.5.6|for the uniform case is because we know
the value of f(S\7T") exactly which will be equal to the norm of all the points in S\ 7". Otherwise,
it is hard to obtain any upper bound to f(S \ T') in the general case. Moreover, we know that

the uniform property holds true for all subsets of S. This enables us to use the upper bound of
9f(S\E)
Oz

Theorem [6.5.6|to derivative terms by Bis\(rur)|-
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Lemma 6.5.7. If all points in S \ T have the same norm, then 2(5) ) < Bis\1-

Proof. The proof is by induction on |S|. If T" ¢ Cg, we know that 8f (S) is either 0 or 1. But

Bis\r) > 1 as B, > 1 for any m > 0 which implies that we are done Hence for |S| = 1, we
know that 7' ¢ Cs and we are done. From now on, we can assume |S| > 2 and T € Cg. So
we use the definition of the pseudo-derivative from (6.19) and use the upper bound of the lemma

8f(5\E)

inductively for the recursive terms to get:

5f(5) ZEECS zp - Bis\eor) + FIS\T) = > pos B

Ozp > pecy AF

(6.20)

t f ( < Bs\1y» it is sufficient to upper bound the RHS of Equation (6.20
by Bis\r|. Simplifying glves the following sufficient condition

fIS\T) < Z zg + Z 25 (Bisvr) — Bis\(rue))) - (6.21)

EDS EeCg

In order to show tha

From here on, we will prove Equation (6.21). Since T € Cg, we know that |S \ 7| > 1. All
points in S\ 7" have the same norm, so we can write

1
f(S\T) = AV rezs;Te(r) (6.22)
1
@ ST SN (6.23)
reS\T E:rekE
[(S\T)NE|
IR At 6.24
ZE: S\ T (024

When E O S, the coefficient of zz in Equation (6.21) is 1. The coefficient of 2z in Equa-
tion (6.24) is also 1 because in this case, S C E and hence |(S \ T) N E| = |S \ T|. Other-

wise, the coefficients of zp in Equation (6.21) and Equation (6.24) are 8s\7 — fs\(ruE) and
((S\T)N E|/|S \ T| respectively. It remains to show
((S\T) N E|

S\ T] < Bis\r| — Bis\(ruE)|- (6.25)

We can justify Equation lb because the left hand side is sum of | (S \ 7") N E| copies of == ISvEl S\T|

whereas the right hand side is the sum of |(S \ 7) N E| terms, the smallest of them equal to

1
IS\T|" O

Corollary 6.5.8. If T € Cs and |S \ T| = 1, we have ° S> < B =2

Proof. Follows from Lemma because when there is only one point in S \ 7', we can say
that all points in S \ 7" have the same norm. [
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6.5.4 Proof of Theorem [6.5.6; Reducing to the Uniform Case

The case for points in U\ T have different norms is the technical heart of the proof. In this case,

we “lift” the points in such a way that the value of the pseudo-derivative 857(5) is monotonically

T
increasing, thereby reducing to the uniform case of Section To begin, we give a few
supporting lemmas.

Supporting lemmas

Observation 6.5.9. max(¢(b)) > f(S) > min(¢(a))

besS a€sS

Proof. The proof follows from the fact that f() is an expectation of norms of points in S. [

Let us denote S\{p} simply as S — p.

Observation 6.5.10. For any point p € S such that |S| > 2, if £ € Cg and £ ¢ Cg_,, then
E N Sis equal to either {p} or S — p.

Observation 6.5.11. Let A = > 7" | w;-v;/ > 7 w; be a weighted average of mitems 4, ..., ¢,
with values vy, . . ., v,, weighted by respective weights wq, . . . , w,,. Adding any number m’ —m
items of value A (with any weights) does not change the weighted average. I.e., the new weighted
average is

!
D Wi D wy e A
!
Z;‘nzl w; + Z;n:mﬂ Wj

Observation [6.5.11]is simple but powerful.

A = =A

Lemma 6.5.12. Let p be a point in S having the minimum ¢, norm. If S — p # (), then
f(S=p) = f(5) = f({p}) (6.26)

Proof. The lower bound follows from Observation Let us prove the upper bound by induc-
tion in |S|. If | S| = 2, then f(S — p) is the norm of the maximum norm point in S which is more

than f(.S) by Observation [6.5.10} If |S| > 3, then |S — p| > 2 so we will use Equation (6.17) to
expand both f(S) and f(S — p) as

 rees 20 F(S ~PI\E)

_ ZEGCS <E " f(S\E)

f(5—p) , f(9) (6.27)
> pecs_, 2E 2 pecs 7B
Using Observation [6.5.11]and Observation [6.5.10} we can re-write f(S — p) as
2 (S —p\E) 4+ 2zipy - f(S—D)+ 25 p- f(S—Dp
(5 - p) = Yopecs_, 2 f(( NE) + 25y - )+ 25p - f( )' 6.28)

EEGCS %E

In the numerators of f(S — p) and f(S), the coefficient of zx in f(S — p) is more than that of
f(S) either by induction on |S| (S < S\FE) or using the fact that f(S — p) > f({p}) from
Observation O
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From now, many other lemmas will have their proofs very similar to that of Lemma
where we compare the function values of two different sets by expanding the functions and using
Observation [6.5.11] to normalize the denominators and then use induction and other arguments
to conclude.

The lifting operation

Now let us define the lift operation. For a set S’ = {py,...,prw} C U, consider the following
trajectory for the z vector

2n(t) = {ZE” E={phpes (6.29)

2B otherwise .

Given this trajectory for the embedding, we are interested in how this changes the function value.

Let us define
af(S) _ dfi(S)

PR T
Lemma 6.5.13. Let S’ be a subset of U. Then,
LIfSns =048 =
2. IfIS|=1,8C s, U8 =1,
3. If1S] = 2,
O(S) _ Lpecs 7 557 + Lpiesns ((S — {pi}) — £(9)
= : (6.30)
85’ ZEECS ZE
Moreover, if points in S' N S if any, have the least norm out of points in S, then 8(!;;?1) > 0.

Proof. Since f(.S) is purely a function of points in S, and hence only depends on variables zg
such that p € E for some p € S. But the only variables that change with ¢ are z(,y,p’ € 5.
Since S’ N S = (), we can conclude statement [I] When S = {p} and p € ', f,(S) = l:(p).
Since zypy is the only variable that is changing and ¢(p) contains this, we can conclude statement
Once we know that |.S| = 2, using Equation 1} and applying the =%; operator on both sides
gives

85’

0(5) _ Trec (2“5 + 5 SO\B)  p(5) 0%,
s > pecy AE > pecs ZF a5’

Using the fact that the only variables that are changing with ¢ are z(,) for p € S’ in Equa-

tion gives Equation (6.30). Let us argue that 8£g‘,g) > 0 when points in S N S’ have the
least norm of points in S using induction on |S|. For |S| = 1, using statement [2] or statement
we are done. Otherwise, using Equation (6.30), we have that the recursive derivative terms

/ é%\E) in the numerator of Equation are non-negative by inductive hypothesis. From
Lemma [6.5.12] we know that f(S — pl) f(S) > 0 for every p; € SN S". Combining both

these observations, we can conclude statement[3]and hence the lemma. ]

(6.31)
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Lemma 6.5.14. [f S’ is the set of points in U\T of minimum norm, then

0 (0f(9)) o 0
08’ éZT -
9f(S) -

Proof. The proof is by induction on |S|. If T ¢ Cg, this is trivially true because B
0 or 1. So for |S| = 1, we are done. Otherwise, we have |S| > 2 and T' € Cg. Recall from

Equation (6.19) that

Of(S)  Lmees 7w L+ FS\T) = Ypos 2

is either

éZT B ZEECS 22
Applying the operator a 5 on both sides gives
a (Of(S\E Af(S\T of df(s
> pecs 2B 55 ( éz; )> + ((95> = W (ZEDS IEDY peS'NS ( éZTp) - 3,§T)>

ZEECS ~E
Since |S| > 2, the term 5%; (3 ;g 2) is zero. Using this, what remains is

o (Of(S\E Of(S\T) of(S— of(s
ZEGCSZE'W< (A\)>+ ¢(95§ +Zp€5’ﬂ$”< op) A())

Oz BZT Oz
ZEECS 2

This means, it is sufficient to show that when T" € Cg,

f(S\T) , 3 (éf@ -P) 3{(S)> > 0. (6.32)

as' aZT 8ZT

pesns’

Because, the recursive derivatives a%' (% are at least zero by induction on |S|. The proof
T

of Equation (6.32)) is now given in Lemma

Lemma 6.5.15. Let S’ = {p1,...,pw} be the set of points in U\T of minimum norm. For
T e Cs,

Of (S\T Of (S — Of(S
O\D), 5 ( /(S —p) O >> 0

pesns’ Oz Oz
Proof. The proof is by induction on |S|. Let us work out boundary cases first. If SN S =
(S\T)NS" = (), then 2L ((;;}T) = 0 and the summation is empty which makes the entire expression
equal to 0 in which case, we are fine. So from now, we can assume S N S’ # . If |[S\T| = 1,
then S\T = {p*} C ', which implies % é‘?T) = 1. The expression in this case is simply
Of(S—p) _0f(S) _, _0f(5)

Ozrp Ozp Ozp

1+
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because S — p* € T. For this boundary case, it remains to prove that ( ) < 2. This is taken
care of Corollary [6.5.8] For the base case |S| = 2, we have |S\T| = 1 in which case, we are
done from the preceding arguments. Otherwise, if |S\7| > 2 we can expand all the derivative
terms. But before we do that, we need Observation [6.5.11] so that we have the same denominator
for all the three derivatives. Now using Equation and the fact that (S\T) N S' =5SnNJS’,

OF(S\T)  Lec,y 72 - LG + 5 cgns (JS\(T U {p})) = F(S\T))

F(S\T))

05’ ZEGCS\T ZE

df(S\(TUE Of(S\T

B ZEECS\T 2p - U >9(S/ D4 ZEGCS\CS\T *E " fés} ) 4 ZpESﬁS’ (f(S\(Tu{p})) —

a ZEGCS %E
9f(S\(TUE)) 9f(S\T)

ZEGCS\T <E " BE + ZEGCS\CS\T cE " T oy
> (6.33)
ZEECS %E

Using Equation (6.19) and the fact that 7" € Cg_p, forany p € SN .5,

df(S —p) _ ZEecs_p Zp - %Tu{p})) + FISNT'UAP})) — X posp2E
Ozt ZEGCS*p “E

b £(s
| Sy, 2w A 57 e 2 HEMED o f(S\(TU{p)) — sy 2

ZEECS %E

Using Equation (6.19),

af(S) B D pecs 2B %;E) + J(\T) = Xopos e

azT ZEECS %E

The numerator of 27 SS_ p) _ 9f(5) is
Ozt Ozr

S (éf(S\<Eu{p}>>_éfg8\E>>+ S <8f(5\{p}) 3f(S\E)>

EeCs—p aAZT Ozr EeCs\Cs—p Ozr ézT
- > zp+ (f(S\(T U{p})) — f(S\T))
E:S\E={p}
Of(S\(EU{p}) Of(S\E) 0f(S\{p}) Of(S\E)
- Eeczsp . ( éZT éZT ) ' Eecsz\cs,, . ( ézT éZT )
- Y (6.34)
E:S\E={p}

Note that the condition £ € Cs\Cs_,, holds only when p € S and £ N S is either S\{p} or {p}
from Observation [6.5.10f. When E'N S = {p}, the second derivative term in Equation (6.34) is
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zero. Otherwise, it is 0 (5\{” b _ drleh) _ (S\ph) Using these observations, Equation (6.34

6zT 82'1"
can be simplified and can be re-written as

s . <3f<5\<pu{p}>>_éfgS\E>>+ S, <w_1>. 635)

E€Cs_p Qzr Qzr E:S\E={p} Ozr
The remaining numerator of o é‘?,T) from Equation (6.33) is
fS\M(T U E)) Of(S\T)
E€Cq\r EeCs\Cs\r

It remains to prove that the sum of Equation (6.36), and Equation (6.35)) summed over all p €
S NS’ is non-negative. Let us do that by carefully partitioning all the E into groups and do a
case analysis.

Case 1: (E' € Cs\Cgs\r) First, observe that this happens only when either h#£SNE CSNT or
0 # S\E C SNT as shown in figures Figure and Figure [6.3b|respectively. Observe

U T U T

S/ . S/

(a) Case la (b) Case 1b

Figure 6.3: Case 1

that in either case, for that £/, we have £ € Cs_,, forany p € SN .S".

Case la: () 2 SN E CSNT) In this case, the coefficient of zx in the sum of Equa-
tion (6.36) and, Equation (6.35) summed over all p € SN .S’ is

O(5\T) OF(S\(EU(p}) _ F(S\E)
Ty T2 ( oor 0or )

(6.37)

pesSns’
Which we can re-write as

Of(S\ENT) OF((S\E)\{p}) Of(S\E)
o5 T 2 < Do Do )

pre(S\E)NS’
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This, we can argue is non-negative by induction on | S| by setting S +— S\ E. But note
that before using inductive hypothesis, we need T' € Cg\ g which is not guaranteed
when £ = SNT'. But in that case, the terms inside the summation of Equation

are zero because 7' N (S\E) = @ which implies that the coefficient is 20 —

05’
w > () from Lemma|6.5.13

Case 1b: () # S\E C SNT) In this case, the coefficient of zp is the same expression
as Equation but observe that S\(E U {p}) = S\FE which implies that the
coefficient is simply % which we know is non-negative from Lemma

Case 2: (E € Cs\r) Let us branch based on whether there exists p € SNS’ such that £ ¢ Cg_,.

This can happen in two ways. First, there exists a point p* € SN.S’ such that S\ E = {p*}.

Second, there exists a point point p* € S N S’ such that S\ E = S\{p*}

U T U T

L]

(a) Case 2a (b) Case 2b

Figure 6.4: Case 2

Case 2a: (Ip* € SN S, S\E = {p*}) First, note that £ € Cg\r for such a cut (see Fig-
ure [6.4d). Observe that for any p # p* € SN .S, we have S\(E U {p}) = S\E
and there cannot be a different p such that S\ E' = {p} for the same E. This implies
that the coefficient of zg in the sum of Equation (6.36) and, Equation (6.33) summed
overallpe SN S'is

OF(SNTUE)) Of(S\{p'})
05 Dzr

_oUpy) | d5S\p')
a5’ 32T

_Af(S\{p')

&zT

1

1

>0

Case 2b: (Ip* € SN S, S\E = S\{p*}) First, note that £ € Cg\r for such a cut (see
Figure|6.4b). Observe that for any p # p* € SNS’, we have E € Cs_,,. This implies
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that the coefficient of z in the sum of Equation and, Equation (6.33) summed
overallpe SN is

NTUE) - 3 (éf<5\<EU{p}>>_éf<S\E>>

aS/ pAp*ESNS’ éZT éZT
_ Of((S\{p p)\T) . of(S\{p"H\{p}) Of(S\{p'})
a5’ el Dz Dz '

This, we can argue is non-negative by induction on |S| (S «+ S\{p*}). Note that
T € Cg_p+ holds so we can use induction hypothesis.

Case 2¢: (E € Cg_p,Vp € SN S") In this case, the coefficient of zg is simply,

a5 éZT éZT
_US\ENTD) | <3f((S\E)\{p}))_5f(S\E))‘

NI UE)) | g~ (éf(S\(Eu{p}»_éﬂS\E))

pesSNS’

- < <

05 pe(S\E)NS’ Ozp Ozr
This, we can again argue is non-negative by induction on |S| (S < E). Note that if
T ¢ Cs\g» then £ O S N T in which case, the terms in the summation are zero and
we are done directly without induction.

This completes the proof of Lemmal6.5.15] O

We can now wrap up: Lemmal6.5.15|was the missing piece in the proof of Lemmal6.5.14] In turn,
because of Lemma6.5.14 we can assume all points in S\7 to have the same norm. Lemma[6.5.7]
shows the desired bound of Theorem[6.5.6|for this uniform case, completing the proof.

6.6 Price of Explainability with General Threshold Cuts

Generalized Threshold Cuts and Trees. In Section |6.1.3) we defined threshold cuts as hy-
perplanes of the form x; = 6. We now generalize this to arbitrary hyperplanes of the form
(a,x) = 0 for some direction a € RY. We denote such a hyperplane by (a, ). A generalized
threshold tree T is a binary tree where each internal node u corresponds to a cut (a,,6,). Let
B, C R? denote the region associated with node u € T'. For the root node 7, we have B, := RY,
If I(u) and r(u) denote the left and right children of w, then:

By == BuN{z | (ay,x) < 0,},
By == B, N {z | (a,,z) > 0,}.

This generalization allows us to extend the notion of explainability to include such threshold
trees.
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Given a dataset X = {x',... 2"} C R% asetof centers Y = {u',..., u*} C R? and an
assignment map 7 : X — U, the k-medians cost under the ¢, norm is defined as:

costr® ™ (7, U) Z le —m(x)], (6.38)

xreX

6.6.1 k-Medians with /> Norm

We now describe a natural extension of the random thresholds algorithm (from Section [6.2.1) to
the /5 setting using general hyperplanes. Assume the dataset X’ lies within the ball B(0, ) for
some 7 € Rsq. Initialize the threshold tree T with a single root corresponding to R?. While
some leaf of 7" contains more than one center, perform the following:

* Sample a random Gaussian vector g ~ Ny (0, I).
* Sample 6 € [—r, ] uniformly at random.

* For each leaf u of T, if the cut (ﬁ?

partition the region using this cut.

0) separates any pair of centers in B, N U, then

This process, called the random hyperplanes algorithm, continues until all centers are isolated in
disjoint leaves.

Analyzing Explainability. As with the random thresholds algorithm, this method is indepen-
dent of the dataset X and is invariant under translations and scalings. Therefore, it suffices to
analyze the expected cost for a single point at the origin, using the /> norm and hyperplane-based
splits.

Let U := U denote the set of centers. Let D(U) be the distribution over hyperplane cuts
induced by the random hyperplanes algorithm. For any subset 7' C U, define:

2 1= Pr [UN{x |sign(d) - (a,x) > |0|} =T]. (6.39)
(a,0)~D5(U)

Since the distribution of cuts depends only on U, it remains fixed throughout. Let f(S) denote
the expected /5 norm of the unique center in the leaf region that contains the origin, assuming
the current region includes centers S C U. Then we have the recursive relation:

ZEGCS zp - f(S\ E)

ZEGCS %E

f(5) = . (e = lpll2

where Cg is the collection of possible subsets £ corresponding to valid cuts.

Lemma 6.6.1. Let p € U be a center. Then:

ZZT = HPHQ : g(ra d)v

T>p

for some function g(r,d) depending only on r and the dimension d.
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Proof. The left-hand side represents the probability that a hyperplane drawn from D¢¢(U) sep-
arates p from the origin:

Z 2 = Pr [p is separated from the origin by the hyperplane (a, x) = 0] .
Top (a.0)~D5(U)

Due to rotational symmetry, we may assume a = e; and consider p as a uniformly random point
on the sphere of radius ||p||2. Then, the probability that p is separated from the origin by the
plane z; = 6, for § ~ Uniform|[—r, 7], is proportional to the expected ¢; norm of a uniformly
random point on the unit sphere S%:

_llpl:
2rd

- E[¢; norm of a random point on S9].

]

Using Lemma and the recurrence for f(U), we obtain the bound f(U) < fx_1-mingey ||q||2,
implying that the price of explainability is at most J;_1.

Alternative Approach via Metric Embeddings. An alternate method to establish a bound
on POE is via metric embeddings. Specifically, consider the point set X U U/, and embed it
linearly and isometrically from the ¢, space into an ¢; space. Then, apply the random thresholds
algorithm (designed for ¢;) in the embedded space. Finally, interpret the resulting threshold tree
as a generalized threshold tree in the original ¢, space.

6.7 Future Directions

Our work leaves several important avenues for future research:

* Closing the Approximation Gap for k-Means. For k-median, the price of explainabil-
ity is settled at ©(Ink). A significant gap remains for k-means, however, between the
(In k) hardness of approximation and the best-known O(k Inln k) upper bound. Clos-
ing this gap—either by improving the approximation algorithm or tightening the hardness
result—is a central open problem.

* Exploring General Explanation Models. Our framework relies on explanations from
axis-aligned decision trees. This could be generalized in several ways:

= General Hyperplane Partitions. A natural extension is to allow cluster boundaries
defined by arbitrary (non-axis-aligned) hyperplanes. It is currently unclear if this
added expressive power actually reduces the price of explainability, as the best known
upper and lower bounds remain unchanged from the axis-aligned model. A key ques-
tion is whether more expressive models can provably improve the explainability-cost
trade-off.
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* Feature-Based Explainability. Another direction is to define an explainable cluster-
ing via feature selection. For instance, an explanation could be a pair (.5, f), where
S C [d] is a small subset of features (e.g., |S| = k) and f : R® — [k] is a clustering
function over that subset. This framework captures a form of feature-based attribution
and connects our work to the broader goals of interpretable machine learning.

6.8 Appendix for Chapter (6

6.8.1 Proofs from Section

Proof of Lemma[6.2.2] For any client € X. Since the Random Thresholds algorithm is trans-
lation and scaling invariant, we imagine that * = 0. Now the expected cost incurred by this
client is at most the distance to the unique center in its leaf region in the tree produced by the
Random Thresholds algorithm, which is at most a(|¢/|). The claim now follows by scaling by
the true distance to the closest center ||z — 7(x)||, summing over all € X, and using linearity
of expectations. O

Going from /; Metrics to Cut Metrics

It is known that point set in /; can be written as a non-negative sum of cut metrics [68]]; we
give the details here for completeness. Given a point set V € R?, define /; := min,cy v; and
u; = maxyey v;. Then Ly(V) := 2% (u; — &), and D (V) is the uniform distribution over
{(2,0) | 0 € [¢;,u;]}. Define for any S C V' the non-negative quantity

_ . i Lz > 0Y) =S
zg = L1(V) (ive)fgl(v)[(V N{x |sign(d) - x; > 0}) = 9]

This is a scaled version of the probability that for a random threshold cut, the points of V' in the
halfspace not containing the origin equals S. A direct calculation shows that for all p,q € V,
we have

lp —alli = 25T (snp.aji=1)-
S

Now define an ¢;-embedding ¢ : V' — RQZ‘X | by setting, for any S C V/,

o(P)s =Y 25l (pes)-

S
Again, ||p — q|l1 = ||¢(p) — ¢(q)]|1. Moreover, if the origin belongs to V', we get ©(0) = 0.
Proof of Lemma [6.2.4]

Let S = (S1,...,S%) be the sequence of cuts in increasing order of their sample values Xg.

(We add the subsets with zg = 0 at the end of the sequence in some fixed but arbitrary order.)
However, it is not true that we remove points from U in this order: we need to reject cuts that do
not cross the remaining set U. (We say a set A crosses B if B N A is a non-empty proper subset
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of B: i.e., if both B\ A and B N A are non-empty.) Hence, we recast the “last-point” process
again as follows. Given any subset of points U C V':

1. Define U° := U and §° = (). In general, U" is the set of points remaining after con-
sidering sets 51, ...,.S,, and let S is a sequence of cuts selected until this point from the
sequence S.

2. We define 8"t < 8" 0 (S, 1) if S, 41 crosses U", else we define S «— S". Either way,
UT‘+1 e U\ USEST"—l S_

Note that U” and S” are both functions of (U, S). Call the cuts in S?* to be the valid cuts for
set U. Given the same sequence of cuts S we may get different subsequences for each subset U
of V. So it is not necessarily true that (U\T')" = U"\T, because the set of valid cuts can differ
when considering point sets U and U\7. But it turns out that we can still relate (U\7")" and
U™\T in some settings.

Lemma 6.8.1. Given sequence S and index 0 < r < 2% such that U\T # (), we have (U\T)" =
U\T.

Proof of Lemmal6.8.1] We prove this by induction on . For r = 0, we know that U°\T =
U\T = U°\T. Suppose the claim holds for r = ¢, then we want to show it holds for r = ¢ + 1.
Suppose U™\ T # (), then since Ut C U we have U\T # (), and by the inductive hypothesis
we get that (U\T)" = U"\T. In particular, we get that (U\T)" C U". Hence if the new cut
Si41 crosses (U\T) 7, then it also crosses U, and therefore

(U\T)* = (U\T)'\ S = (U\T) \ Spr = (UFNT).

So suppose the new cut S;,; does not cross (U\T)", and thus (U\T)"™' = (U\T)'. There are
two cases: either (U\T)" C Siy1 or (U\T)" N Siy1 = 0. In the first case, if S crosses U,
then U™\T = (UT \ Si11) \ T = 0, and hence there is nothing to prove. Else if S;,; does not
cross UT, then U = U and also (U\T)'™! = (U\T), so we are done using the inductive
hypothesis.

In the second case, (U\T)' N S;y1 = (UN\T) N Siy1 = 0, so we get that (UT N S;y1) C T. This
means that U1\ T = U\T regardless of whether S, crosses U . Since U\T = (U\T)! =
(U\T)**!, we are done. O

As discussed above, |U 2k| = 1, and we define this unique point p € U 2" to be the “last” point in
U, and we call this event “p is last in U”".

Lemma 6.2.4 (Monotonicity). For any sets T,V such that T C 'V, and any pointp € V \ T, we
have

“pislastin V” = “pislastin V\T”.

Proof. Using the definition of the event “p is last in U”, we know that U - {p} and since
p & T, we have U2"\T # (). Using Lemma 6.8.1] we can say that (U\T)2" = {p}. O
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6.8.2 Proofs from Section 6.3

Lemma 6.3.2 (Hitting Set Lemma). For large enough k, there exist set systems ([k|,S) with k
sets of size s each, such that the minimum hitting set satisfies h(s—2—o(1))/k > Ink—O(InIn k).

Proof of Lemma[6.3.2] For some parameter p € (0,1/2), consider k independently chosen sets,
each obtained by adding in each element of [k]| independently with probability p. The expected
size of each such set is 5 := pk; moreover, each element of [k] should hit a p fraction of the sets,
so hitting all the k sets should require / := In; ,(1/k) ~ (1/p)Ink sets, giving 5h/k = Ink.
We now show that with non-zero probability, there does exist a set system with parameters close
to these.

Define B; to be the bad event that some set S; has size smaller than s := (1 — ¢)pk, and B, to
be the bad event that the hitting set has size at most some parameter h. We now show that for
suitable choices of € and h, we have Pr[B;] < 1/2 and Pr[By] < 1/2, which completes the proof.
We consider the event B, first: a union bound shows that

h
-y < G oo

Pr[B,] < Z Pr[Vie[k]:SiﬂH;éw]:(

H:|H|=h

Setting this upper bound to equal /2, we get

k
Inh—hln(l —p) =1 . 4
nh—hln(l—p)=In (1n2k> (6.40)
We now use that —p — p* < In(1 — p) < —p for p € [0, /2] to get
k
Inh+hp<ln|——) <Inh+ hp(l+p). (6.41)
In 2k
Since h > 1, the left-most inequality of (6.41) gives b < (1/p)In(%-). However, we want a
lower bound on h, so we substitute this into the right-most inequality of (6.41) to get
1 k 1 k sh
-1 ——In| — <ph=-————. 6.42
1+p n(ank pn(1n2k>)_p 1—co)k (©42)
*)
21n 2k

(which ensures that the second term in (%) is at most half the first for

1—¢ k
> 1 .
shik 2 1, n(21n2k;)

Now setting ¢ := 1/k'/3 and using a Chernoff bound and a union bound,

2 1
Pr[By] < k- e~ PF/2 = 7
Taking a union bound over the two bad events, we get that with non-zero probability our sets
in S are of size ~ k*°Ink, the hitting set is of size ~ k'/3, and hs/k > (1 — 2,;2/%k)(1nk: —
O(Inlnk)). O

We can now set p := =373
a large enough k) and get
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6.8.3 Proofs from Section
Proof of the Stretch-vs.-Separation Claim [6.4.9]

We prove a lemma about point sets that im-
mediately implies Claim [6.4.9] Consider a i
set S C R? of points, and focus on p,q € * :
S. Consider some dimension ¢, and consider . ‘
the projection of the points onto that dimen- 0
sion (as in the figure). Let aq,...,a, be the : !
lengths of intervals into which the line seg-

(] Ld
ment joining p; and ¢; is partitioned by pro- o o,
jections of other points in S onto the " di- Pay 0 da o lag
mension. Any cut (i,) intersecting the ;" b g
interval splits the centers into two groups with Figure 6.5: projection of points onto an axis

at least min(j, 41— j) centers on either side.

Define the stretch s; between p and ¢ in the i*"
dimension, and the expected separation sep; after choosing a random cut that cuts the j** interval
with probability proportional to a as

(Zje[é] aj>2

§ 1= = L and sep; 1= 2jeld aj - min(j, ( +1—j)
2 el 95 Z ielg 4

Lemma 6.8.2. sep; Z m

Before we prove this, let us generalize this to higher dimensions:
Corollary 6.8.3. Consider a set S C R? and two points p,q € S having stretch s. If we choose

a threshold cut (i,0) from the distribution D4(S) and condition on separating p, q, the expected

number of points in each side of the cut decreases by at least m.

Proof. The stretch between p, ¢, and the expected separation conditioned on separating the two
centers is

2 . . .
- Zie[d] (Zje[ei] ai,j) Eie[d] (Zje[zi] a?,j -min(j, f; +1 — ]))
Zie[d] Zje[éi] a?,j Zie[d] Zje[fi] a?,j 7

where a; ; is the width in the partition defined above along dimension 7. Define a random variable
I € [d] on the dimensions, that takes on value ¢ with probability

and sep :=

2
> jele] %
Zie[d] Zje[&] al%j

Then we have 5 = E;[s;| and sep = E;[sep,|. Finally, the function h(x) =

xT

TTn(a/z)) DeIng
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convex for 0 < x < a, we can use Jensen’s inequality to get
(Lem[6.8.2)) Sy 35

sep = E[sep,] > E; 8(1+1 <2|S|>> >8<1+1H<|S>>

Finally, translating to the language of §6.4] shows that Claim [6.4.9]is just a reformulation of
Corollary [6.8.3] So it suffices to prove Lemma[6.8.2] which we do next.

Proof of Lemma[6.8.2] Let us look at the following constrained minimization problem
minsep; = ). a7 - min(j, £ + 1 — j) (6.43)
st Do ia;= /5
> a5 =1
The Lagrangian dual of the above primal program is
L(a, A7) = Za? ~min(j, 0+ 1—j) — ZA(Zaj — \/s_l> —i—y(Za? - 1),
J J J
and setting the gradient to zero means the minima for a occur when a; = m (We
assume v > (.) Substituting and simplifying gives
)\2
¥ +min(j, £+ 1 — j)

2\\/5; — Z

— .

A

We can maximize over A which happens when 3 S G A

= /s;; substituting gives

S; > S; S - 1 ( S; 9
i V2 opne ey Y2 g\ g omn Y )
2 ~y+min(j,0+1—7) 2In(1 + ;_v) 2\In(1 + | |)
It remains to choose «y. For convenience, we set the above expression to +y; this means

4 — S| _ 18I/ .
In(1 + ) si In(1+5)

Using Observation below, we get v > [

8(1+ln(f;|5\)/sl-)) :

Observation 6.8.4. For any z > 0 and y > 1 such that y = we have < 2y(1 + Iny).

( )’
Proof. Since x/In(1 + x) is an increasing function, it is sufficient to prove that

2y(1+1Iny)
y < :
In(1+2y(1+Iny))

Finally, taking derivatives shows In(1 + 2y(1 +Iny)) < 2(1 +Iny) fory > 1. O
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6.8.4 Proofs from Section
Proof of Lemma For a point p € U, define

-t FE
2nlt) = {Z 1’;; o (6.44)

Let f;(U) and ¢;(p) be the function value of points in U and norm of p at time ¢t when the
embedding is changing according to the trajectory given by Equation (6.44).

We first claim that {o(p) = 0 and fo(U) = 0. Indeed, We know that {,(p) = > _q.cs 25(t) =
> s.pes 75 -t =t - {(p), which implies that {o(p) = 0. The second part is proved by induction
on |Ul|: If |U| = 1, then fo(U) = {y(p) = 0. If |U| > 2 and z(0) = 0 for all £ € Cy, then
fo(U) = 0 by definition. Otherwise, using Equation (6.17)), we can write

> pec, #E(0) - fo(U\UE)
ZEECU zp(0) .

In the numerator of f,(U), either zg(0) = 0 when p € E, or fo(U\Ug) = 0 when p € U\Ug
by inductive hypothesis which concludes the proof.

fo(U> =

Now using the chain rule and the assumed bound on the derivative,

dft
Z 82E

dzE<t> 3 ., YW

BClH] z=z( dt FpeE 8ZE z=z(t)
< Z 2g  Br-1 = Br-1 - U(p).
E:peE
Integrating gives f1(U) — fo(U) = f(U) — fo(U) = f(U) < Bx-1 - U(p). 0

Proof of Lemma[6.5.3] The proof is by induction on |S|. The base case is when |S| = 1. If
S = {r}, then we have af (S) = 88[7(;). We know that /() can be written as

(r)=> zp. (6.45)

E>r

The derivative ae GIEN equal to 1 if 2y appears as a term in the expansmn of ¢(r) as in Equa-

tion - and is equal to 0 otherwise. In the case of statement (i), since 7' € C5, we have
S CT = r € T this concludes the base case for statement Similarly, if statement
holds, z7 does not appear as a term in the expansion of /(r) and hence the partial derivative of
f(S) = £(p,) with respect to zr is zero.

For |S| > 2, we have 1[T € Cs] = 0 in both the cases of statements [(i)] and Using this in
Equation (6.18) gives
Of(S\E)

of(S) ZEGCS FET T ony

aZT ZEECS “E

(6.46)
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For the inductive step, since S C T in statement |(i), we have (S\E) C T. By the inductive

hypothesis, the recursive derivative terms of (S>E) are equal to 1. Using Equation (6.46), we are

done. The inductive step for the case of statement|(ii)| follows similarly where all terms of éS\E)

are equal to 0. Finally, using the fact that f(.S) is always non-negative for any z, and the fact that

%(Es)zlforanySgE, we have f(.5) ZZEQSZE- O

Proof of Lemma(6.5.5] The proof is by induction on |S|. Observe that for T' ¢ Cg, either 7' 2 S
orTNS = 0, and then 861—(5) = %f—(TS) by Definition [6.5.4) and Lemma |6.5.3] The fact that
2T z

the pseudo-derivative is non-negative in this case is immediate from the Definition [6.5.4] For
|S| = 1, since T' ¢ Cg, we are done. If |S| > 2 and T' € Cg, the inductive hypothesis implies

that of (S\E ) > max (%;E), O). It remains to prove that

max (f(S\T) = f(5),0) < f(S\T) = ) 2.

EDS

Using Lemma [6.5.3} we get f(S\ T) — f(S) < f(S\T) — > g 25 The other inequal-
ity > g2 < f(S\ T) follows from the below argument, again using statement of

Lemmal6.5.3
fS\T) > ZZEZZZE
EDS\T EDS
This concludes the proof of the lemma. ]
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Part IV

Robustness
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Chapter 7

Combinatorial Optimization using
Comparison Oracles

7.1 Introduction

Consider the following optimization problem: we are given a ground set U of n elements, a
family F C 2Y of feasible subsets of the ground set U, and an unknown objective function
f : 2V — R,. At each step, we can compare any two feasible sets S,7 € F, and learn the
sign of f(S) — f(T), which could be negative, zero, or positive. Clearly, we can optimize the
function f over the family F using brute-force, in |F| — 1 queries, which can be exponential in
|U|. But, can we do so with only polynomially many queries in |U|, at least for linear functions
and structured classes of problems?

As a concrete representative, and a problem of central importance to algorithm design, consider
the problem of finding a minimum-weight-cut (“min-cut”) in an unknown undirected graph G =
(V,E,w : E — R,). Initially we only know the vertices V', but nothing about the edges (or
their weights). At each step, we can query a (pairwise) comparison oracle by presenting two
non-trivial subsets of vertices A, B C V to it: in response, we learn which of the two cuts 0A
and 0B has smaller weight (or if they have the same weight). This is a special case of the abstract
problem above, where U is the set of vertices in a graph, F = {S C U : S & {0, U}} is the set
of all non-trivial cuts, and f(S) = > _.4q we is the total weight of edges in the cut induced by
S. Can we find the min-cut using a small number of these cut-comparison queries?

Apart from min-cut being a fundamental problem, and a good testbed for algorithmic techniques,
a second motivation for considering it is that computing the min-cut without explicit access to
the graph has recently seen intensive activity. However, this has been in the (more informative)
value oracle model, where the algorithm can query the value of f(S) for any set S € F (see,
e.g., [11,1143,1162]). By now, we know algorithms that compute the min-cut efficiently with only
linearly many value queries [11]]. Observe that we can implement a comparison query using two
value queries, so these value queries are at least (half) as informative as comparison queries.
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This begs the question: how many comparison queries do we need to compute the min-cut?
Being able to compare two structures is perhaps the minimal amount of power we can give to an
algorithm looking for the min-cost structure: what is the power and what are the limitations of
the comparison model for optimization?

Beyond the algorithmic interest in this model, the importance of comparisons (or ordinal queries)
as opposed to numerical scores (cardinal queries) is well-recognized in several disciplines.

In economics, ordinal utility was introduced in the classic work of Pareto [[153]. More recently,
ordinal utility has played an important role in recommendation systems, where it is often crowd-
sourced using pairwise comparisons [46], since different users may have different scales and
may also find it difficult to score items, but they may find it easier to compare two items head-
to-head. Ordinal preferences have been used to model consumer behavior [22]. In statistics, a
well-studied problem is that of inference from experiments involving pairwise comparisons [30]].
In social sciences as well, a standard model of assessment is via pairwise comparisons [104]].

7.1.1 Our Results and Techniques

In this work, we explore the algorithmic power and limitations of this comparison-based model
for several basic combinatorial problems. Our primary focus is the linear optimization setting:
where there is an unknown weight w, for each element e € U, and the cost of a feasible set
S € F is linear, namely f(S) := ) . w.. While some natural problems such as min-cut do
not fall directly into this form—since the objective is not linear over the vertex set—they still
admit a representation that fits within our framework. In the min-cut problem, the objective is
f(S) = w(9(S)), which is linear over the set of cut edges J(.5), even though it is not linear
in the vertex set. This viewpoint still allows us to apply our techniques. We begin by studying
problems where the feasible family has rich structure—not only graph cuts discussed above, but
also matroid bases, matroid intersections, or paths in a graph. Despite the rich variety in these
optimization tasks, we show that they remain efficiently solvable using only comparison queries.

Graph Cuts. We consider the setting of (unweighted) simple graphs, i.e., all edge weights are 1.
We extend the work of [162], who considered the case of unweighted simple graphs in the more
informative value oracle model, and match their results using just a comparison oracle (we use
m, n to denote the number of graph edges and vertices respectively):

Theorem 1.6.1 (Minimum cut). There is a randomized algorithm that computes the exact min-
imum cut of a simple graph G with high probability using O(n) cut comparison queries and
O(n?) time.

In addition to finding the minimum cut, we show that it is possible to recover the entire edge
set of GG deterministically using cut comparisons except in some degenerate cases: when G €

{KQ’ KQ? K37 K3}

'K, is a single edge and K3 a triangle. Their complement graphs K, K3 are respectively empty graphs on 2
and 3 vertices.
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Theorem 1.6.2 (Graph recovery). A simple unweighted graph G ¢ {K,, Ky, K3, K3} can be
recovered using O(min{(m + n)logn,n*}) cut comparison queries and in O(n?) time.

Finally, we show that cut comparisons suffice to construct sparsifiers for a broad class of graph
problems called heavy subgraph problems (which include densest subgraph and max-cut) by
combining our edge-sampling techniques with the results of [/2]; see Section for details.

We note that in these problems, there is a qualitative difference between the value oracle and
comparison oracle settings. For example, in the value oracle model, graph reconstruction is
immediate: evaluating the expression /2(f({u}) + f({v}) — f({u,v})) immediately reveals
the presence/absence of edge (u,v). In contrast, reconstructing a graph is not straightforward
with cut comparisons. For instance, all non-trivial cuts in K3 (i.e., the triangle graph) have the
same value, and this is also the case in its complement graph K. Thus, these graphs cannot be
distinguished by comparison queries alone. Similarly, K5, K5 have only a single non-trivial cut,
rendering the comparison model useless. More generally, for weighted graphs, there is a sharp
distinction between the value oracle and comparison oracle models. In the former, the weight of
every edge (u, v) can be recovered using the expression above Ya2( f({u})+ f({v}) — f({u,v})).
In contrast, weighted graphs cannot be recovered at all in the comparison oracle model, even up
to scaling (see Section [7.2.5). Hence, it comes as a surprise that we can recover simple graphs
completely (except in the degenerate cases Ko, K5, K3, K3) using comparison queries. The main
idea is simple in hindsight: if we consider a vertex v and set S # v, then comparing f(S + v)
and f(S) tells us whether more than half of v’s incident edges go into S. We build on this
observation to show how to identify edges incident to v: consider a sequence of nested sets
) #£ Sy CS C...C S, 1 #V\ {v}, and ask the question above setting S = S; for each
one. If we find a “tipping point”—a query in this sequence where the sign of f(S + v) — f(.5)
changes—we have found an edge. We can further refine the process to make edge recovery
more efficient, and to perform efficient sampling on G. These primitives can then be used in
existing algorithmic frameworks for min-cut to get a randomized algorithm for min-cut using
O(n) comparison queries. The details of our min-cut algorithm appear in Section

We note that our techniques don’t extend to min-cut in weighted graphs. It appears that weighted
graphs pose some unique challenges that will need new ideas beyond those in this chapter. For
instance, the ideas sketched above also give us non-adaptive algorithms for min-cut and graph
recovery in simple graphs that use poly(n) comparison queries. In contrast, we show that on
weighted graphs, any algorithm using non-adaptive comparison queries has exponential query
complexity for these tasks (see Claim [/.2.7). Furthermore, natural primitives such as finding
the maximum weight edge incident to a vertex, or sampling a random edge incident to a vertex,
are provably not implementable using comparison queries alone in weighted graphs (see Sec-
tion for further discussions about these bottlenecks). We leave finding the min-cut in a
weighted graph using poly(n) comparison queries efficiently, or showing that this is impossible,
as an interesting open question.

Matroid Bases, Matroid Intersections, and Paths. Next, we consider other basic combinato-
rial objects in graphs: spanning trees, (bipartite) matchings, and s-t paths. Going beyond graphs,
we also consider natural extensions of the first two problems to matroid bases and matroid inter-
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sections. In all these problems, we have an unknown weight function w, on the edges/elements,
and the oracle compares f(A), f(B) for any two feasible sets A, B, where f(S) = > . We.

First, we consider the problem of finding a minimum-weight basis of a matroid, which captures
the minimum spanning tree problem as a special case:

Theorem 1.6.3 (Matroid Bases). There is an algorithm outputs the minimum-weight basis of a
matroid on n elements using O(nlogn) comparison queries in O(n?) time.

Recall that knowing the order of element weights is enough to optimize over matroids (using the
greedy algorithm), but how can we compare element weights? The first observation is that if two
elements share a circuit, then we can find two bases which differ on exactly these two elements,
and hence compare them. But, what about elements that do not share a circuit? We show that
one can decompose any matroid so that we never need to compare such elements.

Next, we consider the problem of finding a minimum-weight independent set in the intersection
of two matroids defined on the same ground set:

Theorem 1.6.4 (Matroid Intersection). Let M; = (U,Z;) and My = (U, L) be two matroids
defined on a ground set U containing n elements. Then, there is an algorithm that outputs the
minimum-weight set that is in both I, T, using O(n") comparison queries in O(n*) time.

Note that this theorem can solve maximum weight bipartite matching as a special case by first
changing all edge weights from w, to —w, and then solving minimum weight bipartite matching
for these new weights.

For matroid intersection (and its special case, bipartite matchings), sorting the element weights
is neither doable, nor sufficient for the problem. Instead, we show how to implement the shortest
augmenting path algorithm (and its natural extension for matroid intersection) using only com-
parisons between matchings (i.e., common independent sets). The details are in Section

In a similar vein to the previous result, we show that the Bellman-Ford algorithm for shortest s-¢
paths can be implemented using comparisons between s-t walks to obtain the following theorem
(details in Section[/.3.3)):

Theorem 1.6.5 (s-t walks). There is an algorithm that finds the minimum-length s-t path in a
graph G (or a negative cycle, if one exists) using O(n3) s-t walk comparisons and O(n?) time.

General Linear Optimization

Given these positive results, we ask: for which families F C 2V can we solve arg mingc » Y s We
for some unknown weight function w : U — R, using only poly(|U|) comparison queries? By

adapting the powerful active classification framework of [113] to the optimization setting, we

establish a surprisingly general positive result for linear optimization: we can optimize over

all Boolean families with a small number of queries!

Theorem 1.6.6 (Boolean Linear Optimization). For any family F C 2V and unknown weight
function w : U — R, we can solve argminger » .. we using O(nlogn - log|F|) = O(n?)
comparison queries, where n = |U|.
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We find Theorem remarkable: it shows that the number of comparison queries required
to find the optimal solution is only O(n?), regardless of the complexity of the set system F.
Indeed, we could consider F to represent set covers, independent sets, cliques, or other NP-hard
problems for which finding the optimal set is believed to be computationally hard—nonetheless,
the number of comparisons required is still nearly quadratic! Indeed, while the query complexity
of the procedure in Theorem is polynomial, its running time could be exponential (under
standard complexity-theoretic assumptions). This shows a large gap between the information

complexity and the computational complexity in this model.

To give intuition about the results, we also present a direct, albeit weaker, proof that shows a
qualitatively similar result for settings with bounded integer weights.

Theorem 7.1.1 (Boolean Linear Optimization: Bounded Weights). For any family F C 2V and
unknown integer weight function satisfying |w.| < W, we can sort all sets S € F by their
corresponding weight ) w,. using O(nW log nW) comparison queries, where |U| = n.

The main observation is that solutions can have at most O(nW) distinct weights. The key insight
is that the difference vector between any two solutions with the same weight is orthogonal to the
true weight vector w*. Our algorithm builds a single vector subspace from these difference
vectors. A new solution’s weight can often be inferred without comparisons by checking if its
difference from a known solution lies in this shared subspace. Queries are only needed when
discovering a new weight value or when a solution expands the dimension of this subspace
(details in Section [7.4.T)). While Theorem [7.1.T]relies on weights being integral and bounded, it
gives a sense of how one can use the structure of Boolean linear optimization in these results.
The main difference between Theorems [1.6.6] and [7.1.1] is that the first result uses conic spans
while the second result uses only linear spans.

The framework of [113] allows us to also optimize over arbitrary point sets in R?, with the
number of queries being related to their “conic dimension™:

Theorem 1.6.7 (General Linear Optimization). There is an algorithm that, for any point set
P C R? with conic dimension k and unknown weights w € RY, returns the minimizer x* =
arg min,cp(w, x) using at most O(klog klog |P|) comparisons.

This result implies Theorem [I.6.6] using the fact that the conic dimension of the Boolean hyper-
cube is O(dlog d); moreover, it can be used to establish upper bounds on the query complexity
for exact optimization when the point sets have bounded representation size, and for approximate
optimization when they have bounded norm. We discuss these results in Section We also
note that some condition (like the bound on conic dimension) on the point set P is required in
the above theorem: without any condition, [[113, Theorem 4.8] shows a lower bound of 2(|P|)
for general point sets in R,

Interestingly, for the problem of maximum cut in a graph G = (V, E), this result implies an upper
bound of O(|V[*) queries; moreover, our results can be made deterministic using the techniques
of [114, Section 5]. The work of [154] shows a lower bound of 2(|V'|?) queries in the more
informative value query model for this problem; so, our result brings the gap between upper and
lower bounds on the query complexity down to O(|V'|) for the max-cut problem.
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In summary, these results highlight the surprising power and generality of comparison queries
for combinatorial optimization, particular with linear objective functions. We hope that our work
will lead to further exploration of this largely uncharted landscape in the future.

Organization. The rest of the chapter roughly follows the outline above: we present our re-
sults for min-cuts in Section and our results for other combinatorial problems—matroids,
matroid intersections, and shortest paths—in Section We give our results for general and
Boolean linear optimization in Section [7.4] and end the chapter with some open problems in
Section To maintain a smooth flow of ideas, we defer many technical proofs and digressions
to the appendix.

7.1.2 Related Work

The min-cut problem has seen a lot of work in the value query model, where the algorithm
accesses the input graph only by querying the cardinality/weight of individual cuts. The model
was proposed by [162] who gave an algorithm using O(n) queries in simple graphs; this was
extended by [[11}1143] to the case of weighted graphs. These algorithms are randomized; the best
deterministic bound is O(n?/logn) [91] which allows full reconstruction of the input graph.
There are also lower bounds: [90] define the cut dimension and use it to give a lower bound of
3n/2 — 2 queries for weighted graphs; [126] improve the lower bound to 2n — 2, which remains
the best deterministic lower bound for this problem. The best randomized lower bound for the
problem is 2(n loglog n/ logn) queries [12, [156].

The study of value oracles is natural for general submodular function minimization, given their
natural representation is typically exponential sized.

Comparison oracles have been also studied for submodular functions and beyond: [15] show that
for any submodular function f, one can use O(n/e®) exact comparison queries to the function
f construct an approximate comparison oracle f that returns f(a) > f(b) for any a, b if f(a) >
v/ f(b). [97] studied a comparison model for accessing a metric space, where an oracle returns
which of two locations j, k is closer to a fixed location ;. They showed that the ordering of
distances from a fixed location 7 can be obtained using log n queries w.h.p. under some expansion
conditions on the metric; later work studied a similar access model for classification/regression
in Euclidean space [98]. [188]] studied binary classification under noisy labeling and access to a
pairwise comparison oracle. In a similar vein, [[113]] studied active classification using label and
pairwise comparison queries between the data points to recover a (linear) classification boundary.
Indeed, this last result plays a central role in our work on general linear optimization. The
techniques of [114]] can be used to derandomize the query strategy for general linear optimization.

There is other work on graph reconstruction using cut value queries: see, e.g., [37, 48, 91].
Recently, there is work on solving other optimization problems (e.g., minimal spanning forests)
using cut value queries; see, e.g., [14} 101, [129]. While we do not consider these kinds of
“improper” optimization problems in this work, it seems an interesting direction for research.
Further afield are more general query models, which allow for “independent set” queries, see,
e.g., [129] for references.
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7.2 Minimum Cut using Cut Comparisons

In this section, we focus on graphs and prove Theorems [1.6.1] and [T1.6.2] which we restate for
convenience.

Theorem 1.6.1 (Minimum cut). There is a randomized algorithm that computes the exact min-
imum cut of a simple graph G with high probability using O(n) cut comparison queries and
O(n?) time.

Theorem 1.6.2 (Graph recovery). A simple unweighted graph G ¢ {K,, K», K3, K3} can be
recovered using O(min{(m + n)logn,n?}) cut comparison queries and in O(n?) time.

In order to prove the two results, we draw on the following useful primitives that can be obtained
using the cut comparison queries:

Theorem 7.2.1 (Structural Primitives). When n > 4, for any vertex u € U:

(i) Given a set of k vertices A = {vy,...,vx} C U\ {u}, the neighbors of u in A can be
determined using k + O(logn) queries and O(n + k) time.

(ii) Given an ordered subset T = (vy,...,v;) C U \ {u}, either the neighbor v; € N(u) of
w with the smallest index i € [t] (or a certificate that N(u) N'T = ()) can be found using
O(log n) queries and O(n) time.

Remark 7.2.2 (A Note on Runtimes). We assume that the query input (S, T') to the comparison
oracle is given as two bit vectors encoding the sets S and 7' respectively. The running time
bounds are the total computation done to process the query information, where oracle calls are
assumed to take unit time. The dominant cost is writing down the input bit vectors for queries,
which takes O(n) time per query. In addition, we separately account for standard algorithmic
overhead, such as binary search or other data structure updates.

7.2.1 Graph Reconstruction

With the power of Theorem[7.2.T|behind us, the graph recovery problem is easily solved. Indeed,
using Theorem |7.2.1[i), we can discover the neighborhood of node u € V using n— 1+ O(logn)

queries and O(n) time; summing over all nodes gives us the graph G in at most O(n?) queries
and O(n?) time.

To get the better bound of O(m logn) for sparse graphs, we use Theorem to prove:

Lemma 7.2.3 (Edge Extraction). When n > 4, for any vertex u, a subset I' C U — u of vertices,
and any integer k, we can extract r = min(k,0(u,T)) edges from O(u,T) using O(rlogn)
queries and O(n) time.

Proof. Start with T; := T and extract a neighbor v; € N(u) N T; (if any) from J(u, T}) using
Theorem set T;41 := T; — v;, and repeat. Each step requires O(log n) queries and O(n)
time. Repeating this for » = min(k, d(u,T")) neighbors gives a total of O(rlogn) queries and
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O(nr) time. However, there is an more efficient implementation that gives a running time of
O(n). This version is provided in Section m O

Given this efficient edge-extraction claim, we now prove the claimed bounds for graph recovery.

Proof of Theorem[1.6.2] When n > 4, using Lemma we can discover all the neighbors of
w using |0(u)| - O(logn) queries and O(n) time. Summing over all u gives a total of at most
O((m + n)logn) queries and 6(n2) time. Hence, we start by running this procedure until the
number of edges discovered is at least n?/ logn. At this point, we switch to the algorithm using
Theorem to discover the remaining edges using at most O(n?) queries. This guarantees
that we use at most O(min((m + n)log n, n2)) queries and O(n?2) time.

When n < 3 and G ¢ {K,, K, K3, K3}, sorting the degrees of the vertices reveals the graph.
0

7.2.2 Finding Minimum Cuts

We now turn to finding minimum cuts. We start off by observing that when n < 4, we can
bruteforce the minimum cut and otherwise, use Theorem [1.6.2] to optlmlze over min-cuts: we
reconstruct the graph using O(min((m + n)logn,n?)) queries and O(n?) time; we can then
optimize over it in 5(712) time. However, the number of cut queries incurred this way is quadratic
and not near-linear, as promised in Theorem [.6.1]

However, we can use ideas from [162]] to do better. Suppose G’ is a contracted graph (i.e., where
some nodes in G have been contracted into each other), and G'(p) is the “edge-percolation”
graph obtained by sub-sampling each edge of GG’ independently with probability p. Distilling the
results of [162] shows that if, for any contraction G’ of G, we can obtain a sample from G'(p)
using a - p - | E(G')| queries, then we can compute the min-cut of G using « - O(n) queries and
in O( %) expected runtime. (A proof appears in Section _)

To use this result, we show how to sample percolations of contractions with o = 9] (1).

Lemma 7.2.4 (Contracted Graphs). When n > 4, for any contraction G' = (U', E') of G,
with its vertex set U’ represented as a partition of the original vertex set U, we can sample
a subgraph G'(p) where each edge in G' is sampled independently with probability p using
|E'| - O(plog n) + O(n) queries and O(n?) time in expectation.

The sampling can be done more gellerally for any in~duced subgraph G" = G'[S| for some
S C U with |E'(S)| - O(plogn) + O(n) queries and O(n?) time.

Proof. For any regular vertex u, if V,, is the super vertex that contains it, we will show how to
sample edges from d(u, U — V) with each edge sampled independently with bias ¢ € [0, 1].
Call this random subgraph J¢/(u, ¢). Given the primitive to sample Jg(u, q), taking the union
UuevOcr (u, q) of such samples for each vertex u € U with ¢ = 1—+/1 — p gives G'(p). Because,
the probability of any edge ¢ € E’ to be selected is 1 — (1 — ¢)> = p and the independence is
trivial.
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To sample Og (u, q), let T' be a random subset of U —V,, with each element sampled independently
with probability ¢q. Reveal all the edges of u going into 7" using Lemma This takes
|0(u, T')| - O(log n) queries which is ¢ - |0(u, U — V,,)| - O(log n) in expectation and O(n) time.
Summing over all u € U gives a total of |E'| - O(plogn) + O(n) queries and O(n?) time in
expectation. An edge {u,v} for v € U\V,, is sampled iff v € T. This implies that each edge
is sampled independently with probability g. Simply replacing U with S gives the extension to

induced subgraphs. O]

Combining Lemma [7.2.4] with the abstraction of [[162] discussed above completes our algorithm
for min-cuts (Theorem|[1.6.1)).

7.2.3 Proof of the Structure Primitives Theorem

Finally, we turn to the proof of the Structure Primitives result in Theorem[7.2.1] We will provide
a proof sketch here for the query complexity bounds; see Section[7.6.1]for the full proof including
the running time bounds.

Proof sketch of Theorem[7.2.1} Recall that we want to identify the edges coming out of u. The
key observation is that, for any set S not containing u, the sign of 9(S + u) — 9(5) tells us
whether less, equal to, or more than than half of the edges incident to u go into .S (if the sign is
positive, zero, or negative).

Suppose we find a set S such that just below half of the edges from u go into S (so that expression
has a positive sign)—such an S is called a median set for u. Now if we add v to the median set
S, and the sign of (S + v + u) — 9(S + v) changes, we know that v is a neighbor of u. In
summary, once we have a median set .S, we can find all the neighbors of u not in S.

How do we find a median set for «? Order all the vertices other than « (say this is vy, va, ..., Vy_1,
define S; to be the first ¢ elements. If  has at least one edge incident to it, the query 9(So + u) —
0(Sp) has a positive sign, whereas 0(S,,_; + u) — 9(S,_1) has a negative sign (note that we use
So =0 and S,,_; +u = U here for the sake of exposition, but such trivial cuts are not allowed in
the actual comparison model. The full proof in Section [7.6.1 handles this correctly and with full
rigor). So we can perform binary search to find a point where the sign changes, which can be
used to find a median set in log, n comparisons. (In fact, we can find two disjoint median sets—a
prefix and a suffix of this ordering—and use the two to find all the neighbors in some k-sized set
with k& + O(log n) queries.)

For part the argument builds on the use of such a median set S. Given an ordered set
T = {v1,...,v,} where v; is the first neighbor of u in the ordering, we first compute a median
set S that is guaranteed to exclude the prefix {vy, ..., v;}. Then, we binary search over the chain

SCSU{n}C---CSU(T\S)

to locate the point at which the marginal changes sign. This transition occurs precisely at the set
S U{vy,...,vj_1}, thus identifying v; as the first neighbor of v in 7. O
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7.2.4 Sparsifiers for Heavy Subgraph Problems

The work of [72] considers a broad class of graph optimization problems, which they call heavy
subgraph problems; these include densest subgraph, densest bipartite subgraph, and d-max cut.
For these problems, they show that uniformly sampling O(n/c?) edges without replacement
from the underlying graph G produces a subgraph H such that running any a-approximation
algorithm for the problem on H yields (after appropriate rescaling) an (o — €)-approximate
solution for the original graph, with high probability. In other words, the sampled subgraph
preserves the structure of the problem up to a small loss in accuracy, and approximate solutions
on the sparsifier H translate to approximate solutions on the full graph G. We show how to
sample a fixed number of edges from G uniformly using the following lemma:

Lemma 7.2.5 (Sampling Lemma). When n > 4, given cut comparison queries, for any k =
Q(1), we can sample k edges uniformly without replacement using O(n + k) queries and O(n”®)

time with high probability.

Proof. Consider the process that at time step ¢ (starting from ¢ = 0) samples G(p;) for p; :=
2! /n? until the sample G(p;) at t = r has at least k edges. Then, subsample k edges uniformly
from the sample G(p, ).

Because edges are sampled i.i.d. from the Bernoulli Ber(p;) distribution at each step ¢, the sym-
metry implies that the subsample of edges is a uniform sample of & edges. Using Lemma|[7.2.4]
each sample G(p;) takes p; - O(m) + O(n) queries and O(n?) time in expectation. Summing this
over 0 < ¢ < r gives an upper bound of 2p, - O(m) + O(nr) queries and O(n?r) time. Using the
fact that the probability that G(p) has less than k edges for p = 2k/m, is at most e */4, we can
conclude that p, < 4k/m with probability at least 1 — e~*/4. So the expected number of queries
is upper bounded by O(nr + k) = O(n + k) and the running time by O(n?r) = O(n?2) using the
fact that » < O(logn). O

Using Lemma with k& = O(n/e?), we can obtain a random subgraph H of the unknown
graph G to get such a sample of edges using O(n/s?) queries, and hence apply existing approx-
imations for all heavy subgraph problems.

7.2.5 Illustrative Examples
Non-Reconstructable Graphs

The unweighted graph pairs (K5, K5) and (K3, K3) are not distinguishable, since essentially
the only feasible sets S are singleton sets (recall that by symmetry, f(S) = f(S)), and all of
them have the same cut value. However, as we showed in Theorem [1.6.2] we can recover all
unweighted simple graphs other than K5, Ky, K3, K3 using comparison queries.

In contrast, many connected weighted graphs cannot be recovered using just comparison queries.
This is not surprising: we cannot distinguish between a graph with weights w,, and those with
weight aw, for all @ > 0. But there are other kinds of barriers apart from a simple scaling
of weights—here is an example. Given any graph G = (V| E) with unit weight edges, add
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another spanning tree 7" = (V, F) on the same vertices, and give the i’ edge e¢; € F' a weight
of wy(e;) = n? - 2", This weight function ensures that the F-weights of all cuts are distinct.
Moreover, fora set S C V, w(9S) = |0gS| + wr(0rS). Since the wr weights are scaled by n?
(and hence much larger than the contribution due to the unit-weight edges), we know that

UJ(85> > w(@S’) < wT(ﬁTS) > U}T(aTS>

and hence we cannot infer the structure of the unit-weight edges.

Separations between Comparison and Value Queries

In the weighted setting, consider taking two disjoint cycles C; and Cs of k = n/2 vertices and
with unit-weight edges, and adding in a perfect matching of size k between them, with edges of
cost €. This is the circular ladder graph, with cross-edge weight ¢.

Claim 7.2.6. There exist non-adaptive algorithms making O(n?) value queries to sets of size one
and two that can reconstruct any graph, but for any non-adaptive algorithm in the comparison-
query model making queries to sets of constant size (or even < n/2 size), there exist weighted
n-vertex graphs G, G~ which cannot find the minimum cut.

Proof. Take the circular ladder graph with ¢ = % =+ ~ for some tiny vy > 0; the sign in front of
the v will determine whether the min-cut is a single-vertex cut with cost 2 + ¢, or the bisection
(Cy, Cy) with cost ke. However, we cannot distinguish these two cases if we compare sets S, T’
of size < n/2. (This is true even if we know the edges of the graph and the entire construction,
except the sign in front of . This is in contrast to the value query setting, where asking the value
of f(.9) for sets of size 1 and 2 allows us to completely reconstruct the graph. ]

Claim 7.2.7. There exist non-adaptive algorithms making O(n?) value queries to reconstruct the
graph, but for any non-adaptive algorithm in the comparison-query model, there exist weighted
n-vertex graphs G, G~ which require exp(n) comparison queries to have high success proba-
bility.

Proof. Again, take the circular ladder graph, and rename the vertices uniformly at random. As-
sume that the cross-edge weightis ¢ = % =+ for some tiny v > 0; the sign in front of the v will
determine whether the degree cut or the partition (Cy, Cs) is optimal. Again, for value queries
we can non-adaptively reconstruct the graph using O(n?) queries. But for comparison queries,
the only way to learn the sign in front of v would be to query the correct partition with a degree
cut. Now if the queries are non-adaptive, and the vertices of the graph have been uniformly and
randomly renumbered, the number of non-adaptive queries would have to be exponential in 7 in
order to have a high probability of success. [

Finding Heaviest Edge Incident to a Vertex

We can show that comparison queries do not allow us to identify, for a vertex v, the heaviest edge
adjacent to it. Finding this edge would be useful, e.g., in the min-cut algorithm of [179]. Indeed,
consider the 4-vertex graph {a, b, ¢, d} and the 6 edge weight variables. Here are two universes:

239



Edge Weight Universe 1 (wy, > wy.) Universe 2 (wy, < Wye)
Wap 1000.01 999.99
Wae 999.99 1000.01
Wad 10 10
Whe 100 100
Wpd 50 50
Wed 1 1

Table 7.1: Two weight configurations for a 4-vertex graph that produce identical cut orderings but differ
in which edge is heaviest incident to vertex a.

In both scenarios, w,q = 10 is much less than w,;, and w,,. (which are both ~1000). However, a
calculation shows that the order of the cuts is identical in both universes:

f{a,d}) > f({a}) > f({a,b}) > f({0}) > f({a,c}) > F({c}) > f({d}).

Hence, given this specific ordering of cuts, we cannot distinguish between Case 1 (where (a, b)
is the max-weight edge adjacent to a) or Case 2 (where (a, ¢) is).

7.3 Matroids, Matchings, and Paths

In this section, we give efficient comparison-based algorithms to optimize over matroids, matroid
intersections, and shortest paths.

7.3.1 Matroid Bases

We now give our algorithm to compute a minimum-weight basis of a matroid M = (U, Z) with
|U| = n elements, where we are only allowed to compare matroid bases. Our main result for
matroid bases is the following:

Theorem 1.6.3 (Matroid Bases). There is an algorithm outputs the minimum-weight basis of a
matroid on n elements using O(nlogn) comparison queries in O(n?) time.

Proof. First, let us consider graphical matroids, where the bases are spanning trees of a graph.
Given any graph with edge set £, we can first partition the graph into its 2-vertex-connected
components Fy, ..., E} (note that these are the edge sets of the components); the edge set of the
minimum-weight spanning tree (MST) for E is the union of those for the E;’s, so it suffices to
focus on a 2-connected component induced by the edges in some F£;. We claim we can simulate
Kruskal’s algorithm for MST, which just compares weights of edges: indeed, if this algorithm
compares edges e, ¢’ € F;, we can find a base B containing e, such that B’ := (B \ e) U¢’ is also
a base. (We defer the proof, since it follows from the result below.) Now comparing e, ¢’ has the
same answer as comparing B, B’.

The same argument holds for arbitrary matroids, where we recall that the notion of 2-vertex
connectivity in graphs extends to matroids [[151]]:
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Lemma 7.3.1. For any matroid M = (Z,U), let B(M) and C(M) be the collection of all bases
and circuits in the matroid.

1. If elements e, € € E share a circuit C € C(M), then there exist bases B, B" € B(M)
such that B' = B + ¢’ — e. Call such pair of elements e, ¢’ comparable.

2. The binary relation vy on the elements of the matroid such that (e,e’) € v iff either
e = € or e, e are comparable is an equivalence relation.

Proof. For the first part, let B be the basis that extends the independent set C' — ¢’. This means
that the fundamental circuit in B + ¢’ is C' implying that B’ := B + ¢’ — ¢ is also a basis. The
second part is proved in [151, Proposition 4.1.2]. The equivalence classes in Lemma|/.3.1|[2) are
called the connected components of M. ]

Now we can run the analog of Kruskal’s greedy algorithm for matroids on the connected compo-
nents of M this uses O(|U;| log |U;|) element (and hence base) comparisons for each component;
summing over all components gives us O(|U| log |U]), as claimed.

Running time and other details: The running time consists of the time taken to decompose the
matroid into its connected components, and obtaining two bases B, B" such that BAB' = {x,y}
for every pair z, y compared by the algorithm. For this, we use the results from [118]] that connect
the basis exchange graph with the connected components of the matroid. The following are a
definition and a lemma:

For any basis B of M, the basis exchange graph H(DB) is defined as the bipartite graph with
color classes B and U\B. For z ¢ B,y € B, we have {z,y} € H iff B + x — y is also a basis.
The following lemma connects this exchange graph with matroid connectivity:

Lemma 7.3.2 (Section 6, [118]]). For any basis B € M,

1. The nodes in the connected components (in the graphic sense) of H(B) are the connected
components (in the matroid sense) of matroid M.

2. For z,y in the same connected component of H(B) (or equivalently M) such that © ¢ B
and y € B, if P is the shortest path connecting x and y in H(B), then B’ :== BAP is a
basis such that B' + y — x is a basis.

Given Lemma|7.3.2} the matroid decomposition step requires O(n?) matroid independence calls
(in fact, the calls are always about whether a set is a basis or not) to build the exchange graph
using Lemma part[l]and O(n?) time to identify connected components.

Next, to simulate any pairwise comparison between elements z,y, we obtain the two bases
B > z,B' > y such that BAB' = {x,y} using part 2] of Lemma The implementa-
tion of Kruskal’s algorithm requires sorting the elements in each connected component which
requires O(c; log ¢;) comparisons in each component with ¢; elements. Each such comparison
takes O(n) time to find the path and write down the bases to input to the comparison oracle.
Adding everything, we get the O(n? log n) time bound as claimed. O
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7.3.2 Matroid Intersection

We now turn to finding common independent sets S € 7, N I, between two matroids M; =
(U,Zy) and My = (U, Z,). Our main result in this case is the following:

Theorem 1.6.4 (Matroid Intersection). Let My = (U,Z;) and My = (U, Z,) be two matroids
defined on a ground set U containing n elements. Then, there is an algorithm that outputs the
minimum-weight set that is in both I,, I, using O(n*) comparison queries in O(n*) time.

To prove this, we show that Edmond’s classical weighted matroid intersection algorithm, as pre-
sented in [[171} Section 41.3], can be implemented using only comparisons of common indepen-
dent sets. As in the previous section, we first consider the simpler bipartite matching case, where
the shortest augmenting paths algorithm constructs extremal matchings via shortest paths in an
exchange graph. Our key observation is that these shortest-path steps—e.g., via Bellman—Ford—
can themselves be implemented using only comparisons between matchings.

Formally, let G = (V, E') be a bipartite graph with color classes V' = L U R. Given an extremal
matching M of size k (i.e., a min-cost matching with k edges), we describe a primitive to obtain
an extremal matching M’ of size k + 1.

The M-exchange graph D orients matching edges from R to L and non-matching edges from L
to Rin GG. Let L' and R’ be the unmatched vertices in L and R. An M-augmenting path is a
directed path in D from a vertex in L’ to one in R’. Define the edge length function ¢ : £ — R
as: l(e) := —w(e) if e € M, and w(e) otherwise. The following result is standard (see, e.g.,
Theorem 3.5, Proposition 1 in Section 3.5 of [168]]).

Lemma 7.3.3. Let M be an extremal matching. Then:

1. The exchange graph D has no negative-length cycles.
2. If P is a minimum-length M -augmenting path, then M’ := M /AP is also extremal.

By iteratively applying Lemma we construct extremal matchings of increasing size, from
size 0 to n/2, and return the one with minimum total weight. Moreover, to implement this using
only comparisons between matchings, we describe a variant of the Bellman-Ford algorithm. For
each u € L, let p&k) be the shortest M -alternating path from L’ to w using at most k£ matching
edges. For matched u € L, let v’ € R be its partner. We initialize:

a _ {@ ifuel,

“ s —u —u fors=argming l(s = u — u).
Moreover, we recursively define p&kﬂ) = MiNyer, (pz(f), pq(,k) — u — u) where the min
operator returns the path with minimum total length ¢(p), ties broken arbitrarily. Each such
path P yields a matching M AP, and satisfies ((P) = w(M) — w(MAP), so comparing path
lengths reduces to comparing weights of the resulting matchings.

To reach a free vertex t € R', compute: p; = min,ey, (pq(fl) — t), which again defines an
alternating path. Hence, the full algorithm can be implemented using only comparisons between
matchings.
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This insight extends naturally to the matroid intersection setting, where shortest augmenting
paths must also be minimal (i.e., having fewest arcs among paths of equal weight), a property
standard algorithms like Bellman—Ford already ensure. We show that the path-finding steps can
again be carried out using only comparisons of common independent sets. The details appear
in Section

7.3.3 Shortest paths

Finally, when the combinatorial objects of interest are s — ¢ walks, we show that the Bellman-
Ford shortest path algorithm can be used to find the shortest s — ¢ walk (which will be a path)
using O(n?) many s — ¢ walk comparisons.

Theorem 1.6.5 (s-t walks). There is an algorithm that finds the minimum-length s-t path in a
graph G (or a negative cycle, if one exists) using O(n®) s-t walk comparisons and O(n?) time.

Proof. Assume that for every vertex v € V/, there exists a path from s to v and from v to ¢, since
otherwise no s-t walk can pass through v, and we may ignore such vertices. For each v € V/,
fix an arbitrary v-t walk ¢,. Let s denote the shortest s-v walk with at most k edges, where

s = 0.

Define the recurrence:

(k+1) — i (k)
Sy, min (s o (u,v)), (7.1)

where ties are broken arbitrarily. We can compute this because for any two walks sg? o (u1,v)
and sq(]? o (ug,v), we can compare them by extending each with ¢, and comparing total weights.

If w has no negative cycles, then SE”‘” is the shortest s-t path. To detect a negative cycle, check

whether w(s{) < w(s"™) forany u € V.

Since there are O(n?) entries st and each is computed by comparing O(n) candidate walks, the

total number of comparisons is O(n?). Although each comparison naively takes O(n) time, we
can amortize this using shared subwalks, leading to O(n) time per table entry and total runtime

O(n?). O
7.4 Linear Optimization for General Set Systems

Given these algorithms for general classes of set systems, we aim high and ask a very broad
abstraction, which we call the general linear optimization (GLO) problem: suppose we are given

a set of N points P = {z1,...,zx} C R¢, and an unknown weight vector w* € R, Again, we
are only allowed comparison queries—given z, y € P, the comparison oracle responds with

Sign ((w*v T — y)) ) (72)
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1.e., the relative ordering of = and y in the ordering on P induced by w*. The goal is to identify
= in(w* 7.3
2" = arg min(w”, z) (7.3)

using as few queries as possible. The above combinatorial optimization problems are all special
cases of this problem where d = |U|, and we represent each set S by its (Boolean) indicator
vector 1g € {0, 1}<.

There are two natural questions we can ask for GLO:

* Certification: Is it possible to certify that a candidate solution z is optimal using only a
small number of comparisons?

* Optimization: Is it possible to find an optimal solution z* using only a small number of
comparisons? Naturally, this is at least as difficult as the certification problem, since we
can compare this z* to z.

Our results for linear optimization on more general point sets depend on the complexity of these
point sets, via the notion of the conic dimension, which we define in Definition We show
how to optimize over point sets P with low conic dimension.

Theorem 1.6.7 (General Linear Optimization). There is an algorithm that, for any point set
P C R? with conic dimension k and unknown weights w € R? returns the minimizer x* =
arg mingep(w, z) using at most O(klog klog |P|) comparisons.

Since Boolean point sets have small conic dimension [113] (see Section for a proof), we
get our main theorem for Boolean optimization:

Theorem 1.6.6 (Boolean Linear Optimization). For any family F C 2Y and unknown weight
function w : U — R, we can solve argminger ., g we using O(nlogn - log|F|) = O(n?)
comparison queries, where n = |U|.

As mentioned earlier, for the setting of maximum cut on a graph G = (V, E), this result implies
an upper bound of 9) (JV|®) queries; moreover, our results can be made deterministic using the
techniques of [114]. The work of [154] shows a lower bound of Q(|V'|?) queries in the more
informative value query model, thereby showing that a gap of only O(|V']).

7.4.1 Warm-up: Query Complexity for Bounded Weights

Theorem 7.1.1 (Boolean Linear Optimization: Bounded Weights). For any family F C 2Y and
unknown integer weight function satisfying |w.| < W, we can sort all sets S € F by their
corresponding weight ) _ o w, using O(nW log nW) comparison queries, where |U| = n.

Proof. We can represent the feasible sets in F as points in the boolean hypercube {0, 1}". Let
this set of points be P. The algorithm we describe not only finds the minimum-weight point but
sorts all points in P by their weight.

244



First, we present a simpler algorithm with a query complexity of O(n?W log(nWW)) and then
show how to improve it. The algorithm processes points from P in an arbitrary order, maintaining
a sorted collection of the points seen so far.

At each step, we maintain a partition the set of points processed thus far as disjoint lists {L,},
where each list L, contains points that share the same objective function value v. The possible
values for v lie in the range [—nW,nWV]. Although we do not know the actual values v, we
maintain the relative order of the lists.

For each list L,, we maintain the affine subspace spanned by its points. This is done by storing
a representative point z,, € L, and a basis for the vector subspace spanned by the difference
vectors {x — x, | © € L,}. When a new point z,,,, is considered, we first check if its value can
be determined without a query. For each existing list L,,, we test if x,,.,, lies in the affine subspace
spanned by L,. If z,., € span(L,), then f(z,e,) = v, and we add 2., to L,, updating the
basis if necessary.

If 2., does not lie in any of the existing affine subspaces, we must use comparison queries to
determine its value relative to the existing values. We perform a binary search over the sorted list
of values. This either places ., into an existing list L, (if we find f(2,e,) = v) or establishes
a new list for a previously unseen value.

The complexity is determined by the total number of times a binary search is required. A binary
search, which costs O(log(nW)) queries, is performed only when a new point « cannot be placed
into an existing list L, by checking the affine span. This happens in two cases: (1) x has a value
that has not been seen before, or (2) x has a value corresponding to a list L,,, but x increases the
dimension of the affine subspace for L,,.

The number of distinct values is at most 2nW + 1. For each of the O(nWV) possible values, the
dimension of its corresponding subspace can increase at most n — 1 times. Therefore, the total
number of events that trigger a binary search is bounded by O(nW + n - nW) = O(n*W). This
leads to a total query complexity of O(n*W log(nW)).

To improve this bound, we can make a simple but crucial observation. Instead of maintaining a
separate subspace for each list L,,, we can maintain a single vector subspace A. This subspace A
is spanned by all difference vectors encountered so far, i.e., A = span{z; — z, | z; € L,,Vv}.
All these difference vectors lie in the subspace orthogonal to the true weight vector w, since

w'(z; —x,) = f(x;) — f(z,) =v—v=0.

When a new point z,., arrives, we check for each known representative x, whether the dif-
ference e — x, lies in A. If 2,0, — x, € A, then f(Zpew) = f(x,) = v, and no query is
needed. Otherwise, we use binary search on the values. The total number of dimensions we can
learn for A is at most n — 1. The number of new values we can discover is at most 2nWW + 1.
Therefore, the total number of queries is bounded by the cost of binary searches for each new
value and the queries needed to build the basis for A. This gives a total query complexity of
O((n + nW)log(nW)) = O(nW log(nW)). O

Remark 7.4.1. The proof relies on the fact that the total number of possible objective function
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values is O(nW). If there are B possible distinct values, the same argument yields a query com-
plexity of O((n + B)log B). More crucially, the proof only uses a specific type of implication:
if 2/, xq,. .., xy all have the same value, then f(z; — ') = 0. The existence of a linear combi-
nation z — ' = ). o;(x; — 2’) then implies f(x) = f(z’). One can achieve better bounds by
using inequalities and conic combinations rather than equalities and linear combinations, which
is what subsequent extensions explore.

7.4.2 Envelopes and the conic dimension of Point Sets

Let us begin by defining the envelope and conic dimension of a point set. Recall that a cone of a
point set is the collection of all positive linear combinations of these points.

Definition 7.4.2. The envelope of a sequence of points o = (y1,...,%,) € (R)" is

env(o) := cone({y; — Yiti<i<j<n) = cone({¥is1 — Yiti<i<j<n)- (7.4)

The idea behind the envelope is simple: if o is the total order induced by w* on the points
{vi,...,un} Gee., if (w*,y; —y;) > 0 for i < j, then taking the envelope of o gives us all
the “implications” of this ordering, and allows us to derive implications without performing any
further calculations.

Definition 7.4.3. The conic dimension of a set Y C R denoted by ConicDim()) is the largest
integer k for which there exists a length-k sequence o = (y,...,y) € V* of points from V),
such that for each t € {2,...,k} we have

Y — 1 € env(oth), (7.5)
where o'* denotes the prefix of the first ¢ elements of sequence o.

In other words, each (w*,y; — y1) > 0 is not implied by the comparisons in the prefix. Note
that the conic dimension is defined for a set, whereas the notion of an envelope is defined for
a sequence. A note on the name: [113] defined the inference dimension as being the size of a
largest “inference-independent” set where none of the inequalities are implied by the others. Our
definition is very similar to theirs, with two minor difference: (a) we restrict to linear optimiza-
tion, and (b) we consider sequences where each comparison is not implied by the previous ones.
Since implications using linear inequalities has a natural geometric visualization as a cone, we
call it conic dimension.

Given these definitions, it is possible to show that if a point set P has conic dimension k, then
for the optimal point y* € P there exists proofs of optimality of size at most k£ — 1. In the next
section, we give an algorithm for the optimization problem, which finds an optimal point y* and
also gives a proof of size O(k log k log |P]).

7.4.3 An Algorithm for Finding a Minimizer

We now show the proof of the main result for general linear optimization:
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Theorem 1.6.7 (General Linear Optimization). There is an algorithm that, for any point set
P C R? with conic dimension k and unknown weights w € R?, returns the minimizer x* =
arg mingep (w, x) using at most O(klog klog |P|) comparisons.

For point set P = {z1,...,zy}, consider the following iterative algorithm, which distills the
approach of [[113]:

Algorithm 9 Iterative Sieving Algorithm

1: while |P| is more than O(k) do

2 Independently include each point of P in a subset ) with probability 2k /N
3: o « result of sorting ) using O(k log k) expected comparisons
4
5

y < first (smallest) element of o

Eliminate all points z € P \ {y} such that x — y € env(o)
6: end while
7: Sort P using a brute-force algorithm

The proof of the algorithm follows immediately from the next lemma, which shows that each
iteration reduces the number of points in P by half in expectation. We defer the proof to Sec-

tion[7.6.3

Lemma 7.4.4. The expected number of points that are eliminated from P at step |3|is at least
|P|/2.

We observe that the algorithm optimizes the number of queries, and not the runtime, since both
steps[2]and [3| cannot be efficiently executed in general; it remains an interesting direction to make
some version of this algorithm efficient for special classes of problems.

7.5 Future Directions

Our work initiates the study of combinatorial optimization under perhaps the weakest interesting
model of information: the ability to compare two potential solutions. In this pairwise-comparison
model, we show how to solve the graph min-cut problem for simple graphs (and give results also
for graph reconstruction, which is non-trivial in this setting). We also show how to optimize over
matroids, matroid intersections, and s-t paths using just pairwise comparisons. Finally, we show
that all Boolean point sets (and indeed, all point sets of bounded precision) have small query
complexity, even though their computational complexity may be large.

Many intriguing open questions arise from this work. We highlight some of the most pressing
directions below.

* Weighted Graphs. A natural next step is to extend our min-cut algorithm from sim-
ple graphs to weighted graphs. Finding an efficient comparison-based algorithm for the
weighted case is a primary open problem.
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* Submodular Minimization. Can we optimize objectives beyond modular functions? De-
termining if submodular functions can be minimized with a polynomial number of com-
parison queries—even with exponential computation time—would be a significant gener-
alization of our results.

* Characterizing Efficient Problem Classes. What general properties of a set system per-
mit efficient optimization? Our results for specific structures like matroids are encourag-
ing. A central challenge is to characterize the properties that make the general framework
of Section|/.4|efficient for broader classes of combinatorial problems.

* Noisy Comparisons. How can we handle noisy queries? If each query is correct only with
a probability of % + ¢, standard binary search approaches fail. While some techniques from
the value query model might be adaptable [75]], this direction remains largely unexplored.

* Adaptive vs. Non-adaptive Gaps. What is the query complexity gap between comparison
and value queries in the adaptive setting? While a simple separation exists in the non-
adaptive case, a deeper understanding of the power of adaptivity in the comparison model
is needed.

7.6 Appendix to Chapter

7.6.1 Proofs from Section

We begin with a simple observation allowing us to test, for a vertex v and any non-empty set S
that is a proper subset of U — u, whether a majority of u’s neighbors lie inside .S.

Observation 7.6.1. Suppose we perform a cut comparison query on the pair S and .S + u. Then
the result of the query is:

sen((9(5)] ~ 05 + ) = sign (100w, 5)| - 5100 ). 1.6

Proof. Indeed,

0(S)] = 10(S + u)| = [9(u, S) = [A(u, U\ (S +u))]
= 2[0(u, S)| = |9(u)].

Therefore, the sign of the query (.S, S + ) indicates whether a majority of u’s edges go into
S. [

The above observation allows us to reason about neighborhood structure. We now formalize how
to use this to isolate individual neighbors.

Lemma 7.6.2 (tipping point). For u € U, consider a set ) # S C U \ {u}, and a sequence
V1, Vs, ..., v of vertices in U \ (S U {u}). Define S; = S U {vy,...,v;}. Suppose S; # U — u
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and the comparisons of the queries (Sy, So+u) and (S, S+ u) differ. Then there exists an index
i € [t] such that

sign(|0(Si—1)| = [0(Si-1 +u)]) < sign(|0(Si)] — [0(Si + w)]). (7.7)

The corresponding vertex v; must be a neighbor of u, and can be identified using O(logt) queries
and O(n) time via binary search.

Proof. By Observation [7.6.1} the sign(|0(S)| — |0(S + w)|) is monotonic in S, since the quan-
tity |0(u, S)| increases as S grows. Therefore, if the sign changes between S, and S;, then by
monotonicity, it must strictly increase at some index ¢, which proves (7.7). Moreover, using the

equality in again, (7.7) can be rewritten as
|8(U, Si*1)| < |a(u7 Sz)‘7 (78)

and hence u is adjacent to the vertex v;. Finally, a binary search over the chain finds such an ¢
using O(logt) queries. The binary search performs O(logt) queries, each requiring O(n) time
to write bit vectors, for a total of O(nlogt) = O(n). The additional binary search logic takes
O(logt) time. O

We now apply these ideas to construct balanced sets around each vertex.

Lemma 7.6.3 (median sets). For any vertex u with O(u) # ), and an ordering vy, ..., v,_1 of
the vertices in U — u, there exist disjoint sets S, S;- C U \ {u} that are a prefix and a suffix of
the sequence such that

ot 501 =057 = |22 | -1 19)

These sets can be found using O(log n) queries and O(n) time.

Proof. Let L; = {vy,vq,...... v} and R; = {v,vj41,...,v,-1} for j € [n — 1]. First, check
if d(vy) > d(v1 + u) in which case, we can conclude S, = 0, S;" = {vy, v3,...,v,_1} because
{u,v1} has to be the only edge using Observation Similarly for v,,_;. So from now on,
assume that 9(v;) < 9(v; +u) and O(v,—1) < 9(v,—1+u). Equivalently, this can also be written
as O(Rg) > O(Ry + u),d(Ly_2) > O(Ly—o + u).

In what follows, we will first describe how to compute S, and then use a similar argument to
compute S;7. If 9(v1) = I(v; + u), then again we can simply conclude S, = () because this
implies that |0(u)| = 2 and {u, v, } is an edge. Otherwise, if 9(v;) < O(v;+u), we can search for
S, as a tipping point for the chain defined by the sequence vy, vs, . .., v,_5 using Lemmam
because O(v1) < A(vy + u) and I(vy,...,v_2) > O(vy,..., v, 2 + u). By the arguments
in Lemma([7.6.2] there exists ¢ € [n — 2] such that v; € N(u) and

|0(u, Li—1)| < 510(w)l,  |0(u, Ly)| > 3|0(u)]. (7.10)
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This implies that S, := L, satisfies |0(u, S, )| = (@} — 1. We can use the same argument

to get S;". Moreover, since S, and S are prefix and suffix of the same ordering, and contain
no more_than half the neighbors of u, they must be disjoint. The proof makes two calls to
Lemma one for each ordering, with O(n) preprocessing. Each call takes O(n) time, so the
total running time is O(n). O

Proof of Structural Primitives Lemma
We can now prove the main structural result Theorem [/.2.1}, which we restate for convenience:
Theorem 7.2.1 (Structural Primitives). When n > 4, for any vertex u € U:

(i) Given a set of k vertices A = {vy,...,vx} C U\ {u}, the neighbors of u in A can be
determined using k + O(logn) queries and O(n + k) time.

(ii) Given an ordered subset T = (vq,...,v;) C U \ {u}, either the neighbor v; € N(u) of
u with the smallest index i € [t] (or a certificate that N(u) N'T = ()) can be found using
O(logn) queries and O(n) time.

Before we prove the theorem, we first prove a primitive that shows how to identify if a vetrex is
isolated using constant queries when n > 4:

Lemma 7.6.4 (Home Alone). For any three vertices u,v,w € U, vertex u is isolated iff
6(0)] = [6(u +v)], [6(w)] = [6(u+ w)], |6(v + w)| = [6(u+ v+ w)|. (7.11)

Proof. The three equalities are trivial when w 1s isolated. Given the equalities, we observe that
they can be written equivalently as

[6(u, 0)] = 3l6(u)], [6(u, w)| = 318(w)], [6(u, v+ w)| = 3|0 (w)|. (7.12)

Using the fact that |0(u, v + w)| = |d(u, v)| + |d(u, w)| gives |§(u)| = 0. O

Proof of Theorem We first check if 9(u) = () using Lemma If O(u) = 0, there are
no neighbors of u in A in part[(i)]and we can certify that NNT = () in part[(iD)] Assume d(u) # 0
from here on.

In proving part[(i)} and determining which of vy, ..., vx € U \ {u} are neighbors of u, we begin
by computing the disjoint sets S, , S;- C U \ {u} with exactly (&2“)'1 — 1 neighbors of u; this
takes O(log n) queries and O(n) time due to Lemma

For each v; we choose S to be one of S, or S, in which v; does not appear—say S := 5. Since
0(u, S)| < $|0(u)], we know from Observationthat sign(|0(S)| — [0(S +u)|) = —1. We
then add v; to S and ask for sign(|0(S + v;)| — |9(S + v; + u)|). Since O(S, u) is just one edge
short of reaching half the degree of w, this sign increases if and only if v; € N(u). Thus, each
test requires one query, and the total query complexity is & + O(logn). After computing the
median sets S, and S in 5(71) time, we partition the vertices vy, . . ., v} into two groups based
on whether each v; lies in .S, or S;; this takes O(k) time using bit vector lookups. For each
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group, we fix the corresponding set S := S or S and write its bit vector once in O(n) time.
Each query (S+wv;, S+v;+u) is then constructed in O(1) time via bit flipping. The total running
time is O(n + k).

This proves Theorem [7.2.1)1)

For part |(i1)| of the lemma, consider the ordered sequence 7' = (vy,...,v;) € U \ {u} and
extend it to a total ordering of U \ {u} by appending the remaining vertices arbitrarily, forming
the sequence (vq,..., 0, Vi1, ..., Un_1). Define suffixes Ry, := {vy,...,v,_1} for each k; by
Lemma[7.6.3] there exists some & such that

O, Rl = | 252 ] ~1, (7.13)

and such a suffix S := Ry, can be found using O(log n) queries and O(n) time via Lemmam
To verify that |0(u, T')| > 0, consider the sequence (v;11, ..., Vn_1,01,...,v;) with T placed all
the way at the end. The suffix median of this ordering computed using Lemma|/.6.3|is the same
as S iff |O(u, T)| > 0. Otherwise, define the nested sequence

So =S, (7.14)
S; =S U{vy,...,u} fori=1,... min(¢, k). (7.15)

(Recall that |T'| =t and |S| = n — k + 1.) We have:

0w, So)| = |0(u, 5)| = [221] — 1, (7.16)

2

[0, Stnin(e)| = 10(u, S)| +[0(u, T\ S)| = 5[0(u)]- (7.17)

To justify the inequality in (7.17): if |0(u, T')| > 0, then [0(u, T\ S)| > 0, because otherwise if
|0(u, T\ S)| = 0, then N(u) C S. But this would imply |0(u, S)| = |0(u)|, contradicting the
fact that less than half the edges incident to u go into S (by the choice of .S). Hence, 7"\ S must
contain a neighbor of w.

By Lemma(7.6.2] there exists an index 7 such that the sign of the query (S;_1, S;_1 +u) is strictly
smaller than that of (.S;,S; + u). The corresponding vertex v; is the first vertex in 7" adjacent to
u, and binary search over i € [min(¢, k)| finds it using O(logn) queries and O(n) time. O

Lemma 7.2.3 (Edge Extraction). When n > 4, for any vertex u, a subset T' C U — u of vertices,
and any integer k, we can extract r = min(k,0(u,T)) edges from O(u,T) using O(rlogn)
queries and O(n) time.

Proof. We assume that |0(u,T')| < |1]0(u)|| + 1; otherwise, we split 7" into T’y := T'N S}
and 7 := T NS, using the median sets from Lemma and recursively extract edges from
each. Both subsets satisfy the same degree bound, and the total query and runtime complexity
remains the same. Let S be a median set disjoint from 7', which exists by construction and can
be found using O(log n) queries and O(n) time. Let T" = {vy, ..., v;}, and define the nested sets
S; == SU{vy,...,v;}. We maintain two bit vectors: one for the fixed set S, and one for the
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growing prefix of 7'. In each iteration, we find the smallest index j such that the sign of the query
(Sj—1,Sj—1+u) is strictly smaller than that of (.S}, S; + ), indicating that v; € N (u). We locate
this index using the doubling version of binary search. Once v; is found, we report the edge
{u,v;}, remove vy, ..., v; from T, and repeat. Since we extract at most r edges, we perform at
most r such searches, each requiring O(logn) queries, for a total of O(r log n) queries overall.

Running time. Constructing the median set S' takes 6(n) time. To construct the query sets,
we reuse the bit vector for S and build each query by appending a prefix {vy,...,v;} C T. In
each iteration, the doubling search explores prefixes of geometrically increasing size until it finds
a neighbor at index j. The total size of all prefixes queried in that iteration is O(jlogt), so the

time spent constructing queries is O(jlogt). Deleting vy, ..., v; from T also takes O(j) time.
The values j1, ..., j, across all r iterations sum to at most n as these are gaps between the edge
indices, so the overall total time takenis O (>_._, j;logn) = O(n). O

Cut sparsifiers using O(n) queries

Using Lemma [7.2.4] we show that we can implement the sparsifier construction from [162, Al-
gorithm 3.4] and the min-cut computation from [162, Algorithm 4.1] using O(n/e?) cut com-
parison queries. The mentioned algorithms and relevant theorems from [162] are mentioned
verbatim below:

Algorithm 10 (Approximating Edge Strengths and Sampling a Sparsifier H)
Input: An accuracy parameter €, and a cut-query oracle for graph G.
1. Initialize an empty graph H on n vertices and G < G.
2. Forj=0,...,logn, set k; = n277 and:
(a) Subsample G; from G by taking each edge of i; with probability

) (100-40~1nn )
¢j=min [ ——— 1.
Kj

(b) In each connected component of G’
i. While there exists a cut of size < g; - /aj, remove the edges from the cut. Let
the connected components induced by removing the cut edges be 1, . .., C,.

ii. Forevery i € [r| and every edge (known or unknown) with both endpoints in C},
set the approximate edge strength &/, := i (alternatively, subsample every edge
in C; x C; with probability 2¢;/c* and add it to H with weight £2/2q;).

iti. Set G, as the graph obtained by contracting C; for each i € [r] in G;.
Output: The edge strength approximators {k.} (or the sparsifier H).

Theorem 7.6.5 (Theorem 3.5 from [162]]). For each edge e € G, the approximate edge strength
given in Algorlthmsatlsﬁes lk‘ < k! < k.. Furthermore, the algorithm requires O(n/a )
oracle queries to produce a spars;ﬁer H with the following properties:

* H has O(nlogn/c?) edges.
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* The maximum weight of any edge e in H is O(e%k,/logn).
* Every cut in H approximates the corresponding cut in G within a (1 £ ¢) factor.

Algorithm 11 Simpler global Min Cut with O(n) oracle queries
Input: Oracle access to the cut values of an unweighted simple graph G.
1. Compute all of the single-vertex cuts.
2. Compute a sparsifier H of G using Algorithm [I0] with small constant ¢.
3. Find all non-singleton cuts of size at most (1 + 3¢) times the size of the minimum cut in
H, and contract any edge which is not in such a cut. Call the resulting graph G’.
4. TIf the number of edges between the super-vertices of G’ is O(n), learn all of the edges
between the super-vertices of G’ and compute the minimum cut.
Output: Return the best cut seen over the course of the algorithm.

Theorem 7.6.6 (Theorem 4.2 from [[162]). Algorithm|l1|uses O (n) queries and finds the exact
minimum cut in G with high probability.

Proof of Theorem For each 0 < j < logn, step 2(a) of Algorithm [I0]can be implemented
using Lemma 7.2.4/ with O(|E}| - g; - logn) + O(n) comparison queries in expectation; which is

shown to be O(n) in the proof of Theorem The runtime bound of the same step is O(n?2).
Step 2(b)(ii) of Algorithm also takes O(n/=2) queries and O(n?) time because the number of
edges sampled and added to H is shown to be O(n/e?) (see proof of Theorem 4.2, [162]) and
this sub-sampling can be done again using Lemma([7.2.4] In Algorithm[IT] since step (1) is only
used to compare the singleton cuts to output the minimum cut seen by the algorithm, we can
implement this using comparison in O(n) queries and time. In step (3), all the approximate cuts

can be computed in O(n?) time using [103]. In step (4), all the edges of G’ can be learned using
Lemma with p = 1. The proof of Theorem shows that the number of edges in G is at
most O(n) with high probability. This implies that all the steps in the algorithms take O(n/c?)
queries and 5(n2) time. There are at most log n steps in any algorithm which proves the desired
bounds. [

7.6.2 Proofs from Section

Generalization to Matroid Intersection

We now extend the concepts from bipartite matching to matroid intersection. Let M = (F,Z;)
and My = (E,Z,) be matroids over a common ground set F, and let Y € Z; N Z, be a common
independent set. Define the exchange graph H (M, M5,Y’) as a directed bipartite graph with
colorclasses Y and £\ Y. Fory € Yandz € F\ Y:

(y,x) e H <= Y —y+2x €1,
(x,y) e H <= Y —y+ax €.

Let H(M;,Y), H(Ms,Y) be the subgraphs of H with edges corresponding to M, M respec-
tively.
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We know the following lemma (see [168) Section 10.4]):
Lemma 7.6.7 (Matching lemmas). ForY € 7y, let Hy = H(M,4,Y).

(a) If Z € Ty with |Y'| = |Z|, then Hy contains a perfect matching on Y AZ.
(b) If Z C E such that H, contains a unique perfect matching on Y AZ, then Z € I.

Let Xy :={z € E\Y:Y+zeZi}and Xy :={z € E\Y : Y 4+ 2 € Z,}. Given a weight
function w : £ — R, define the length of any path (or cycle) P in H by:

((P):= Z We — Z We.

ecPNY ecP\Y

A common independent set Y € Z; N Z, is extreme if it minimizes weight among all common
independent sets of the same size. We know the following lemmas (see Theorem 10.7, Theorem
10.11, Theorem 10.12 in [168]])

Lemma 7.6.8. The subset Y € 1, N Ly, is a maximum cardinality common independent set iff
there is no directed path from X1 to X5 in H.

Lemma 7.6.9. Consider a common independent set Y € 1; N ZL,.

(i) Y is extreme if and only if H(My, Ms,Y') contains no directed cycle of negative length.
(ii) If'Y is extreme, and P is a shortest (minimal-hop) path from X, to X, in H, then Y AP is
also extreme.

To mimic the Bellman—Ford algorithm, we generalize the notion of augmenting paths using
minimal paths and cycles, defined with respect to both weight and hop-count.

Minimal Cycles and Paths. A cycle C' in H is minimal if no proper subcycle C’ satisfies
((C") < £(C). Similarly, for y € Y, define P(y,t) to be the set of directed paths from X; to y
in H using at most 2¢t — 1 arcs. A path P € P(y,t) is minimal if it is lexicographically minimal
with respect to length and number of arcs:

Forall P" € P(y,t), (((P'),|P']) = (((P),|P]).
In the following lemma, we prove our main observation that augmenting an extreme common
independent by a minimal path gives a common independent set.
Lemma 7.6.10 (Minimal paths and cycles). If Y is extreme:
1. For any minimal cycle C' in H, we have Y AC' € T, N L.
2. For any minimal path P € P(y,t), we have Y AP € T, N Ts.

Proof of Lemma[7.6.10} For the proof of part (1), suppose Z := YAC ¢ I, N Z,, assume by
symmetry that Z ¢ 7;. Let N, M be the matching edges in C' corresponding to M; and M,
respectively. Using Lemma [7.6.7(a), we know that there exists a different matching N’ # N
between the vertices VC' NY and VC\Y with edges corresponding to M.
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Consider the multiset union of edges N U N' U 2M which takes two copies of every edge from
M and a copy of every edge from N and N’. Since these set of edges enter and leave every
vertex exactly twice, the set of edges can be decomposed into a collection of cycles (', ..., C,
for some p > 2 such that some of the cycles have strictly fewer vertices than C'. We also have
> ey L(Ci) = 2¢(C). Using Lemma we know ¢(C;) > 0 and since p > 2, there exists a
cycle C; with lesser weight or the same weight with lesser number of vertices as C' contradicting
the minimality of C'.

The proof of part (2) proceeds in a few steps:

(2a)

(2b)

(20)

(No re-entry) First, we prove that a minimal path in P(y, t) never re-enters X; again. If
P = (20, y1,T1, -+ Yks Tk, - - -, Te—1, Y¢) With z € X7, then observe that there is an edge
from y;, to xo because Y + x¢ € Z; as xy € Z; which implies Y + x¢ — yx € Z; and hence
the edge. If we let C' = (xo,y1,T1,- -, Yk, o), and P' = (Tp, Yps1,- -, Te—1,Yz), WE
have /(P) = ((C) + ¢(P’) implying that P’ has smaller length and lesser number of arcs
than P as ¢(C') > 0 from Lemma|7.6.9(i)| contradicting the minimality of P. An identical
argument can be used to show that vertices are not revisited again in minimal paths.

(YAP € I;) Next, we show that YAP € 7. Let Z = {y1, 21, .., Y1, T4_1}- We first
show that YAZ € 7;. Let N be the set of matching edges (y;, x;) corresponding to M
for1 <i <t —1and M be the set of matching edges (z,_1,y;,) corresponding to M for
1 <j<t.fYAZ ¢ 7,, then there is a different matching N’ between Z\Y and Z NY
using Lemma Consider the multiset union of edges N U N’ U 2M U 2(yy, o).

Since these set of edges enter and leave every vertex exactly twice, the set of edges can

be decomposed into a collection of cycles (1, . .., C), for some p > 2 such that some of
the cycles have strictly fewer vertices than C. We also have ) ¢(C;) = 2{(C). Using
1ED

Lemma [7.6.9(1)} we know ¢(C;) > 0. Consider the two different cycles (say) Cy, C5 that
each contain a copy of the edge (y;, o). We know that one of these cycles (say) C should
have ¢(Cy) < ¢(C) and |C}] < |C|. Removing the (v, () edge from C) gives a path (say)
P such that ({(P),|P|) = (¢(P,), |P1|) contradicting the minimality of P.

Now we will show that YAZ € 7, = Y AP € 7,. First, observe that 7, (Y U Z) = |Y|
because 7, (Y + 2) = rpaq, (Y) = |Y| for every z € Z as we showed Z N X; = () in
Item[(2a)] On the other hand, the rank r o, (YUP) > |Y|+1because YUP 2 Y +x € 7.
Since YAZ C Y UP, there is an element in {zg, y1, Yo, - - ., y¢_1 } that extends YAZ. This
has to be xy because we know 7, (Y U Z) = |Y'|. This implies that

(YAP € I,) Finally, we show that YAP € 7,. Let N be the set of matching edges
(yi, z;) corresponding to M, for 1 < i < t — 1 along with (y;, x). Let M be the set of
matching edges (z,_1, y;) corresponding to My for 1 < j < k. If YAP ¢ 7,, then there
is an alternate matching M’ from vertices in P\Y to Y\ P. Consider the multiset union of
edges M U M’ U 2N. Similar to the argument in parts (1) and (2a) above, we find a cycle
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(say) C containing the edge (v, o) such that (C) < ¢(C) and |C}| < |C. Deleting the
edge (y;, xo) gives a path P; that contradicts the minimality of P. O

Lemma(7.6.10]allows us to compare lengths of minimal paths using only comparisons of matroid
intersections:

when P, and P, are minimal paths or cycles. In order to optimize over minimal paths, we modify
the Bellman-Ford algorithm in the natural way.

Modified Bellman-Ford Algorithm. Let pg(f) denote the minimal path in P(y, ). We compute
it recursively:

* Initialization: Foreachy € Y,

(1) — i
py’ = min(z = y).
* Update: Fort > 1,
P = min {p{, pl¥ =z =y},

where (z,2) € Y x (E'\Y) satisfies:
1. (z,z) and (x,y) are arcs in H, and
2. VAW 42—y e TN

* Shortest Augmenting path: After computing paths pg(f) forally € Yandt = |Y|, we
extract a minimal shortest path P from X; to X5 such that YAP € 7, N Z,, and update
Y « YAP.

Proof of Theorem Let Y; be the extreme common independent set of size exactly ¢ starting
with Yy = (). Use the modified Bellman-Ford Algorithm to find the shortest augmenting path
P, in the exchange graph H(M;, M,,Y;)). Using Lemma part [(i)l the exchange graph
has no negative cycles. The shortest path computation takes O(n?) comparison queries and
time (see Section [7.3.3). After every update, we know that Y;,; := Y;AP, is an extreme set
using Lemma part We continue for n steps as long as there is a directed path from
X to X in the exchange graph. Using Lemma we know that the maximum cardinality
intersection is reached when an augmenting path is not present anymore. Finally, we can compare
the weights of all the extreme sets obtained to output the minimum weight common intersection
O(n*) comparisons and O(n?) time. O

7.6.3 Omitted Content from Section
The conic dimension of the Boolean Point Sets

An important special case is that of point sets consisting of Boolean vectors in {0, 1}, i.e., of
subsets of the hypercube. For completeness, we present the bound on the conic dimension from
[113].
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Lemma 7.6.11 ([113]). The conic dimension of any subset of points of {0, 1}% is at most O(d log d).
In fact, it is the smallest k such that 2 > (2k + 1)%

Proof. Let us first consider the case where P = {0,1}%. For any sequence (y1,...,yxs1) C
{0,1}¢, consider the set

{ Zﬁz‘(yz‘ﬂ — ;) : Bi € {0, 1}} (7.18)
1€[k]

These vectors lie in the cube {—F, ..., k}4, which has (2k + 1)¢ elements. If 28 > (2k + 1)¢, by
the pigeonhole principle, two distinct J # ~ yield the same sum.

Let ¢, be the largest index where (;, # ~,, and assume f;, = 0, y;, = 1. Then:

> (B = ) (i1 — yi) = 0. (7.19)
i€[k]
Add Z (yz’—H - %) = Yi,+1 — Y1 to both sides:
’iE[to]
Yto+1 — W1 = Z (Bi =i + 1) (Yir1 — vi) (7.20)
iE[to]
= Y (Bi—7+ D —w) (7.21)
ie[tofl]

Since 5;,v; € {0, 1}, the coefficients are non-negative, so v, 1 — ¥1 € env((y1, ...,y )). This
proves that the conic dimension of the hypercube is at most k = O(d log d). Now we can use the
fact the conic dimension of any subset is no larger, to infer the same property for any subset of
the cube. O

Beyond the Hypercube

In this section, we consider extensions of the above claim for the Boolean hypercube: to the
setting of hypergrids, and to getting e-approximate solutions for other bounded sets.

Hypergrids and Bounded-Precision Solutions A more general version of Lemma [7.6.11
when points belong to {0,1,..., N — 1}¢ shows that the conic dimension is shown to be at
most O(dlog(Nd)). The proof is very similar to that of Lemma|7.6.11|above; see [113, Lemma
4.2].

e-Approximate Solutions for Bounded Sets For bounded sets P C B, = {z € R% ||z, <
1} it is possible to bound an approximate version of the conic dimension, which leads to an
algorithm that returns an e-approximate point. Given a comparison oracle, the algorithm returns
T € P such that (w*, 7) < (w*,z) + ¢ forall z € P.

For the following definition, we will use the notion of the distance: given a set S C R and a
point z € R, define dist(z, S) = minges ||z — vl
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Definition 7.6.12. The e-approximate conic dimension of a set )) C R? denoted by ConicDim,()))
is the largest integer & for which there exists a length-k sequence o = (y1,...,yx) € (V)* of
points from ), such that for each ¢ € {2, ..., k} we have

dist(y; — y1,env(c™ 1)) > e (7.22)

All the notions previously defined extend to the approximate conic dimension with the natural
changes. We can extend the notion of a basic subsequence B. (o) following the same Kruskal-
like procedure: we add an element to the basic subsequence if its distance to the previously
spanned elements is at least ¢.

If k = ConicDim, () we can apply Algorithm 9| with two modifications: after the first iteration,
always include the minimum point from the previous iteration in the sample; in step 2 eliminate
all points = € P \ {y} such that dist(z — y,env(c)) < ¢ obtaining the following results:

Corollary 7.6.13. If |[w*|| < 1 and k = ConicDim.(Y), the the variant of Algorithm[9|described
above returns a point I such that (w*, &) < (w*,x) + € for all x € P using O(klogklog|P|)
comparisons.

Proof. Observe that if y is the smallest point in the sampled subsequence then if dist(z —
y,env(o)) < e then let z € y + env(o) be a point such that ||z — z||, < e. We know that

(w*yy < (w*,z) = (W x) + (W, z —x) < (w*,z) + ¢

Hence we only eliminate points that are at no better than the point y by more than €. The
modification in step 1 guarantees that the points y selected in each iteration as increasingly better.
The remainder of the proof works without any change. O]

Finally we bound the approximate conic dimension:

Lemma 7.6.14. The c-approximate conic dimension of any set of points P C B, is the smallest
k such that 2% (¢ /2)¢ > (2k + 1)

Proof. The proof follows by replacing the pigeonhole argument in Lemma by a volumetric
argument. We again consider the set:

> Bilyisr —wi): B €{0,1}  C 2k - By (7.23)

i€[k]

i.e, the ball of radius 2k in R?, which has volume (2k)¢ - Vol(B,). Now, for each vector 3 €
{0, 1}*, consider the ball of radius /2 around > icin Bi(Yir1 — yi), which have total volume

2k(g/2)® - Vol(B,). Each of those balls is contained in the ball of radius 2k + 1 around zero.
If 2%(¢/2)? > (2k + 1)? then two of the smaller balls must intersect, so there exist vectors
B, € {0, 1}* such that:

> (B = %) Wi — vi) = =, (7.24)

1€[k]
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with ||z||, < e. Let ¢, be the largest index where /3;, # 74,, and assume S, = 0, 7, = 1. Doing
the same manipulations as in Lemma [7.6.1T| we obtain:

24 Y1 — Y1 = Z (Bi =7 + D (Yis1 — i) (7.25)

iE[to—l]
Since (;,v; € {0, 1}, the coefficients are non-negative, so

dist(Yso 11 — Yy, env(yr, .-, ¥y,)) < [z, < e

which shows that that e-approximate conic dimension is at most k. O]

The Certification Problem

Before addressing the optimization problem, we ask whether it is even possible to certify opti-
mality efficiently. Suppose we wish to prove that some point y € P is the optimal solution, i.e.,
y = arg mingep(w*, x), or equivalently, that

(wx—y) >0 VreP. (7.26)
We want to use as few comparisons as possible.
1. A y-certificate is a collection C of index pairs (i, j) such that for all w € R, we have that

((w,z; —z;) >0 V(i,j) €C)= ((w,x —y) >0 VreP) (7.27)

2. A certificate C is valid if (w*,z; — x;) > 0 for all (7, 5) € C.

Hence a valid y-certificate implies that y is a minimizer of (w*, z) among points in P. In fact,
the minimum number of queries needed to find an optimal solution is lower bounded by the
minimum size of a valid certificate.

Recall that given a set V' C R? of vectors, the cone generated by V is the set of all vectors that
can be written as positive linear combinations of vectors from V/; this is denoted by cone(V).

Formally,
cone(V) = {x eERY:z = Z%U, ay > O} :

veV
The following lemma gives a characterization of y-certificates based only on the geometry of the
point set P.

Lemma 7.6.15. A set C C [N] x [N] is a y-certificate iff P C y + cone ({z; — ;}(i jec)-

Proof. Suppose C is a y-certificate. Then, the definition implies that the system:

(wyz; —x;) >0 V(i,j)eC (7.28)
(w,x —y) <0
is infeasible for any z € P. By Farkas’ lemma, this implies that x —y € cone ({xZ — xj}(w»)ec).
Conversely, if z — y € cone ({z; — z;}j)ec) and (w,z; — x;) > 0 for all (4,j) € C, then
(w,z —y) > 0 follows immediately. O
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Definition 7.6.16. For a sequence 0 = (z;,, Z4,,. .., Z;, ), the induced certificate is defined as
CG = {(i@,i@.l) 01 S l S k — 1}
Basic Subsequences

For a set  C R? with ConicDim()) = k and any sequence o = (y1,...,¥y,) € V", consider
a process that maintains a subsequence 7; of o for each 0 < ¢t < n. We start with the empty
sequence 7y = (), and at step ¢ + 1, we update

T — T 0 Yer1, Y1 —y1 & env(m)
t+1 = .
e otherwise.

An analogy can be made to Kruskal’s algorithm, where we add the next element in the sequence
precisely when it is not conically spanned by the envelope of the current set. We observe:

1. the sequence T, is a prefix of 7,1, and moreover, 7, contains at most one more element.
2. |m,| < E.

The first observation is immediate from the construction, and the second follows by contra-
diction: if |m,| > k, then some subsequence of size k£ + 1 contradicts the definition of conic
dimension. Let B(o) := m, be the subsequence of ¢ obtained by this process; we call this the
“basis” of 0.

Lemma 7.6.17. Given a sequence o0 = (y1,...,yn) € V", we have:
cone({y; — y1 hi<j<n) C env(B(0)) C env(o). (7.29)
Proof. For the rightmost inclusion, suppose B(c) = (y;,,. - -, ¥i, ). Then,

env(B(0)) = cone({¥ip,, — Yi, hr<e<k—1) € cone({y; — yihicicj<n) = env(o).  (7.30)

For the leftmost inclusion, let r; := B(o'") denote the basis of the prefix at time ¢. Consider any
Y € 0

* Ify, ¢ m, = B(0), then it was excluded by the base construction algorithm, meaning:

Yy —y1 € env(m_1) C env(m,) = env(B(0)).

* If y; € m,, then it is one of the elements of the basis, and we can write:

Y — Y1 = Z (yif+1 - yie) € Cone<{yie+1 - yif}lﬁfﬁk—l) = el’lV(B(O')).

Lap<t

Hence, in both cases, y; — y; € env(B(0)), completing the proof. O

We can now relate the size of valid z*-certificates to the conic dimension of the underlying point
set.
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Lemma 7.6.18. If some point set ) C R? has conic dimension k, and y* = arg min,cy(w*, y),
then there exists a valid y*-certificate C of length |C| < k — 1.

Proof. Order the points in ) as the sequence 0 = (y* = y1,¥a,...,Ys) such that (w* y;) <
(w*,y;11) for all 4, and let B(o) = (y,,,- .-, ¥;, ) be the basic subsequence corresponding to o.
We claim that the induced certificate C := Cp(,) is a valid y*-certificate. Notice that C is defined
such that

env(B(0)) = cone({y; — y;}igec)-

Using Lemma [7.6.17] we have Y C y; + cone({y; — y;}¢,j)ec), which means that C is a valid
certificate using Lemma|[7.6.15| Moreover, by construction, (i, j) € C' means (w*,y; — ;) > 0,

which in turn means that the certificate is valid. [l
Proof of Lemma

Proof. For the analysis, consider a sequence (z1, . .., zy) be such that (w*, z;) < (w*, z;41) for
all 1 <1i < N — 1. Note that o is distributed as a random subsequence of (z1,...,xy), where

each element is selected independently with probability 2k /N .

Consider a slightly modified, more lenient version of the algorithm that eliminates a point z; €
P\ {y} in Step 3| only if x; — y € env(B(o;—1)) where o; is the prefix of o restricted to
elements {x;}1<;<,; recall the definition of the basic subsequence B(-) from Section [7.6.3] This
modification ensures that elimination of z; depends only on the coin tosses at indices in [t] and
the sequence (x1,...,z;). This modified algorithm eliminates no more points than the original
algorithm because env(B(oy_1)) C env(o;_1) C env(o)—each inequality just uses that the
cone of a smaller set of vertices is smaller. Hence, it suffices to prove that the expected number
of points eliminated by the modified algorithm is at least N/2.

We now use the principle of deferred randomness to analyze this version of the algorithm. Let F;
be the “evolving set” of elements in {x; };<;<; that are not eliminated by the modified algorithm
after it has seen the elements 1, x5 ..., z; in that order. Remember that o; is the subsequence
of (z1,...,x;) corresponding to elements that are sampled. We can simulate the process of
generating the sets F; and oy in the following way:

1. Start with Ey, 09 = ().

2. Atstep 1 <t < N, toss a biased coin with success probability 2k /N. Update

{ot_l oxy, if coin flip succeeds at t
O =

Oi_1, otherwise.

and

B — Et,1 O Ty, if Ty — Y ¢ enV(B(at,l))
t = .
Ei 4, otherwise.

where y is the first element sampled.
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Observing that

|B(o¢)| — |B(oy—1)| = 1[zy — y ¢ env(B(0y—1)) A coin flip succeds at ¢]
= (|Ey| — |E;—1]) - 1[coin flip succeds at ¢].

Taking expectations on both sides gives
N
— - E

B|5| - |Eiall = o7 -

1B(o0)] = [B(ar-1)]-

Summing this over 1 <t < N gives
N N

E[lEnl] = 5 - EllB(o)l] <
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