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Abstract

Driven by shortcomings of current democratic systems, practitioners and political scientists are exploring democratic innovations, i.e., institutions for decision-making that more directly involve constituents. In this thesis, we support this exploration using tools from computer science, via three approaches: we design practical algorithms for use in democratic innovations, we mathematically analyze the fairness properties of proposed decision-making processes, and we identify extensions of such processes that satisfy desirable properties. Our work mixes techniques from computational social choice, algorithms, optimization, probabilistic modeling, and empirical analysis.

In Part I, we apply the first two approaches to citizens' assemblies, which are randomly selected panels of constituents who deliberate on a policy issue. We analyze existing algorithms for the random selection of these assemblies, and we design new algorithms for this task that are provably fair and now widely used in practice. In addition, we design algorithms for partitioning assembly members into deliberation groups, which allow more members to interact than before.

Part II identifies extensions to liquid democracy and legislative apportionment. First, we demonstrate that a variant of liquid democracy, in which agents are asked for two potential delegates rather than a single delegate, reduces the concentration of power observed in classic liquid democracy. Second, we extend legislative elections over parties to approval ballots, and give apportionment methods for this setting that satisfy strong proportionality axioms. Finally, we extend a proposal for the randomized apportionment of legislative seats over states to satisfy additional monotonicity axioms.

In Part III of this thesis, we engage with a specific policy topic, refugee resettlement. We design algorithms for allocating resettled refugees to localities in a country, which improves these refugees’ chances of finding employment over the status quo and is now being used by a major US resettlement agency.
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Introduction

Imagine living in a society in which democracy lived up to its ideals: constituents would have equal power in making collective decisions, these decisions would account for all constituents’ perspectives, and constituents could accept decisions as legitimate even when they personally disagree with them. Such a society could turn problems that seem insurmountable today into opportunities: instead of climate change, we could live in a world of clean air and sustainable wealth; in a pandemic, collectively balance safety and freedom; establish policies that mitigate the harms of racism, sexism and other forms of prejudice; and provide equitable opportunity to all.

Current democratic systems claim that, by electing representatives, they already implement democracy to its full extent, and yet they fall far short of the ideals above. Following the “folk theory” of democracy [AB16], competitive elections empower a majority of voters to choose their preferred policy by voting for the right candidate, elections incentivize representatives to defend their constituents’ interests, and the neutral process of voting should make decisions legitimate. The data, however, show that each of these points comes with major caveats, which substantially reduce society’s ability to act in concert. Improving the functioning of democracy is urgently needed, because democracy has been losing ground to authoritarian forms of governance over the last decade: according to the Varieties of Democracy Institute, the “level of democracy enjoyed by the average global citizen in 2021 is down to 1989 levels,” eradicating “30 years of democratic advances” [BAL+22].

Motivated by this growing threat to global democracy, political scientists and practitioners have been developing democratic innovations [EE19; Lan20; Smi09], proposed institutions that would more directly involve constituents in decision making. When attempted in practice, some of these innovations have achieved resounding success, suggesting that they can become powerful instruments for strengthening democracy. Below we introduce three prominent democratic innovations, the first and third of which feature in this thesis:

Citizens’ assemblies: A panel of randomly selected constituents deliberates on a policy question and formulates joint recommendations to decision makers. Empirical research shows that deliberation in citizens’ assemblies is of high quality, that citizens’ assemblies find common ground despite polarization, and that they produce decisions rooted in considered judgement [DBC+19]. Due to this success, citizens’ assemblies have become more numerous and prominent around the world [OEC20].

Participatory budgeting: Constituents deliberate and vote on how part of the public budget should be spent, a decision that is classically made through intransparent negotiations between politicians. In its birthplace, the city of Porto Allegre in Brazil, participatory budgeting "has deepened democracy, promoted social justice, improved how local states function, and made government officials accountable to their constituents" [Wam07], and more than 1 500 cities worldwide have since adopted forms of participatory budgeting [GB20].


1: Voting behavior is influenced by irrelevant factors, such as the result of sports games [HMM10]. Across US states, policy and the majority preference agree no more frequently than they disagree [LP12]. A large share of the US population is dissatisfied with all candidates in the election [Fin16]. Politicians may dramatically misjudge their constituents’ opinions [BS18], and, across 27 democratic nations, only a median of 35% agree that their elected officials “care what ordinary people think” [WSC19]. Around the world, constituents have low trust in legislatures and political parties [OEC22], which has been shown to increase constituents’ support for breaking the law [MH11]. Constituents in democracies around the world feel that they do not have a say in government decision making [OEC22].


Liquid democracy: Constituents can directly vote on many decisions as in direct democracy, or may temporarily delegate their vote to other constituents. This is meant to provide the practical benefits of political representation while “maximally lowering the barriers to entry to the status of elected representative” [Lan20]. Liquid democracy has been implemented inside political parties, within companies, and as a form of civic participation in regional governments [Pau20].

In this thesis, we use techniques from computer science to support and contribute to this crucial process of democratic innovation. We do so by following three approaches:

▶ We design practical algorithms for use in democratic innovations (Chapters 2, 3, 5, and 9),
▶ we mathematically analyze the fairness properties of proposed decision-making processes (Chapter 4), and
▶ we identify extensions of such processes that satisfy desirable properties (Chapters 6 to 8).

In Section 10.1, we reflect more broadly on what computer science can offer to support democratic innovations. As will be illustrated throughout this thesis, researching democratic innovations is also fruitful for computer science: our work contributes new questions, technical results, and opportunities for practical impact to the field.

1.1 Overview of Thesis Contribution and Structure

Part I: Practical and Theoretical Suggestions for Citizens’ Assemblies

This thesis puts a particular focus on citizens’ assemblies, which I believe to be the most promising direction for augmenting democracy. This belief is rooted in a variety of observations made during my thesis research through studying political science and political theory, collaborating with practitioners in the selection of citizens’ assemblies, reading the final reports produced by citizens’ assemblies, and watching recordings of citizens’ assembly deliberation.

Based on similar impressions, prominent political scientists have advocated for proliferating the use of citizens’ assemblies [DBC+19; Fis09; Lan20; Man10], and an increasing number of public authorities now commission citizens’ assemblies [OEC20]. Some proponents suggest that randomly-selected deliberative bodies can play roles beyond the advisory role of classic citizens’ assemblies. For instance, schools in Bolivia have selected random student governments [PKC20], and regions in Belgium and France recently instituted permanent political bodies composed of random constituents [NR19; OEC21]. Beyond current experimentation, advocates have proposed designs in which groups of random citizens take on the role of union representatives [Pek19], legislative chambers [GW18], or hiring boards for positions in the executive branch [BS14].
The first part of this thesis studies different aspects of citizens’ assemblies and derives suggestions for how they are currently organized or could be organized in the future. The first three chapters in this part focus on sortition, i.e., the random selection of a citizens’ assembly’s members. This work is driven by the tensions between two primary objectives in sortition: representativeness, which means that groups in the population should be present on the panel roughly in proportion to their share of the population, and equality, which means that no individual or group should receive preferential treatment over others. Each of these three chapters makes different assumptions about what assembly organizers can do, about the constraints on representativeness, and on what form of equality they strive for:

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Organizers select from…</th>
<th>Representativeness constraints…</th>
<th>Aim to equally include…</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 2</td>
<td>a given pool of volunteers</td>
<td>are already given</td>
<td>volunteers in the pool</td>
</tr>
<tr>
<td>Chapter 3</td>
<td>a pool of volunteers produced by randomness and self-selection</td>
<td>can still be set</td>
<td>agents in the population</td>
</tr>
<tr>
<td>Chapter 4</td>
<td>the entire population</td>
<td>can still be set</td>
<td>unidentified groups in the population</td>
</tr>
</tbody>
</table>

Whereas these three chapters study the selection of the assembly members, Chapter 5 investigates a problem faced by practitioners later in the process, namely, how to partition the assembly members into discussion groups.

**Chapter 2: Fair Algorithms for Selecting Citizens’ Assemblies**

Most organizations select the members of a citizens’ assembly through a three-step process, which is illustrated in Figure 1.1: First, practitioners send a large number of invitations to a random subset of the population, typically by random mail. Second, if the recipient of an invitation is willing to serve on a panel, they can opt into a pool of volunteers. Third, a panel of predetermined size is sampled from the pool.

This chapter develops multiple selection algorithms, algorithms which perform the third step of sampling the panel. As mentioned above, the process should satisfy the objectives of representativeness and equality. Following current practice, representativeness is enforced by a collection of quotas on different features,\(^3\) which the chosen panel must deterministically satisfy. The principle of equality, by contrast, had not been systematically quantified before our work. We capture it through what we call a fairness measure, which is a concave objective function taking each pool member’s probability of selection as its input. Within what the representativeness constraints allow, the concave objective encourages that pool members be selected with similar probabilities.

In this chapter, we develop an algorithmic framework of selection algorithms that are maximally fair, i.e., which draw the panel with such a probability distribution that a given fairness measure is maximized. This framework combines techniques from convex optimization, column generation, and integer linear programming in a novel way, and yields practically efficient selection algorithms for a range of fairness measures inspired by the literature on fair division. Furthermore, we develop an efficient implementation for one selection algorithm, LexiMin. Using data from ten citizens’ assemblies, we demonstrate that this algorithm

---

3: For example, the quotas might require that between 14 and 16 of the 30 panel members be female, that exactly 5 members be above 65 years old, and so forth.
yields vastly more equitable selection probabilities than the previous state of the art (without compromising on representativeness). Multiple organizations have adopted LexiMin and have used it for selecting dozens of assemblies around the world.

Chapter 3: Neutralizing Self-Selection Bias

A possible objection to the approach taken in the previous section is that the notion of equality it provides only extends to members of a given pool. This is in line with the thinking of some practitioners we have talked to, for whom fairness among volunteers is the objective. But an equally valid perspective is that the objective is to give members of the population an equal chance of making it through all three stages of the pipeline (Figure 1.1), which we call their end-to-end probability.\footnote{In part, these perspectives differ in whether declining an invitation is seen as a voluntary action signaling disinterest or whether it shows that the individual is unable to participate. Typically, organizers financially compensate panel members, cover travel and accommodation costs, and provide childcare to enable more individuals to participate. See Jacquet [Jac17] for a study of why agents decline to participate.} In particular, this perspective suggests that, when an agent who is a priori unlikely to self-select into the pool joins the pool against the odds, the selection algorithm should select this agent with particularly high probability in order to make up for the agent’s tendency not to join the pool.

In this chapter, we develop a methodology for sampling a citizens’ assembly that approximately equalizes end-to-end probabilities. That is, we design a polynomial-time sampling algorithm, and prove that, as the number of invitations sent out grows large enough, (1) the end-to-end probabilities when using the selection algorithm converge to an equal value, (2) the process satisfies quotas with increasingly tight gaps between upper and lower quotas, and (3) the probability that the selection algorithm cannot produce a panel within these quotas\footnote{Since who receives the invitations and whether the recipients opt in is random, this event cannot be entirely excluded.} goes to zero. This algorithm is also based on column generation, but combines it with a famous result from discrepancy theory by Beck and Fiala [BF81].

Since the results in the previous section assumed that the organizers knew each pool members’ a-priori probability of opting in — which is not the case in practice — we complement these results with a learning approach for estimating such probabilities from data. The challenge in this learning task is that practitioners observe only the characteristics of those recipients who opt in (“cases”), not of those who decline to do so (“controls”). In many cases, survey data allows organizers to observe the features of a random sample of the population, but for this sample it is not known whether they would have opted into the pool if invited. In the language of econometrics, these data are “contaminated controls” [Lan96], and there are generic, iterative ways of approximately estimating parameters in this setting. Assuming a natural parametric model for how an individual’s features determine their probability of opting in, we show that the maximum likelihood estimator can instead be found by minimizing a single convex function in our setting. We apply this learning algorithm to data from a real citizens’ assembly combined with public survey data. The determined parameters of the parametric model allow us to create a semi-synthetic population, for which the selection algorithm gets very close to equalizing end-to-end probabilities.

Chapter 4: Benefits of Stratified Sampling

The selection process in the last two chapters was quite complicated, mainly because of the high level of self-selection in the selection pipeline (Figure 1.1).
This chapter studies sortition in an alternative setting without self-selection, i.e., where the selection algorithm can directly choose the panel members from the population. This setting might be either applicable if serving on a panel is made mandatory as some authors suggest [Lei04; Mal15], or approximately applicable if practitioners can substantially raise the rate of opting in. In principle, our selection algorithms from Chapter 2 still apply, by considering the entire population as a pool, albeit at prohibitive computational cost. More importantly, this approach would be overly complicated given that, in a model without self-selection, there is no tension between equal selection probabilities and representativeness.

In this chapter, we compare the two selection algorithms generally discussed in the political theory literature: uniform sampling and stratified sampling. Since both algorithms select constituents with perfectly equal probabilities, we study how well the algorithms satisfy representativeness. Uniform sampling satisfies a powerful stochastic guarantee on representativeness: for any group $M$ of agents in the population, the number of $M$'s representatives on the panel is a random variable whose distribution is concentrated around $M$'s proportional share of the panel. Thus, any arbitrary group in the population is likely represented close to proportionally in a (sufficiently large) panel selected through uniform sampling — not only groups that are externally identifiable, but also unobservable groups such as those defined by common beliefs or interests [Sto08]. In contrast to this stochastic representativeness, stratified sampling satisfies deterministic guarantees on representativeness. For example, if half of the panel is drawn uniformly among women and half uniformly among men, each panel will be gender balanced.

But does the deterministic guarantee of stratified sampling come at the cost of worsening the stochastic representation for other groups in the population? We prove that the answer is essentially no: Stratified sampling (with careful treatment of indivisibilities) never increases the variance of any group $M$'s representation by more than a factor that is very close to 1.7 Using data from the General Social Survey, we show that a careful stratification will actually decrease the variance of representation for other groups of interest, because features tend to correlate to some degree. Based on these observations, we recommend that, when selecting a citizens’ assembly without self-selection bias, organizers should adopt stratified sampling rather than uniform sampling.

Chapter 5: Improving Deliberation Groups

Finally, we turn our attention from the selection of the panel to a task that touches on the deliberation happening once the assembly convenes. For this deliberation, assembly members are typically subdivided into groups of 5–10 members each, which we refer to as tables since group members typically gather around a table to exchange experiences and arguments under professional moderation. Assemblies last for multiple deliberation sessions, and the composition of the tables is mixed up anew for each session. Our project of optimizing the assignment of tables started from conversations with the Sortition Foundation, a nonprofit organization recruiting citizens’ assemblies, about a software tool they created for this purpose [Ver22]. According to our contacts, practitioners have two major


7: We also prove that this factor is tight, and that uniform sampling minimizes the maximum representation variance across groups $M$. Given that variances for stratified sampling are never much larger, stratified sampling is still near-optimal from this worst-case perspective.
aims in determining these groups: each small group should satisfy repre-
representativeness quotas like those in Chapter 2, and practitioners want as many assembly members to meet as possible.

Informed by the Sortition Foundation’s existing approach, we capture this task as an optimization problem, in which we must determine a partition of the agents into representative tables, one partition for each of $T$ many sessions. The objective is to maximize, summed up over all pairs of assembly members, a function of how often the pair meets across all sessions. We call such a function a saturation function and assume that it is monotone nondecreasing (“meeting more often does no harm”) and concave (“meetings between the same pair have diminishing returns”). For any given saturation function, a greedy algorithm that uses an ILP solver as a subroutine approximates the optimal objective value within a factor of $1 - 1/e \approx 0.63$. As we show on data from real citizens’ assemblies, instantiating the greedy algorithm with an appropriate saturation function yields a group-allocation algorithm that is practically efficient and dramatically outperforms the practitioners’ software in terms of its own metric of success.

To avoid the arbitrary choice of saturation function, we construct an alternative algorithm, which simultaneously approximates the objectives for all possible saturation functions within a factor of $\Omega(1/\log T)$. For a natural generalization of the group-allocation problem, we prove that this result is tight up to a $\log \log T$ factor. Empirically, we show that this simultaneous-approximation approach continues to outcompete the practitioners’ algorithm, even though the greedy algorithms seem somewhat preferable in our data.

Part II: Impulses for Other Aspects of Democracy: Liquid Delegation and Apportionment

In the second part of the thesis, we explore alternative approaches to democracy in areas other than citizens’ assemblies. First, we extend another democratic innovation, liquid democracy, in a way that shows promise for decreasing the concentration of power observed in past deployments. In the following two chapters, we turn away from democratic innovations proper, and instead investigate new approaches to a well-established element of democracy, namely, the apportionment of legislative seats.

Chapter 6: Avoiding the Concentration of Power in Liquid Democracy

Chapter 6 studies liquid democracy, another democratic innovation seen as a possible path for giving constituents more say in politics [BZ16]. As in direct democracy, liquid democracy allows constituents to vote on fine-grained issues such as individual laws. Since constituents have limited expertise on policy and limited time to devote to politics, liquid democracy alternatively allows constituents to delegate their vote to any other constituent, whose vote then has the weight of multiple individuals. These delegations are transitive (i.e., a delegate can delegate their vote and all votes delegated to them to another constituent) and revocable at any point. The probably largest deployment of liquid democracy took place in the Pirate Party in Germany [BP14; KKH+15]. A major concern


in this deployment was that some individuals, so-called super-voters, amassed enormous weight through transitive delegations.

In this chapter, we investigate whether the emergence of super-voters could be prevented if delegators nominated multiple potential delegates that they are indifferent between and if a centralized algorithm could choose the delegate among these options with the goal of reducing the weight of the heaviest super-voter. In a random graph model, we prove that when each delegator nominates two potential delegates rather than one, this approach leads to a doubly exponential reduction in the weight of the largest super-voter, with high probability. This improvement is related to the power of two choices phenomenon documented in load balancing [ABKU94]. Furthermore, we find that the clear improvement going from one delegate to two potential delegates persists in random graphs generated with preferential attachment, in which some nodes are much more frequently chosen as delegates than others.

Chapter 7: Party-List Apportionment with Approval Votes

The following chapter develops procedures for allocating the seats of a legislature to political parties. Specifically, our work applies to electoral systems using party-list proportional representation, which means that each party receives a share of seats proportional to its share of the popular vote.

Whereas voters can currently only vote for a single party, we extend party-list proportional representation to approval ballots, which means that voters can vote for any subset of the parties. These approval ballots allow voters to communicate their preferences with larger expressiveness, which in turn enables the apportionment procedure to promote parties commonly approved by different voters. In contrast to single-party ballots, how to define proportional representation and how to apportion seats is not well established for approval ballots. We adapt axioms from the related literature on multi-winner elections and design apportionment methods that satisfy combinations of axioms that have remained elusive in that literature. Specifically, we propose an apportionment method satisfying core stability [ABC+17] and one that satisfies both extended justified representation [ABC+17] and house monotonicity [BC08].

Chapter 8: Monotone Randomized Apportionment

We then study another extension of apportionment, which is not only applicable to the apportionment of seats to parties but also to the apportionment of seats to states, as is done in the US for example. This kind of apportionment has a long and fascinating history, which has been marked by the challenge of simultaneously guaranteeing desirable axioms, most prominently quota, house monotonicity, and population monotonicity [BY01]. Grimmett [Gri04] suggests the use of randomness in apportionment, which allows to apportion in a way that is perfectly proportional (ex ante, i.e., in expectation) while satisfying quota.

To help choose between the many randomized apportionment methods satisfying Grimmett’s two axioms, we study if apportionment methods can additionally satisfy versions of house monotonicity and population monotonicity that are

---

8: Being used in 85 countries, this electoral system is the most widely used globally [ACE22]. Its most frequent alternative is plurality (“first past the post”), in which candidates compete in districts and, in each district, the candidate winning the largest vote share receives a seat.

---


suitably generalized to the randomized setting. Indeed, we design a randomized apportionment method that satisfies ex-ante proportionality, quota, and house monotonicity. Satisfying both quota and population monotonicity is not possible, but we give an apportionment method that satisfies ex-ante proportionality and population monotonicity (without quota). Our exploration of these questions leads us to an interesting generalization of randomized dependent rounding [GKPS06], and additionally provides new insights into the mathematical structure of deterministic apportionment methods. Our generalized rounding procedure can be used to resolve multiple shortcomings of a suggested reform of the European Commission proposed by Buchstein and Hein [BH09].

Part III: Refugee Resettlement

Like the previous two parts, the third part of this thesis is motivated by an urgent need for political action. As of 2022, a record 100 million people are forcibly displaced worldwide, more than twice the number from 2012 [UNH22, p. 7]. Among the 27 million people with refugee status, the United Nations High Commissioner for Refugees (UNHCR) identifies 1.5 million as in need of resettlement [UNH21]. This designation means that these refugees need to be permanently relocated from their current country of asylum into a third country, for example because their safety is at risk or because of trauma caused by violence or torture. Even for this highly vulnerable population, the response of the international community has fallen far short of the need; even before the pandemic, only around 100,000 refugees were resettled per year [UNHnd].

Despite this similarity in motivation, the third part stands out from the others in two ways: First, the first two parts aim to change democratic structures, hoping that doing so will indirectly enable society to overcome urgent problems. By contrast, the third part engages with a concrete problem, refugee resettlement, and aims for marginal improvements rather than systematic change. Second, whereas the first two parts develop algorithms with theoretical guarantees, the third develops a heuristic algorithm — albeit inspired by theoretical arguments — and studies it empirically.

Chapter 9: Online Refugee Placement

In the only chapter of this part, we study a problem faced by resettlement agencies in the US. Each week, such a resettlement agency is assigned a batch of refugees by the federal government, and the agency must place these refugees in its local affiliates, while respecting the affiliates’ yearly capacities. The main objective of the resettlement agency is to help many refugees find employment, which depends on which affiliate each refugee is placed in. Building upon a previous tool by Ahani et al. [AAM+21] and its predictions of employment chances, we design heuristic algorithms for making these allocation decisions. In contrast to earlier algorithms, ours explicitly take into account that refugees arrive over time (online). Our algorithms achieve over 98 percent of the hindsight-optimal employment, compared to under 90 percent of previous myopic approaches. This improvement persists even when we incorporate a vast array of practical features of the refugee resettlement process including indivisible families, batching, and

[UNHnd] UNHCR (n.d.): Refugee Data Finder.

10: While we wholeheartedly agree that “many of our pressing social problems cannot be solved by better allocating our existing sets of outcomes” [Man19] and that changes to immigration policy would yield much larger positive impact, we still believe that the improvements of this work are worthwhile to pursue.
uncertainty with respect to the number of future arrivals. As we describe below, we incorporated our algorithm into the optimization software used by a leading US resettlement agency.

1.2 Real-World Impact

Since the research in this thesis is driven by practical problems, I spent substantial effort to translate our technical results into impact in the real world. In particular, several of the algorithms designed in this thesis have been implemented in software tools that are now being used in practice.

A Fair Selection Algorithm for Citizens’ Assemblies

Over the course of my research on citizens’ assemblies, I have built connections with practitioners in more than a dozen organizations. The conversations with these practitioners have sparked research questions, have informed our solution approaches, and have helped practitioners understand and apply the results of our work.

As perhaps the most impactful output of this thesis, I have developed an efficient implementation of the LexiMin algorithm described in Section 2.3, which allows practitioners to sample a representative panel in a way that gives pool members maximally fair chances of being selected.11 Brett Hennig, co-founder and co-director of the Sortition Foundation, which has adopted LexiMin, describes the value of our algorithm to his organization as follows:

“Putting the algorithm we use to select representative samples of people for citizens’ assemblies on a solid theoretical basis, and proving that these algorithms are the fairest possible algorithms we can use, has been invaluable to the Sortition Foundation as we strive to increase the transparency and legitimacy of deliberative democracy processes all over the world. It is absolutely essential to get this crucial step in the recruitment process right as we move towards giving such assemblies real political power.”

StratifySelect. My implementation of LexiMin is now the default algorithm in the open-source software StratifySelect [HG21], which has been used to select the assemblies of multiple NGOs since before our work. Though we do not have systematic insight into who uses this software, the Sortition Foundation has used StratifySelect with our algorithm since March 2020 and selects dozens of citizens’ assemblies per year. Among the assemblies selected by the Sortition Foundation with our algorithm are Scotland’s Climate Assembly [Sco21], the NHS Test and Trace Public Advisory Group in the United Kingdom [UKH22], and the Citizens’ Council in East Belgium, which is the oldest permanent citizens’ assembly in the world [NR19].

11: I also created implementations for other algorithms in this framework, maximizing fairness measures based on egalitarian welfare and Nash welfare (Section 2.2).
Panelot. To circumvent the technical hurdle of installing StratifySelect, Gili Rusak and I developed and maintain the website Panelot (panelot.org) [GR20]. On this website, anybody can select citizens’ assemblies through LexiMIN for free.

For privacy reasons, we originally did not retain any data about access to this website. Nevertheless, we know that the site is actively used: we have anecdotally heard about the website being used to select citizens’ assemblies, and, in the 30 days after we enabled basic logging in June 2022, users computed 10 LexiMIN lotteries.¹²

Democratic Lottery with Physical Randomness. As described in Section 2.5, I actively supported the nonprofit organization of by for * in selecting the panel for their citizens’ assembly on COVID-19 in Michigan [Cit20]. To make the selection process more trustworthy and to allow observers to see the fairness of selection probabilities, the panel was selected using lottery balls on live stream [Ofb20]. I helped of by for * design this process, optimized a “rounded” lottery over panels, and together with Stephen Braitsch, created the website that allowed pool members to watch the live stream and track their chances of being selected in real time (Figure 1.2). We received very positive feedback from the organizers, and pool members found the lottery exciting. One participant recounted her experience of being selected as follows (edited for readability):

“I was very surprised when I made the lotto. I was showing my son the democratic drawing. He was sitting next to me in the chair when the balls were going up. ‘Mom you won!’ He was really happy.”

I similarly supported the selection of the Washington Climate Assembly [Was21].

Improved Mixing of Deliberation Groups

In Chapter 5, we find that certain greedy algorithms can schedule deliberation groups in a way that allows many more pairs of panel members to interact than the algorithm currently used in practice. With Philipp Verpoort from the Sortition Foundation, Rose Hong, and Jake Barrett, I am currently integrating this algorithm into the tool GroupSelect [Ver22], which previously hosted the baseline algorithm. This implementation will include a novel user interface that supports practitioners in trading off group representativeness and breadth of pairwise interactions, and is based on the experience of using the tool in practice.
Online Refugee Placement

In Chapter 9, we design a data-based online algorithm for matching resettled refugees to the local affiliates of a resettlement agency. In the Summer of 2021, Narges Ahani and I implemented this algorithm in the software tool Annie™ used by the US resettlement agency HIAS. As we describe in Chapter 9, the algorithm was designed with close attention to the practical problems encountered by HIAS. Moreover, our user interface augments the interface of the original version of Annie™ in a way that exposes key tradeoffs in case HIAS staff need to manually override the matching (Section 9.8). Our improvements to the software have been well-received by HIAS leadership:

"Annie™ 2.0 is a game-changer for our pre-arrivals processes, allowing us to plan and optimize our pre-arrival strategy a year rather than a week ahead.”

1.3 Bibliographic Notes

The research contained in this thesis is based on joint work with different co-authors, as described below. In all works included, I was the primary contributor or one of multiple primary contributors. On all publications, authors appear in alphabetical order.

Chapter 2 is based on joint work with Bailey Flanigan, Anupam Gupta, Brett Hennig, and Ariel Procaccia [FGG+21]. Chapter 3 is based on joint work with Bailey Flanigan, Anupam Gupta, and Ariel Procaccia [FGGP20]. Chapter 4 is based on joint work with Gerdus Benadé and Ariel Procaccia [BGP19]. Chapter 5 is based on joint work with Jake Barrett, Kobi Gal, Rose Hong, and Ariel Procaccia [BGG+22]. Chapter 6 is based on joint work with Anson Kahng, Simon Mackenzie, and Ariel Procaccia [GKMP18]. Chapter 7 is based on joint work with Markus Brill, Dominik Peters, Ulrike Schmidt-Kraepelin, and Kai Wilker [BGP+22]. Chapter 8 is based on joint work with Dominik Peters and Ariel Procaccia [GPP22]. Chapter 9 is based on joint work with Narges Ahani, Ariel Procaccia, Alexander Teytelboym, and Andrew Trapp [AGP+21].

To keep this thesis more thematically coherent, a substantial part of my doctoral research is omitted:

▶ Work on refugee matching from a more theoretical angle [GP19].
▶ Work on mechanism design for kidney exchange using smoothed analysis [BG21].
▶ Work on fair item allocation, in a random model [BG22] and using smoothed analysis [BFGP22].
▶ Work combining fair machine learning with axioms from fair division [GKP19].

[BGG+22] Barrett et al. (2022): Now we’re talking.
[BGP+22] Brill et al. (2022): Approval-Based Apportionment.
[GPP22] Gölz et al. (2022): In This Apportionment Lottery, the House Always Wins.
PROPOSALS FOR CITIZENS’ ASSEMBLIES
2.1 Introduction

In representative democracies, political representatives are usually selected by election. However, over the last 35 years, an alternative selection method has been gaining traction among political scientists [CM99; Dah90; DD10] and practitioners [FL05; MM18; OEC20; Par21]: sortition, the random selection of representatives from the population. The chosen representatives form a panel, commonly called a citizens’ assembly, which convenes to deliberate on a policy question. Citizens’ assemblies are now being administered by around 50 organizations in over 25 countries [Dem19], and just one of these organizations, the Sortition Foundation in the UK, recruited 29 panels in 2020. While many citizens’ assemblies are initiated by civil-society organizations, they are also increasingly being commissioned by public authorities on municipal, regional, national, and supranational levels [OEC20]. In fact, since 2019, multiple regional parliaments in Belgium and the Council of Paris have internally established permanent sortition bodies [NR19; OEC21]. Citizens’ assemblies’ growing utilization by governments is giving their decisions a more direct path to policy impact. For example, two recent citizens’ assemblies commissioned by Ireland’s national legislature led to the legalization of same-sex marriage and abortion [Iri19a].

Ideally, a citizens’ assembly selected via sortition acts as a microcosm of society: its participants are representative of the population, and thus its deliberation simulates the entire population convening “under conditions where it can really consider competing arguments and get its questions answered from different points of view” [Fis18]. Whether this goal is realized in practice, however, depends on exactly how assembly members are chosen.

As we sketched in the introduction, panel selection is generally done in three stages: first, thousands of randomly chosen constituents are invited to participate. Second, a subset of the invited constituents opt into a pool of volunteers. Third, a panel of pre-specified size is randomly chosen from the pool via some fixed procedure, which we call a selection algorithm. As the final and most complex component of the selection process, the selection algorithm has great power in deciding who will be chosen to represent the population. In this chapter, we introduce selection algorithms that preserve the key desirable property of existing algorithms, while also more fairly distributing the sought-after opportunity [Cit20; Jac19; NEK+10; Ofb20] of being a representative.

Of the several selection algorithms used in practice prior to this work, all aim to satisfy one particular property: descriptive representation, the idea that the panel should reflect the composition of the population [Fis18]. Unfortunately, the pool from which the panel is chosen tends to be far from representative. Specifically, it tends to overrepresent groups whose members are more likely to accept an invitation to participate, such as high educational attainment. To ensure descriptive representation despite the biases of the pool, selection algorithms

1: See supplementary information 12 of the full version.

require that the panels they output satisfy upper and lower quotas on a set of specified features, which are roughly proportional to each feature’s population rate (e.g. quotas might require that a 40-person panel contain between 20 and 21 women). These quotas are generally imposed on feature categories delineated by gender, age, education level, and other attributes relevant to the policy issue at hand. We note that quota constraints of this form are more general than those achievable via stratified sampling, a common technique for drawing representative samples.

The selection algorithms pre-dating this work focused solely on satisfying quotas, leaving unaddressed a second property that is also central to sortition: that all individuals should have an equal chance of being chosen for the panel. Several political theorists present equality of selection probabilities as a central advantage of sortition, stressing its role in promoting the ideals such as equality of opportunity [CM99; Par11], democratic equality [Fis09; Fis18; Par11; Sto16], and allocative justice [Sto11; Sto16]. In fact, Engelstad, who introduced an influential model of sortition’s benefits, argues that this form of equality constitutes “The strongest normative argument in favour of sortition” [Eng89]. (In Appendix A.1, we explore desiderata from political theory in more detail.) In addition to political theorists, major practitioner groups have also advocated for equal selection probabilities [AB18; MAS17]. However, they face the fundamental hurdle that, in practice, the quotas almost always necessitate selecting people with somewhat unequal probabilities, as individuals from groups that are underrepresented in the pool must be chosen with disproportionately high probabilities to satisfy the quotas.

Though it is generally impossible to achieve perfectly equal probabilities, the reasons to strive for equality also motivate a more gradual version of this goal: making probabilities as equal as possible, subject to the quotas. We refer to this goal as maximal fairness. We find that our benchmark, a selection algorithm representing the previous state of the art, falls far short of this goal, giving volunteers drastically unequal probabilities across several real-world instances. This algorithm even consistently selects certain types of volunteers with near-zero probability, thereby excluding them in practice from the chance to serve. We further show that, in these instances, it is possible to give all volunteers probability well above zero while still satisfying the quotas, demonstrating that the level of inequality produced by the benchmark is avoidable.

In this chapter, we close the gaps we have identified, both in theory and in practice. We first introduce not just one selection algorithm that achieves maximal fairness, but a more general (I) algorithmic framework for producing such algorithms. Motivated by the multitude of possible ways to quantify the fairness of an allocation of selection probabilities, our framework gives a maximally fair selection algorithm for any measure of fairness with a certain functional form. Notably, such measures include the most prominent from the literature on fair division [BT96; Mou04], and we show that these well-established metrics can be applied to our setting by casting the problem of assigning selection probabilities as one of fair resource allocation. Then, to bring this innovation into practice, we implement a (II) deployable selection algorithm, which is maximally fair according to one specific measure of fairness. We evaluate this algorithm and find that it is substantially fairer than the benchmark on several real-world datasets and by multiple fairness measures. Our algorithm is now in use by a growing number of practitioners.

2: See supplementary information 3 of the full version and Chapter 4.

number of sortition organizations around the world, making it one of only a few [BCKO17; Faind; GP14; Sun14] deployed applications of fair division.

2.1.1 Related Work

Besides the work in this thesis, three computer science papers study selection algorithms for citizens’ assemblies. The first paper, by Do et al. [DALU21], investigates selection algorithms in an “online” model. In this model, the panel is not selected from a pool of volunteers; instead, volunteers present themselves to the algorithm sequentially, and the algorithm must immediately and irrevocably decide whether the current volunteer should be included in the panel. In this model, Do et al. study three selection algorithms and characterize the representativeness achieved by the algorithms as a function of the number of volunteers (equality is not considered). In the second paper, Flanigan et al. [FKP21] design postprocessing algorithms that allow to apply the selection algorithms from this chapter in lotteries with physical randomness. We describe these lotteries in Sections 1.2 and 2.5, and discuss their work in Section 2.5. Finally, a third paper by Meir et al. [MST21] studies a social choice model in which society must make a sequence of binary decisions, while only eliciting the preferences of a fixed number k of agents. In this context, Meir et al. find that “k-sortition”, i.e., uniformly selecting k agents from the population and holding majority votes among the k agents, is a good approximation of a majority vote among the entire population, and is optimal when many decisions are made with worst-case preferences.

2.2 Contribution I: Algorithmic Framework

2.2.1 Definitions

We begin by introducing necessary terminology. We refer to the input to a selection algorithm — a pool of size n, a set of quotas, and the desired panel size k — as an instance of the panel selection problem. Given an instance, a selection algorithm randomly selects a panel, which is a quota-compliant set of k pool members. We define the algorithm’s output distribution on an instance as the distribution specifying the probabilities with which the algorithm outputs each possible panel. Then, a pool member’s selection probability is the probability that they are on a panel randomly drawn from the output distribution. We refer to the mapping from pool members to their selection probabilities as the probability allocation, which we aim to make as fair as possible. Finally, a fairness measure is a function that maps a probability allocation to a fairness “score” (e.g. the geometric mean of probabilities, where higher is fairer). An algorithm is called optimal with respect to a fairness measure if, on any instance, the fairness of the algorithm’s probability allocation is at least as high as that of any other algorithm.

2.2.2 Formulating the Optimization Task

To inform our approach, we first analyze the algorithms pre-dating ours. Those we have seen in use all have the same high-level structure: they select individuals...
for the panel one-by-one, in each step randomly choosing whom to add next from among those who, according to a myopic heuristic, seem unlikely to produce a quota violation later. Since finding a quota-compliant panel is an algorithmically hard problem, it is already an achievement that such simple algorithms find any panel in most practical instances. Due to their focus on finding any panel at all, however, these algorithms do not tightly control which panel they output, or more precisely, their output distribution (the probabilities with which they output different panels). Since an algorithm’s output distribution directly determines its probability allocation, existing algorithms’ probability allocations are also uncontrolled, leaving room for them to be highly unfair.

While existing algorithms allow their output distribution to arise implicitly from a sequence of myopic steps, we design the algorithms in our framework to (1) explicitly compute their own output distribution, and then (2) sample from that distribution to select the final panel (Figure 2.1). Crucially, the output distribution found in the first step is maximally fair to pool members, making our algorithms optimal. To see why, note that the behavior of any selection algorithm on a given instance is described by some output distribution; thus, since our algorithm finds the fairest possible output distribution, it is always at least as fair as any other algorithm.

Since step (2) of our selection algorithm is simply a random draw, we have reduced the problem of finding an optimal selection algorithm to the optimization problem in step (1) — finding a maximally fair distribution over panels. Now, to fully specify our algorithm, it remains only to solve this optimization problem.

### 2.2.3 Solving the Optimization Task

A priori, it would seem that computing a maximally fair distribution might require constructing all possible panels, since achieving optimal fairness might necessitate assigning non-zero probability to all of them. Such an approach...
would be impracticable, however, as the number of panels in most instances is intractably large. Fortunately, since we measure fairness according to only individual selection probabilities, there must exist an optimal portfolio — a set of panels over which there exists a maximally fair distribution — containing few panels by Carathéodory’s theorem:

**Proposition 2.1** Fix an arbitrary instance and a fairness measure $F$ for this instance. If there exists any maximally fair distribution over panels for $F$, there exists a maximally fair output distribution whose support includes at most $n+1$ panels.

**Proof.** Consider the hypercube $[0,1]^n$, and associate each dimension with one pool member. A panel $P$ can be embedded into this space by its characteristic vector $\vec{v}_P \in \{0,1\}^n$, whose $i$th component is one exactly if pool member $i$ is contained in $P$.

Fix a maximally fair output distribution, let $\mathcal{P}$ denote its support, and let $\{\lambda_P\}_{P \in \mathcal{P}}$ denote its probability mass function. Note that

$$\vec{p} := \sum_{P \in \mathcal{P}} \lambda_P \vec{v}_P$$

is a probability allocation maximizing $F$, and that it is a convex combination of the $\{\vec{v}_P\}_{P \in \mathcal{P}}$. By Carathéodory’s theorem, there is a subset $\mathcal{P}' \subseteq \mathcal{P}$ of size at most $n+1$ such that $\vec{p}$ still lies in the convex hull of this smaller set. Thus, there are nonnegative real numbers $\{\lambda'_P\}_{P \in \mathcal{P}'}$, adding up to one such that

$$\vec{p} = \sum_{P \in \mathcal{P}'} \lambda'_P \vec{v}_P.$$ 

These $\lambda'_P$ form the probability mass function of a distribution over at most $n+1$ panels, which has the same probability allocation $\vec{p}$ as the original maximally fair distribution, which implies that the new distribution is also maximally fair for $F$.

This result brings a practical algorithm within reach, and shapes the goal of our algorithm: to find an optimal portfolio while constructing as few panels as possible.

We accomplish this goal using an algorithmic technique called column generation, where, in our case, the “columns” being generated correspond to panels. A more in-depth discussion and formal description of this algorithm, as well as proofs of correctness, can be found in supplementary information 8 of the full version.

As shown in Figure 2.1, our algorithms find an optimal portfolio by iteratively adding panels to a portfolio $\mathcal{P}$, in each iteration alternating between two subtasks: (i) finding the optimal distribution $\mathcal{D}$ over only the panels currently in $\mathcal{P}$ and (ii) adding a panel to $\mathcal{P}$ that, based on the gradient of the fairness measure, will move the portfolio furthest towards optimality. This second subtask makes use of integer linear programming, which we use to generate quota-compliant panels despite the theoretical hardness of the problem. Eventually, the panel with the most promising gradient will already be in $\mathcal{P}$, in which case $\mathcal{P}$ is provably
optimal and \( \mathcal{D} \) must be a maximally fair distribution. In practice, we observe that this procedure terminates after few iterations.

Our techniques extend column generation methods that are typically applied to linear programs, allowing them to be used to solve a large set of convex programs. This extension allows our framework to be used with a wide range of fairness measures — essentially any for which the fairest distribution over a portfolio can be found via convex programming. Supported measures include those most prominent in the fair division literature: egalitarian welfare [Endriss (2010)], Nash welfare [Moulin (2004)], Gini inequality [Endriss; Lesca and Perny (2010)], and the Atkinson indices [Endriss; Schneckenburger et al. (2017)].

Our algorithmic approach also has the benefit of easily extending to organization-specific constraints beyond quotas; for example, practitioners can prevent multiple members of the same household from appearing on the same panel. Due to its generality, our framework even applies to domains outside of sortition, including the allocation of classrooms to charter schools [Kurokawa et al. (2018)] and kidney exchange [Roth et al. (2005)].

2.3 Contribution II: Deployable Selection Algorithm

To bring fair panel selection into practice, we develop an efficient implementation of one specific selection algorithm, which we call LexiMin (formally defined in supplementary information 10 of the full version). LexiMin optimizes the well-established fairness measure leximin [Bogomolnaia and Moulin (2004); Kurokawa et al. (2018); Moulin (2004)], a fairness measure that is sensitive to the very lowest selection probabilities. In particular, leximin is optimized by maximizing the lowest selection probability, then breaking ties between solutions in favor of probability allocations with highest second-lowest probability, and so on. This choice of fairness measure is motivated by the fact that, as we show in this section and in supplementary information 13 of the full version, Legacy gives some pool members a near-zero probability when much more equal probabilities are possible. This type of unfairness is especially pressing because, if it consistently impacted pool members with certain combinations of features, these individuals and their distinct perspectives would be “systematically excluded from participation” [Smith (2009)], which runs counter to a key promise of random selection.

To increase the accessibility of LexiMin, we made its implementation available through an existing open-source panel selection tool [Hennig and Götz (2021)] and on Panelot [Gölz and Rusak (2020)], a website where anyone can run the algorithm without installation. LexiMin has since been deployed by several organizations, including Cascadia (US), the Danish Board of Technology (Denmark), Nexus (Germany), of for * (US), Particitiz (Belgium), and the Sortition Foundation (UK). As of July 2021, the Sortition Foundation alone had already used LexiMin to select more than 40 panels.

We measure the impact of adopting LexiMin over pre-existing algorithms by comparing its fairness to that of a benchmark, Legacy (described in supplementary information 11 of the full version), the algorithm used by the Sortition Foundation prior to their adoption of LexiMin. We choose Legacy as a benchmark because it was widely used prior to this work, it is similar to several other selection algorithms used in practice, and it is the only existing algorithm we...
Table 2.1: List of instances used in our experiments. At the request of practitioners, topics, dates, and locations of the panels are not identified.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Pool size</th>
<th>Panel size</th>
<th>Number of quota categories</th>
<th>Mean selection probability $k/n$</th>
<th>Legacy min. probability (sampled)$^a$</th>
<th>LexiMin min. probability (exact)</th>
<th>LexiMin running time</th>
</tr>
</thead>
<tbody>
<tr>
<td>sf(a)</td>
<td>312</td>
<td>35</td>
<td>6</td>
<td>11.2%</td>
<td>$\leq 0.32%$</td>
<td>6.7%</td>
<td>20 s</td>
</tr>
<tr>
<td>sf(b)</td>
<td>250</td>
<td>20</td>
<td>6</td>
<td>8.0%</td>
<td>$\leq 0.17%$</td>
<td>4.0%</td>
<td>9 s</td>
</tr>
<tr>
<td>sf(c)</td>
<td>161</td>
<td>44</td>
<td>7</td>
<td>27.3%</td>
<td>$\leq 0.15%$</td>
<td>8.6%</td>
<td>6 s</td>
</tr>
<tr>
<td>sf(d)</td>
<td>404</td>
<td>40</td>
<td>6</td>
<td>9.9%</td>
<td>$\leq 0.11%$</td>
<td>4.7%</td>
<td>46 s</td>
</tr>
<tr>
<td>sf(e)</td>
<td>1727</td>
<td>110</td>
<td>7</td>
<td>6.4%</td>
<td>$\leq 0.03%$</td>
<td>2.6%</td>
<td>67 min</td>
</tr>
<tr>
<td>cca</td>
<td>825</td>
<td>75</td>
<td>4</td>
<td>9.1%</td>
<td>$\leq 0.03%$</td>
<td>2.4%</td>
<td>7 min</td>
</tr>
<tr>
<td>hd</td>
<td>239</td>
<td>30</td>
<td>7</td>
<td>12.6%</td>
<td>$\leq 0.09%$</td>
<td>5.1%</td>
<td>37 s</td>
</tr>
<tr>
<td>mass</td>
<td>70</td>
<td>24</td>
<td>5</td>
<td>34.3%</td>
<td>$\leq 14.9%$</td>
<td>20.0%</td>
<td>1 s</td>
</tr>
<tr>
<td>nexus</td>
<td>342</td>
<td>170</td>
<td>5</td>
<td>49.7%</td>
<td>$\leq 2.24%$</td>
<td>32.5%</td>
<td>1 min</td>
</tr>
<tr>
<td>obf</td>
<td>321</td>
<td>30</td>
<td>8</td>
<td>9.3%</td>
<td>$\leq 0.03%$</td>
<td>4.7%</td>
<td>3 min</td>
</tr>
</tbody>
</table>

$^a$For the instances we study, panels were recruited by the following organisations. sf(a–e): Sortition Foundation; cca: Center for Climate Assemblies; hd: Healthy Democracy; mass: MASS LBP; nexus: Nexus; obf: of by for *.

$^b$99% confidence bound, see methods section "Statistics" of the full version.

found that was fully specified by an official implementation. We compare the LexiMin and Legacy on ten datasets from real-world panels, with respect to several fairness measures including the minimum probability (Table 2.1), the Gini coefficient, and the geometric mean. In this analysis, we find that LexiMin is fairer on all instances we examine, and substantially so in nine out of ten.

### 2.4 Effect of Adopting LexiMin over Legacy

We study datasets from ten sortition panels, organized by six different sortition organizations in Europe and North America. As Table 2.1 shows, our instances are diverse in panel size (range: 20–170, median: 37.5) and number of quota categories (range: 4–8). On consumer hardware, the run-time of our algorithm is well within the time available in practice.

Out of concern about low selection probabilities, we first compare the minimum selection probabilities given by Legacy and LexiMin, summarized in the second and third columns from the right in Table 2.1. Strikingly, in all instances except mass (an outlier in that its quotas only mildly restrict the fraction of panels that are feasible), Legacy chooses some pool members with probability close to zero. In fact, we can identify combinations of features that lead to low selection probabilities across all instances,\(^9\) raising the concern that Legacy may in fact systematically exclude some groups from participation. By contrast, LexiMin selects no one nearly so infrequently, with minimum selection probabilities ranging from 26% to 65% (median: 49%) of $k/n$, the "ideal" probability individuals would receive in the absence of quotas.

One might wonder whether this increased minimum probability achieved by LexiMin affects only a few pool members most disadvantaged by Legacy. This is not the case: As shown in Figure 2.2 by the shaded boxes, between 13% and 56% of pool members (median 46%) across instances receive probability from Legacy lower than the minimum given to anyone by LexiMin (Table A.2 in

---

\(^9\): See methods section "Individuals rarely selected by Legacy" of the full version.
Figure 2.2: Selection probabilities given by Legacy and LexiMin to the bottom 60% of pool members on six representative instances, where pool members are ordered in order of increasing probability given by the respective algorithms. Shaded boxes denote the range of pool members whose selection probability given by Legacy is lower than the minimum probability given by LexiMin. Legacy probabilities are estimated over 10,000 random panels and are indicated with 99% confidence intervals (see methods section “Statistics” of the full version). For corresponding graphs for all other instances and up to the 100th percentile, see Figures A.1 and A.2 in Appendix A.2.

Appendix A.2). Thus, even just the first stage of LexiMin, i.e., maximizing the minimum probability, provides a sizable section of the pool with more equitable access to the panel.

We have so far compared Legacy and LexiMin over only the lower end of selection probabilities, as this is the range in which LexiMin prioritizes being fair. However, even considering the entire range of selection probabilities, we find that LexiMin is quantifiably fairer than Legacy on all instances by two established metrics of fairness, the Gini Coefficient and the geometric mean (Table A.1 in Appendix A.2). For example, across instances excluding mass, LexiMin decreases the Gini coefficient, a standard measure of inequality, by between 5 and 16 percentage points (median: 12; negligible improvement on mass). Strikingly, the 16-point improvement in the Gini coefficient achieved by LexiMin on the instance obf (from 59% to 43%) approximately reflects the gap between relative income inequality in Namibia (59% in 2015) and the United States (42% in 2019) [Wor22].

2.5 Discussion

As the recommendations made by citizens’ assemblies increasingly impact public decision-making, so grows the urgency that selection algorithms distribute this power fairly across constituents. We have made substantial progress on this front: the optimality of our algorithmic framework conclusively resolves the search for fair algorithms for a broad class of fairness measures, and the deployment of LexiMin puts an end to some pool members being virtually never selected in practice.

Beyond these immediate benefits to fairness, the exchange of ideas we have initiated between practitioners and theorists presents continuing opportunities to improve panel selection in areas such as transparency. For example, for an assembly in Michigan, we assisted of by for * in selecting their panel via a live lottery in which participants could easily observe the probabilities with which
each pool member was selected. This is an advance over the transparency possible with previous selection algorithms. We found that, in this instance, the output distribution of LexiMin could be transformed into a simple lottery without meaningful loss of fairness (Figure 2.3). Subsequent work by Flanigan et al. [FKP21] developed general procedures and bounds for this transformation.

The Organisation for Economic Co-operation and Development (OECD) describes citizens’ assemblies as part of a broader democratic movement to "give citizens a more direct role in […] shaping the public decisions that affect them" [OEC20]. By bringing mathematical structure, increased fairness, and greater transparency to the practice of sortition, research in this area promises to put practical sortition on firmer foundations, and to promote citizens’ assemblies’ mission to give everyday people a greater voice.

---

**Figure 2.3:** How LexiMin’s output was used to select a panel via a live uniform lottery. (a) First, the output distribution was transformed into a uniform distribution over 1,000 panels, numbered 000–999. (b) The three digits determining the final panel were drawn from lottery machines, making each panel observably selected with equal probability. (c) The personalized interface (screen-captured with (b)) shows each pool member the number of panels out of 1,000 they are on, allowing them to verify their own and others’ selection probabilities. Screenshots credit: *of by for*.


3.1 Introduction

Owing to its focus on practical applicability, the previous section approached the problem of panel-selection from a narrow perspective: out of the three stages of sortition (invitation, self-selection, and selection algorithm, Figure 1.1), our analysis considered a setting in which the former two had already occurred and in which the quotas were already set by practitioners. We pursued the most natural objective from this perspective, namely, selecting the pool members with equal probability (or, at least, as equal as possible). Fundamentally, however, we primarily care about equality between all members of the population rather than between the members of a pool. From a member of the population, the guarantees of the previous chapter are somewhat unwieldy: if a constituent randomly receives an invitation (and opts into the pool), then the remainder of the random process (i.e., the selection algorithm) will treat the constituent as equally as possible to their fellow pool members.

In this chapter, we aim to design a selection process with a more direct guarantee for constituents: constituents should have equal end-to-end probabilities, by which we mean their probabilities of going from population to panel, across the intermediate steps of being invited, opting into the pool, and being selected for the panel. At the same time, panels should still be representative in the sense that they satisfy quotas such as those in the previous chapter.

The main hurdle to both equalizing end-to-end probabilities and representativeness is the second step of the sortition process, self-selection. Not only is nonresponse prevalent — practitioners tell us that response rates between 2 and 5% are typical — but, more importantly, different groups participate at different rates. These disparate response rates produce self-selection bias, which means that the pool composition is not representative of the population, but rather skews toward groups with certain features. Our selection algorithm will counteract self-selection both on the level of groups and of individuals: to obtain representative panels, our selection algorithm must select groups that are underrepresented in the pool at higher rates, and, to equalize end-to-end probabilities, individuals who are unlikely to respond must be selected with higher probability if they respond against the odds.

End-to-end probabilities are not straight-forward to define because they do not only depend on the selection procedure, but also on whether and when the agent decides to opt into the pool. For this reason, we will design our selection process for equalizing end-to-end probabilities in a mathematical model in which constituents’ decision of participating is also random, and we will assume that the selection algorithm knows each individual’s probability of responding to the invitation. We will then propose a way of applying this process in practice by learning from data; we leave the question of whether the resulting process is desirable in practice for interdisciplinary discussion.
The main contribution of this chapter is a selection algorithm that, in the random model, equalizes end-to-end probabilities while also allowing the deterministic satisfaction of quotas. In particular, our algorithm satisfies the following desiderata:

- **End-to-End Fairness:** The algorithm selects the panel via a process such that all members of the population appear on the panel with probability asymptotically close to $k/n$. By linearity of expectation, this also implies that all groups in the population, including those defined by intersections of arbitrarily many features, will be near-proportionally represented in expectation.

- **Deterministic Quota Satisfaction:** The selected panel satisfies certain upper and lower quotas enforcing approximate representation for a set of specified features.

- **Computational Efficiency:** The algorithm returns a valid panel (or fails) in polynomial time.

As the last point indicates, the process might not return a representative panel with some small positive probability, which is unavoidable in our model. Indeed, since agents independently decide whether to respond to the invitation, the pool might end up so skewed that it contains no representative panel — in fact, the pool might even contain fewer members than the panel size. Nonetheless, we are able to give an algorithm that succeeds with probability converging to one, under weak assumptions mainly relating the number of invitation letters sent out to $k$ and the minimum participation probability over all agents.

The main guiding principle underlying our selection algorithm is that it should reverse the self-selection bias occurring in the formation of the pool. We formalize this self-selection bias by assuming that each agent $i$ in the population agrees to join the pool with some positive participation probability $q_i$ when invited. If these $q_i$ values are known for all members of the pool, our selection algorithm can use them to neutralize self-selection bias. To do so, our algorithm selects agent $i$ for the panel with a probability (close to) proportional to $1/q_i$, conditioned on $i$ being in the pool. This compensates for agents’ differing likelihoods of entering the pool, thereby giving all agents an equal end-to-end probability. On a given pool, the algorithm assigns marginal selection probabilities to every agent in the pool. Then, to find a distribution over valid panels that implements these marginals, the algorithm randomly rounds a linear program using techniques based on discrepancy theory. Since our approach aims for a fair distribution of valid panels rather than just a single panel, we can give probabilistic fairness guarantees.

As we mentioned, our theoretical and algorithmic results, presented in Section 3.3, take the probabilities $q_i$ of all pool members $i$ as given in the input. While these values are not observed in practice, we show in Section 3.4 that they can be estimated from available data. We cannot directly train a classifier predicting participation, however, because practitioners collect data only on those who do join the pool, yielding only positively labeled data. In place of a negatively labeled control group, we use publicly available survey data, which is unlabeled (i.e., includes no information on whether its members would have joined the pool). To learn in this more challenging setting, we use techniques from contaminated controls, which combine the pool data with the unlabeled
sample of the population to learn a predictive model for agents’ participation probabilities. In Section 3.5, we use data from a real-world citizens’ assembly to show that plausible participation probabilities can be learned and that the algorithm produces panels that are close to proportional across features. For a synthetic population produced by extrapolating the real data, we show that our algorithm obtains fair end-to-end probabilities.

### 3.1.1 Related Work

Our work is broadly related to existing literature on fairness in the areas of machine learning, statistics, and social choice. Through the lens of fair machine learning, our quotas can be seen as enforcing approximate statistical fairness for protected groups, and our near-equal selection probability as a guarantee on individual fairness. Achieving simultaneous group- and individual-level fairness is a commonly discussed goal in fair machine learning [Bin20; GKP19; HC20], but one that has proven somewhat elusive. To satisfy fairness constraints on orthogonal protected groups, we draw upon techniques from discrepancy theory [Ban19; BF81], which we hope to be more widely applicable in this area.

This chapter addresses self-selection bias, which is routinely faced in statistics and usually addressed by sample reweighting. Indeed, our selection algorithm can be seen as a way of reweighting the pool members under the constraint that weights must correspond to the marginal probabilities of a random distribution. While reweighting is typically done by the simpler methods of post-stratification, calibration [HE91], and sometimes regression [RBPW09], we use the more powerful tool of learning with contaminated controls [LI96; WHB+09] to determine weights on a more fine-grained level.

### 3.2 Model

#### Agents.

Let \( N \) be a set of \( n \) agents, constituting the underlying population. Let \( F \) be a set of features, where feature \( f \in F \) is a function \( f : N \rightarrow V_f \), mapping the agents to a set \( V_f \) of possible values of feature \( f \). For example, for the feature gender, we could have \( V_{\text{gender}} = \{\text{male, female, non-binary}\} \). Let the feature-value pairs be \( \bigcup_{f \in F} \{(f, v) \mid v \in V_f\} \). In our example, the feature-value pairs are (gender, male), (gender, female), and (gender, non-binary). Denote the number of agents with a particular feature-value pair \((f, v)\) by \( n_{f,v} \).

Each agent \( i \in N \) is described by their feature vector \( F(i) := \{(f, f(i)) \mid f \in F\} \), the set of all feature-value pairs pertaining to this agent. Building on the example instance, suppose we add the feature education level, so \( F = \{\text{gender, education level}\} \). If education level can take on the values college and no college, a college-educated woman would have the feature-vector \((\text{gender, female}, \text{education level, college})\).

#### Panel selection process.

Before starting the selection process, organizers of a citizens’ assembly must commit to the panel’s parameters. First, they must choose the number of recipients \( r \) who will be invited to potentially join the panel, and the required panel size \( k \). Moreover, they must choose a set of features \( F \) and
values \( \{V_f\}_{f \in F} \) over which quotas will be imposed. Finally, for all feature-value pairs \((f, v)\), they must choose a lower quota \( \ell_{f,v} \) and an upper quota \( u_{f,v} \), implying that the eventual panel of \( k \) agents must contain at least \( \ell_{f,v} \) and at most \( u_{f,v} \) agents with value \( v \) for feature \( f \). Once these parameters are fixed, the panel selection process proceeds in the familiar three stages, reproduced on the side from Figure 1.1.

In the first stage (“invitation”), the organizer of the panel sends out \( r \) letters, inviting a subset of the population — sampled with equal probability and without replacement — to volunteer for serving on the panel. We refer to the random set of agents who receive these letters as \( \text{Recipients} \). Only the agents in \( \text{Recipients} \) will have the opportunity to advance in the process toward being on the panel.

In the third stage (“self-selection”), each letter recipient may respond affirmatively to the invitation, thereby opting into the pool of agents from which the panel will be chosen. These agents form the random set \( \text{Pool} \), defined as the set of agents who received a letter and agreed to serve on the panel if ultimately chosen. We assume that each agent \( i \) joins the pool with some participation probability \( q_i > 0 \). Let \( q^* \) be the lowest value of \( q_i \) across all agents \( i \in N \). A key parameter of an instance is \( \alpha := q^* r/k \), which measures how large the number of recipients is relative to the other parameters. Larger values of \( \alpha \) will allow us the flexibility to satisfy stricter quotas.

In the third stage (“selection algorithm”), the panel organizer runs a selection algorithm, which selects the panel from the pool. This panel, denoted as the set \( \text{Panel} \), must be of size \( k \) and satisfy the predetermined quotas for all feature-value pairs. The selection algorithm may also fail without producing a panel.

We consider the first two steps of the process to be fully prescribed. The focus of this chapter is to develop a selection algorithm for the third step that satisfies the three desiderata listed in the introduction: end-to-end fairness, deterministic quota satisfaction, and computational efficiency.

### 3.3 Selection algorithm

In this section, we give an algorithm which ensures, under natural assumptions, that every agent ends up on the panel with probability at least \( (1 - o(1)) k/n \) as \( n \) goes to infinity. Furthermore, the panels produced by this algorithm satisfy non-trivial quotas, which ensure that the ex-post representation of each feature-value pair cannot be too far from being proportional.

Our algorithm proceeds in two phases: (I) assignment of marginals, during which the algorithm assigns a marginal selection probability to every agent in the pool, and (II) rounding of marginals, in which the marginals are dependently rounded to 0 or 1, the agents’ indicators of being chosen for the panel. As we discussed previously, our algorithm succeeds only with high probability, rather than deterministically; it may fail in phase I if the desired marginals do not satisfy certain conditions. We refer to pools on which our algorithm succeeds as good pools. A pool is good, to be defined precisely later, if its size and the prevalence of all feature values within it are close to their respective expected values. We leave the behavior of our algorithm on bad pools unspecified: while the algorithm
may try its utmost on these pools, we give no guarantees in these cases, so the probability of representation guaranteed to each agent must come only from good pools and valid panels. Fortunately, under reasonable conditions, we show that the pool will be good with high probability, i.e., with probability converging to one as $\alpha \to \infty$. When the pool is good, our algorithm always succeeds, meaning that our algorithm is successful overall with high probability.

Our algorithm satisfies the following theorem, guaranteeing close-to-equal end-to-end selection probabilities for all members of the population as well as the satisfaction of quotas.

**Theorem 3.1** Suppose that $\alpha \to \infty$ and $n_{f,v} \geq n/k$ for all feature-value pairs $f,v$. Consider a selection algorithm that, on a good pool, selects a random panel, Panel, via the randomized version of Lemma 3.3, and else does not return a panel. This process satisfies, for all $i$ in the population, that

$$\Pr[i \in \text{Panel}] \geq (1 - o(1)) k/n.$$  

All panels produced by this process satisfy the quotas $l_{f,v} := (1-\alpha^{-49}) k n_{f,v}/n - |F|$ and $u_{f,v} := (1 + \alpha^{-49}) k n_{f,v}/n + |F|$ for all feature-value pairs $f,v$.

The guarantees of the theorem grow stronger as the parameter $\alpha = q^* r/k$ tends toward infinity, i.e., as the number $r$ of invitations grows. Note that, since $r \leq n$, this assumption requires that $q^* \gg k/n$. We defer all proofs to Appendix B of the full version and discuss the preconditions in Appendix B.1.

### 3.3.1 Algorithm Part I: Assignment of Marginals

To afford equal probability of panel membership to each agent $i$, we would like to select agent $i$ with probability inversely proportional to their probability $q_i$ of being in the pool. For ease of notation, let $a_i := 1/q_i$ for all $i$. Specifically, for agent $i$, we want $\Pr[i \in \text{Panel} | i \in \text{Pool}]$ to be proportional to $a_i$. Achieving this exactly is tricky, however, because each agent's selection probability from pool $P$, call it $\pi_{i,P}$, must depend on those of all other agents in the pool, since their marginals must add to the panel size $k$. Thus, instead of reasoning about an agent's probability across all possible pools at once, we take the simpler route of setting agents' selection probabilities for each pool separately, guaranteeing that $\Pr[i \in \text{Panel} | i \in P]$ is proportional to $a_i$ across all members $i$ of a good pool $P$. For any good pool $P$, we select each agent $i \in P$ for the panel with probability

$$\pi_{i,P} := k \frac{a_i}{\sum_{j \in P} a_j}.$$  

Note that this choice ensures that the marginals always sum up to $k$.

**Definition of good pools.** For this choice of marginals to be reasonable and useful for giving end-to-end guarantees, the pool $P$ must satisfy three conditions, whose satisfaction defines a *good pool* $P$. First, the marginals do not make much
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sense unless all \( \pi_{i,P} \) lie in \([0,1]\):

\[
0 \leq \pi_{i,P} \leq 1 \quad \forall i \in P.
\]  

(3.1)

Second, the marginals summed up over all pool members of a feature-value pair \( f,v \) should not deviate too far from the proportional share of the pair:

\[
(1 - \alpha^{-49}) k n_{f,v}/n \leq \sum_{i \in P, f(i) = v} \pi_{i,P} \leq (1 + \alpha^{-49}) k n_{f,v}/n \quad \forall f, v.
\]  

(3.2)

Third, we also require that the term \( \sum_{i \in P} a_i \) is not much larger than \( \mathbb{E}[\sum_{i \in \text{Pool}} a_i] = \sum_{i \in N} (q_i r/n) \cdot a_i = r \), which ensures that the \( \pi_{i,P} \) do not become too small:

\[
\sum_{i \in P} a_i \leq r/(1 - \alpha^{-49}).
\]  

(3.3)

Under the assumptions of our theorem, pools are good with high probability, even if we condition on a given agent \( i \) being in the pool:

**Lemma 3.2** Suppose that \( \alpha \to \infty \) and \( n_{f,v} \geq n/k \) for all \( f,v \). Then, for all agents \( i \in \text{Population} \), \( \mathbb{P}[\text{Pool is good} \mid i \in \text{Pool}] \to 1 \).

Note that only constraint (3.1) prevents Phase II of the algorithm from running; the other two constraints just make the resulting distribution less useful for our proofs. In practice, if it is possible to rescale the \( \pi_{i,P} \) and cap them at 1 such that their sum is \( k \), running Phase II on these marginals seems reasonable.

### 3.3.2 Algorithm Part II: Rounding of Marginals

The proof of Theorem 3.1 now hinges on our ability to implement the chosen \( \pi_{i,P} \) for a good pool \( P \) as marginals of a distribution over panels. This phase can be expressed in the language of randomized dependent rounding: we need to define random variables \( X_i = 1[i \in \text{Panel}] \) for each \( i \in \text{Pool} \) such that \( \mathbb{E}[X_i] = \pi_{i,P} \). This difficulty of this task stems from the ex-post requirements on the pool, which require that \( \sum X_i = k \) and that \( \sum_{i:f(i)=v} X_i \) is close to \( k n_{f,v}/n \) for all feature-value pairs \( f,v \). While off-the-shelf dependent rounding [CVZ10] can guarantee the marginals and the sum-to-\( k \) constraint, it cannot simultaneously ensure small deviations in terms of the representation of all \( f,v \).

Our algorithm uses an iterative rounding procedure based on a celebrated theorem by Beck and Fiala [BF81]. We sketch here how to obtain a deterministic rounding satisfying the ex-post constraints; the argument can be randomized using results by Bansal [Ban19] or via column generation.² The iterated rounding procedure manages a variable \( x_i \in [0,1] \) for each \( i \in \text{Pool} \), which is initialized as \( \pi_{i,P} \). As the \( x_i \) are repeatedly updated, more of them are fixed as either 0 or 1 until the \( x_i \) ultimately correspond to indicator variables of a panel. Throughout the rounding procedure, it is preserved that \( \sum x_i = \sum \pi_{i,P} = k \), and the equalities \( \sum_{i:f(i)=v} x_i = \sum_{i:f(i)=v} \pi_{i,P} \) are preserved until at most \(|F|\) variables \( x_i \) in the sum are yet to be fixed. As a result, the final panel has exactly \( k \) members, and the number of members from a feature-value pair \( f,v \) is at least \( \sum_{i:f(i)=v} \pi_{i,P} - |F| \geq (1 - \alpha^{-49}) k n_{f,v}/n - |F| \) (symmetrically for the upper bound). Observe that our Beck-Fiala-based rounding procedure only increases

²: We describe the column-generation algorithm in Appendix B.4.2 of the full version. Bansal’s randomized rounding procedure runs in polynomial time, but we found it to be very slow in practice. Our column generation procedure is faster in practice (but not formally polynomial time), and provides the same guarantees on representativeness.


the looseness of the quotas by a constant additive term beyond the losses to concentration. The concentration properties of standard dependent randomized rounding do not guarantee such a small gap with high probability. Moreover, our bound does not directly depend on the number of quotas (i.e., twice the number of feature-value pairs) but only depends on the number of features, which are often much fewer.

As we show in Appendix B.4 of the full version,

**Lemma 3.3** There is a polynomial-time selection algorithm that, given a good pool $P$, produces a random panel $\text{Panel}$ such that (1) $\mathbb{P}[i \in \text{Panel}] = \pi_{i,P}$ for all $i \in P$, (2) $|\text{Panel}| = k$, and (3) $\sum_{t: f(i) = v} \pi_{i,P} - |F| \leq |\{i \in \text{Panel} \mid f(i) = v\}| \leq \sum_{t: f(i) = v} \pi_{i,P} + |F|$.

Our main theorem (Theorem 3.1) follows from a simple argument combining Lemmas 3.2 and 3.3 (Appendix B.5 of the full version).

While this theorem is asymptotic in the growth of $\alpha$, the same proof gives bounds on the end-to-end probabilities for finite values of $\alpha$. If one wants bounds for a specific instance, however, bounds uniquely in terms of $\alpha$ tend to be loose, and one might want to relax Condition (3.2) of a good pool in exchange for more equal end-to-end probabilities. In this case, plugging the specific values of $n, r, k, q^*, n_{f,v}$ into the proof allows to make better trade-offs and to extract sharper bounds.

### 3.4 Learning Participation Probabilities

The algorithm presented in the previous section relies on knowing $q_i$ for all agents $i$ in the pool. While these $q_i$ are not directly observed, we can estimate them from data available to practitioners.

First, we assume that an agent $i$’s participation probability $q_i$ is a function of their feature vector $F(i)$. Furthermore, we assume that $i$ makes their decision to participate through a specific generative model known as simple independent action ([Fin71], as cited by [Wei86]). First, $i$ flips a coin with probability $\beta_0$ of landing on heads. Then, $i$ flips a coin for each feature $f \in F$, where the coin pertaining to $f$ lands on heads with probability $\beta_{f,f}(i)$. They participate in the pool if and only if all coins they flip land on heads, leading to the following functional dependency:

$$q_i = \beta_0 \cdot \prod_{f \in F} \beta_{f,f}(i).$$

We think of $1 - \beta_{f,v}$ as the probability that a reason specific to the feature-value pair $f, v$ prevents the agent from participating, and of $1 - \beta_0$ as the baseline probability of them not participating for reasons independent of their features. The simple independent action model assumes that these reasons occur independently between features, and that the agent participates iff none of the reasons occur.

If we had a representative sample of agents — say, the recipients of the invitation letters — labeled according to whether they decided participate (“positive”) or not (“negative”), learning the parameters $\beta$ would be straightforward. However, the organizers of a citizens’ assembly only have access to the features of those
who enter the pool, and not of those who never respond. Without a control group, it is impossible to distinguish a feature that is prevalent in the population and associated with low participation rate from a rare feature associated with a high participation rate. Thankfully, we can use additional information: in place of a negatively-labeled control group, we use a background sample — a dataset containing the features for a uniform sample of agents, but without labels indicating whether they would participate. Since this control group contains both positives and negatives, this setting is known as contaminated controls. A final piece of information we use for learning is the fraction \( \bar{q} := |\text{Pool}|/r \), which estimates the mean participation probability across the population. In other applications with contaminated controls, including \( \bar{q} \) in the estimation increased model identifiability [WHB+09].

To learn our model, we apply methods for maximum likelihood estimation (MLE) with contaminated controls introduced by Lancaster and Imbens [LI96]. By reformulating the simple independent action model in terms of the logarithms of the \( \beta \) parameters, their estimation (with a fixed value of \( \bar{q} \)) reduces to maximizing a concave function.

\[ \text{Theorem 3.4} \quad \text{The log-likelihood function for the simple independent action model under contaminated controls is concave in the model parameters.} \]

By this theorem, proved in Appendix C of the full version, we can directly and efficiently estimate \( \beta \). Logistic models, by contrast, require more involved techniques for efficient estimation [WHB+09].

### 3.5 Experiments

#### Data.

We validate our \( q_i \) estimation and selection algorithm on pool data from Climate Assembly UK [Cli20], a national-level citizens’ assembly co-organized by the Sortition Foundation in 2020. The panel consisted of \( k = 110 \) many UK residents aged 16 and above. The Sortition Foundation invited all members of 30 000 randomly selected households, which reached an estimated \( r = 60 000 \) eligible participants.\(^3\) Of these letter recipients, 1 715 participated in the pool,\(^4\) corresponding to a mean participation probability of \( \bar{q} \approx 2.9\% \). The feature-value pairs used for this panel can be read off the axis of Figure 3.1. We omit an additional feature climate concern level in our main analysis because only 4 members of the pool have the value not at all concerned, whereas this feature-value pair’s proportional number of panel seats is 6.5. To allow for proportional representation of groups with such low participation rates, \( r \) should have been chosen to be much larger. We believe that the merits of our algorithm can be better observed in parameter ranges in which proportionality can be achieved. For the background sample, we used the 2016 European Social Survey [NSD16], which contains 1 915 eligible individuals, all with features and values matching those from the panel. Our implementation is based on PyTorch and Gurobi, runs on consumer hardware, and its code is available at https://github.com/pgoelz/endtoend. Appendix D of the full version contains details on Climate Assembly UK, data processing, the implementation, and further experiments (including the climate concern feature).

\[^{3}\] Note that every person in the population has equal probability (30000/#households) of being invited. We ignore correlations between members of the same household.

\[^{4}\] Excluding 12 participants with gender “other” as no equivalent value is present in the background data.


[LI96] Lancaster and Imbens (1996): Case-Control Studies with Contaminated Controls.


Estimation of $\beta$ parameters. We find that the baseline probability of participation is $\beta_0 = 8.8\%$. Our $\beta_{f,v}$ estimates suggest that (from strongest to weakest effect) highly educated, older, urban, male, and non-white agents participate at higher rates. These trends reflect these groups’ respective levels of representation in the pool compared to the underlying population, suggesting that our estimated $\beta$ values fit our data well. Different values of the remaining feature, region of residence, seem to have heterogeneous effects on participation, where being a resident of the South West gives substantially increased likelihood of participation compared to other areas. The lowest participation probability of any agent in the pool, according to these estimates, is $q^* = 0.78\%$, implying that $\alpha \approx 4.25$. See Appendix D.4 of the full version for detailed estimation results and validation.

Running the selection algorithm on the pool. The estimated $q_i$ allow us to run our algorithm on the Climate Assembly pool and thereby study its fairness properties for non-asymptotic input sizes. We find that the Climate Assembly pool is good relative to our $q_i$ estimates, i.e., that it satisfies Equations (3.1) to (3.3). As displayed in Figure 3.1, the marginals produced by Phase I of our algorithm give each feature-value pair $f,v$ an expected number of seats, $\sum_{i \in P, f(i) = v} \pi_i, P$, within one seat of its proportional share of the panel, $k \, n_{f,v}/n$. By Lemma 3.3, Phase II of our algorithm then may produce panels from these marginals in which $f,v$ receives up to $|F| = 6$ fewer or more seats than its expected number. However, as the black bars in Figure 3.1 show, the actual number of seats received by any $f,v$ across any panel produced by our algorithm on this input never deviates from its expectation by more than 4 seats. As a result, while Theorem 3.1 only implies lower quotas of $0.51 \, k \, n_{f,v}/n - |F|$ and upper quotas of $1.49 \, k \, n_{f,v}/n + |F|$ for this instance, the shares of seats our algorithm produces lie in the much narrower range $k \, n_{f,v}/n \pm 5$ (and even $k \, n_{f,v}/n \pm 3$ for 18 out of 25 feature-value pairs). This suggests that, while the quotas guaranteed by our theoretical results are looser than the quotas typically set by practitioners, our algorithm will often produce substantially better ex-post representation than required by the quotas.
End-to-end probabilities. In the previous experiments, we were only able to argue about the algorithm’s behavior on a single pool. To validate our guarantees on individual end-to-end probabilities, we construct a synthetic population of size 60 million by duplicating the ESS participants, assuming our estimated $q_i$ as their true participation probabilities. Then, for various values of $r$, we sample a large number of pools. By computing $\pi_{i,P}$ values for all agents $i$ in each pool, we can estimate each agent’s end-to-end probability of ending up on the panel. Crucially, we assume that our algorithm does not produce any panel for bad pools, analogously to Theorem 3.1. As shown in the following graph, if $r$ is 60 000 (as was used in Climate Assembly UK), all agents in our synthetic population, across the full range of $q_i$, receive probability that are barely distinguishable from $k/n$ (averaged over 100 000 random pools):

That these end-to-end probabilities are so close to $k/n$ also implies that bad pools are exceedingly rare for this value of $r$. As we show in Appendix D.6 of the full version, we see essentially the same behavior for values of $r$ down to roughly 15 000, when $\alpha \approx 1$. For even lower $r$, most pools are bad, so end-to-end probabilities are close to zero under our premise that no panels are produced from bad pools.

As a baseline, we re-run the experiment above, this time using the Legacy algorithm to select a panel from each generated pool. Since their algorithm requires explicit quotas as input, we set the lower and upper quotas for each feature-value group to be the floor and ceiling of that group’s proportional share of seats. This is a popular way of setting quotas in current practice.

The results of this experiment show that the individual end-to-end probabilities generated by Legacy range from below $0.5k/n$ up to $1.3k/n$. In comparison to the end-to-end probabilities generated by our algorithm, those generated by Legacy are substantially skewed, and tend to disadvantage individuals with either low or high participation probabilities. One might argue that the comparison between our algorithm and Legacy is not quite fair, since the latter is required to satisfy stronger quotas. However, looser quotas do not improve the behavior of Legacy; they simply make it behave more similarly to uniform sampling from the pool, which further disadvantages agents with low participation probability (for details, see Appendix D.5 of the full version).
Taken together, these results illustrate that, although greedy algorithms like the one we examined achieve proportional representation of a few pre-specified groups via quotas, they do not achieve end-to-end fairness. Compared to the naive solution of uniform sampling from the pool, greedily striving for quota satisfaction does lead to more equal end-to-end probabilities, as pool members with underrepresented features are more likely to be selected for the panel than pool members with overrepresented features. However, this effect does not neutralize self-selection bias when there are multiple features, even when selection bias acts through the independent-action model as in our simulated population. Indeed, in this experiment, the greedy algorithm insufficiently boosts the probabilities of agents in the intersection of multiple low-participation groups (the agents with lowest $q_i$), while also too heavily dampening the selection probability of those in the intersection of multiple high-participation groups (with highest $q_i$). These observations illustrate the need for panel selection algorithms that explicitly control individual probabilities.

We cannot repeat the same experiment for LexiMin since its running time is prohibitively large for this setup. Based on our experiments in the previous chapter, we would expect the corresponding graph to slope less downward for agents with high participation probability (i.e., those with many overrepresented features). We would still expect to see some form of upward slope on the left, since LexiMin does not intentionally select underrepresented pool members with higher probability. But the left side of the plot is harder to predict because the highest selection probabilities from LexiMin are less structured than the smallest one, and since it is uncertain how these effects aggregate over different random pools.

### 3.6 Discussion

**Deterministic model.** In a model in which agents stochastically decide whether to participate, our algorithm guarantees similar end-to-end probabilities to all members of the population. In reality, however, some might argue that an agent’s decision to participate when invited might not be random, but rather deterministically predetermined.

From the point of view of such an agent $i$, does our algorithm, based on a model that doesn’t accurately describe their (and their peers’) behavior, still grant them individual fairness? If $i$ deterministically participates, the answer is yes (if not, of course they cannot be guaranteed anything). To see why, first observe that, insofar as it concerns $i$’s chance of ending up on the panel, all other agents might as well participate randomly.$^5$ Indeed, from agent $i$’s perspective, the process looks like the stochastic process where every other agent $j$ participates with probability $q_j$, where $i$ herself always participates, and where the algorithm erroneously assumes that $i$ joins only with some probability $q_i$. Therefore, the pool is still good with high probability conditioned on $i$ being in it, as argued in Lemma 3.2. Even if the algorithm knew that $q_i = 1$, $i$’s end-to-end probability would be at least $(1 - o(1)) k/n$, and the fact that the algorithm underestimates their $q_i$ only increases their probability of being selected from the pool. It follows that $i$’s end-to-end probability in this setting still must be at least around $k/n$.

$^5$: Fix a group of agents who, assuming the stochastic model, will participate if invited with probability $q$. Then, sampling letter recipients from this set of agents in the stochastic model is practically equivalent to sampling recipients from this group in the deterministic model, if a $q$ fraction of the group deterministically participate.
Thus, in a deterministic model of participation, our individual guarantees are reminiscent of the axiom of population monotonicity in fair division: *If the whole population always participated when invited, every agent would reach the panel with probability k/n. The fact that some agents do not participate cannot (up to lower-order terms) decrease the selection probabilities for those who do.*

**Desirability of algorithm in practice.** If we model the agents as random, and if the machine learning can recover the $q_i$, should the algorithm we developed in this chapter be used in practice? One big advantage is the representation of groups that are not protected by quotas, such as for example intersectional groups: Since the agents’ end-to-end probabilities are approximate equal, any subset of the population will, in expectation, be represented by a number of assembly members proportional to its size (and, we conjecture, this number will be concentrated around its expectation). Since other algorithms, including LexiMin, do not provide such guarantees, citizens assemblies selected via this chapter’s algorithm might be more richly representative. In general, using panel selection algorithms that come with mathematical fairness guarantees can also give added legitimacy to the recommendations made by citizens’ assemblies.

Our main point of uncertainty is about the transparency of the sampling process. Since an individual’s probability of selection from the pool depends on the estimated $q_i$, the fairness of the process hinges on the entire machine-learning pipeline — data used, choice of model, and estimation methods — which is opaque to most of the population. More discussion, which ought to include practitioners and social scientists, seems necessary to tell whether these concerns can be overcome, and whether the benefits outweigh the drawbacks.
4.1 Introduction

In the last two chapters, our selection procedures were heavily marked by self selection. This is perhaps more obvious in Chapter 3, where the main principle underlying the selection algorithm was to counter self-selection bias. But self selection was also the cause for much of the complexity in Chapter 2: self-selection bias caused pools to be highly unrepresentative of the population, which gave rise to the tensions between representativeness and equality that earlier algorithms struggled to navigate. Since self selection plays an outsized role in the recruitment of citizens’ assemblies, our focus on self selection allowed us to address and contribute to citizens’ assemblies in practice. But this focus also caused us to develop selection processes that were far more complex than those envisaged in much of the literature justifying citizens’ assemblies.

In this chapter, we study panel selection in a much simpler model without self selection, which we refer to as idealized sortition. In this model, the familiar three stages of sortition are replaced by a single stage, in which the selection algorithm chooses panel members directly from the population. As we discuss in Appendix A.1, idealized sortition is the foundation of much of the political theory justifying the merits of citizens’ assemblies [CM99; Sto11], and it will allow us to study much simpler selection algorithms than those in previous sections. The most natural selection algorithm is uniform sampling, i.e., selecting $k$ members from the population uniformly and without replacement.

A simple but powerful property of uniform sampling is that it affords fair representation to all possible groups in the population, in expectation. Since every agent has the same probability of being selected, any subpopulation $M$ is expected to send $\frac{|M|}{n}k$ representatives to a panel of size $k$, where $n$ is the total number of agents. This is a advantage over elected legislatures, in which women or racial minorities are often underrepresented, and over panels such as those generated by LEGACY and LEXIMIN, in which no such guarantee holds for any subgroups that is not protected by quotas.

Still, these representation guarantees for arbitrary groups only hold ex ante, i.e., in expectation over the random selection. By concentration of measure, any given group should be unlikely to be grossly over- or underrepresented if the panel is large enough, but realistic panel sizes still allow for nonnegligible deviations from the proportional share. To mitigate these deviations, a second selection algorithm is stratified sampling — for example, one might choose half of the representatives among women and half among men. Assuming that this reflects the composition of the population, each individual’s probability of being selected remains equal under stratified sampling, and therefore the ex-ante representation of groups continues to be proportional. In addition, stratified sampling guarantees ex-post fair representation to the strata, i.e., to women and men.

---


---

1: For example, when uniformly sampling 30 panel members from a large population of half women, half men, there is a 20% probability that one gender has at most 11 seats rather than the proportional 15 seats.
But what if the stratified aims to protect the representation of a group whose composition they do not know? In particular, we would argue that the representation of groups defined by common opinions, values, or experiences are particularly relevant to the outcome of the deliberation. Often, we cannot directly stratify for such groups since they might only emerge in the course of deliberation. Furthermore, we might not even know which of these groups will be relevant, and the groups could be too numerous to stratify for all of them.

Nonetheless, we show that stratification is an effective tool for promoting fair representation of such groups, by reducing the variance of their representation. Taking the perspective of the organizer of a citizens’ panel, our aim is to characterize the effect of stratification on the variance of the number of representatives from unknown groups, and to demonstrate that this knowledge can help more accurately represent opinion holders.

### 4.1.1 Our Approach and Results

The key insight underlying our work is that the benefits of stratification extend, beyond the strata themselves, to all groups which correlate with the strata. Informally, this observation has been made as early as 1972 [MTW72]. Consider our earlier example of stratification by gender. Let $M$ capture a certain political opinion held by, say, half of the population, and let a random variable $A$ denote the number of agents from $M$ in the panel. If the opinion is highly prevalent among women and rare among men, the distribution of $A$ is more concentrated with stratification than without, as can be seen in Figure 4.1a. Surprisingly, there is virtually nothing to be lost in stratifying: If, as in Figure 4.1b, $M$ is equally split between the strata — which is the worst case — stratification only increases the variance by a minuscule amount.

Transcending our toy example, these observations suggest a strategy of more elaborate stratification than is common today: When planning a citizens’ panel, an organizer can use public data to partition the population into many small strata, each corresponding to a small number of seats in the panel. The goal is to group together citizens who are as similar as possible. Since demographic data is predictive of political views [Pew14, p. 92], most $M$ of interest should “polarize” the strata, i.e., most strata should either have a very high or very low prevalence of $M$, in which case we profit from the reduction in variance observed above. To do so, a panel organizer needs to reason about the variance of $A$, which can be difficult.

Our main contribution is a tight bound showing that — up to a factor very close to one — stratification cannot increase variance. Crucially, we propose a way of rounding seat allocations for the strata, which maintains equal probability of participation for all agents, and still satisfies the above guarantee. To gauge the benefits of stratification, we give a second upper bound which characterizes the reduction in variance due to stratification in terms of the concentration of $M$ in every stratum.

Next, we explore the space of selection algorithms that uphold expected representation for all groups, but are not necessarily based on stratification. We show that no such algorithm dominates any other algorithm; thus, we need to assume...
that relevant $M$ will correlate with visible features. Finally, we show that uniform sampling is optimal from a worst-case perspective. Since stratified sampling can never increase variance by more than a minuscule amount, all our selection algorithms provide close-to-optimal worst-case guarantees.

Finally, we investigate the effect of stratification on variance using a large dataset containing information about demographic features and political attitudes. We find that random stratifications are helpful overall, but that only a few of them lead to significant reductions. In a case study simulating the situation of a panel organizer, we find that, using insights from our theoretical analysis, a human stratifier can simultaneously reduce the variance with respect to multiple unknown, attitude-based groups. Compared to uniform sampling, these decreases in variances correspond to an increase in panel size by multiple seats. Manual stratification also clearly outperforms a simple stratification by gender and race. Stratifications automatically generated via $k$-means clustering fall short of the manual stratification, but show promise.

4.1.2 Background on Stratified Sampling

It is worth pointing out that stratified sampling is less flexible in expressing ex-post representativeness constraints than the quotas we considered in the previous two sections. To understand why such quotas are more general than those implied by stratified sampling, we first note that the constraints expressed by a stratification can directly be expressed as a system of quotas. This is done by turning the strata into the values of a single feature, and then setting each value's lower and upper quota to the floor and ceiling of the stratum's proportional share of panel seats. By contrast, not every system of quotas can be expressed as a stratification. This is for two reasons: first, whereas the quotas imposed by practitioners can permit an arbitrary tolerance between a feature's upper and lower quota, stratified sampling requires specifying the exact number of people to be chosen from each stratum. Second, and more fundamentally, quotas are often imposed on overlapping groups (e.g., the groups women and young people, where individuals can belong to both groups at once), whereas all strata must be disjoint.

To see why this restriction limits the generality of stratified sampling, consider an example in which we have overlapping categories gender and age, and want to impose quotas on women, men, people of non-binary gender, young people, and old people. In stratified sampling, one would define six disjoint strata: young women, young men, young people of nonbinary gender, old women, old men, and old people of nonbinary gender. One would then have to specify some exact number of people from each stratum; by contrast, the constraints expressed by quotas on the feature can be much more flexible since they, for example, do not directly constrain the age composition within the group of women.

As illustrated in the above example, one can implement quotas in practical settings by defining the strata to be all intersectional groups. However, this strategy does not extend practicably to the number of feature categories on which quotas are imposed in practice (in our instances, between 4 and 8). This is because imposing quotas on many orthogonal features (e.g., gender, age, region, and education level) would require setting aside a number of seats for exponentially
many combinations of these features (e.g., “female, 18–25 years old, London, no diploma”), which would quickly exceed the number of panel seats.

Our work is connected to questions of (stratified) sampling in statistics [Dal50; HT52]. Whereas we want a proportional representation of a certain feature in our sample, pollsters use the sample to obtain an accurate estimate of the prevalence of the feature. In this framework, our requirement of fair expected representation translates into requiring an unbiased estimator. In both cases, mechanisms leading to lower variance are preferred, and it is known that sampling from a continuous pool cannot increase variance, which we will show again in Section 4.3. Despite these similarities, our setting is more restrictive, since we cannot weight agents differently, which is an important technique in polling. While, in final votes, weighting representatives might be defensible, a representative’s influence on a debate cannot be weighted.

4.2 Model

Denote the population by \( N := [n] \), by which we mean the set \([1, \ldots, n]\) for some \( n \in \mathbb{N}_{\geq 1} \). Out of these \( n \) agents, we will randomly sample a panel of size \( k \). An unknown set of agents \( M \subseteq N \) with \( |M| = m \) share a hidden feature, which we hope to represent as fairly as possible. Let \( \mathcal{U}(N, k) \) be the uniform sampling algorithm, which returns a uniformly random subset of \( k \) agents. Notice that \( \mathbb{P}[x \in \mathcal{U}(N, k)] = k/n \) for all \( x \in N \). We denote the representation of \( M \) under uniform sampling, i.e., the number of agents with the hidden feature selected by \( \mathcal{U} \), by \( U_M^{n,k} := |\mathcal{U}(N, k) \cap M| \). Since \( U_M^{n,k} \) follows a hypergeometric distribution,

\[
\text{Var}(U_M^{n,k}) = k \frac{m}{n} \left( 1 - \frac{m}{n} \right) \frac{n-k}{n-1}.
\]

In general, \( \mathcal{A}(N, k) \) will denote a random process which generates subsets of \( N \) of size \( k \). As above, we set \( A_M^{n,k} \) for the representation \( |\mathcal{A}(N, k) \cap M| \) of \( M \) in the panel. To ensure fair representation to every possible subset \( M \subseteq N \) of agents, we constrain such processes to satisfy \( \mathbb{E}[A_M^{n,k}] = \frac{m}{n} k \) for all \( M \subseteq N \). By linearity of expectation, this is equivalent to every agent \( x \in N \) being selected with equal probability

\[
\mathbb{P}[i \in \mathcal{A}(N, k)] = k/n. \tag{4.1}
\]

Our goal is to find selection algorithms \( \mathcal{A} \) which, for unknown and arbitrary \( M \), reduce the variance of \( A_M^{n,k} \), compared to \( U_M^{n,k} \).

We will be particularly interested in stratified sampling algorithms. Such an algorithm defines a partition of \( N \) into \( \ell \) strata, i.e., \( N = N_1 \cup N_2 \cup \cdots \cup N_{\ell} \). Let \( n_i := |N_i| \) and \( m_i := |N_i \cap M| \) for all \( i \in [\ell] \). If the agents with the hidden feature were proportionally distributed across strata, we would expect stratum \( i \) to contain \( \frac{m_i}{n} m \) of them. Define \( \epsilon_i \) as the difference between the actual and expected number of agents with the hidden feature in stratum \( i \), i.e., \( m_i = \frac{n_i}{n} m + \epsilon_i \). Note that \( \sum_{i \in [\ell]} \epsilon_i = 0 \).
After stratification, we assume that \( \mathcal{A} \) will select \( \bar{k}_i \) agents out of each stratum \( i \) uniformly at random. Conceptually, \( \bar{k}_i \) should be \( k_i \approx \frac{n_i}{n} k \), which would guarantee that every agent is selected with the appropriate probability. However, \( k_i \) may not be integer, in which case it is necessary to randomly "round" \( k_i \) to get \( \bar{k}_i \). Because the sampling happens independently in each stratum, the variance of \( A_{n,k}^M \) is

\[
\sum_{i=1}^{\ell} \bar{k}_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) \frac{n_i - \bar{k}_i}{n_i - 1},
\]

conditioned on the choice of the \( \bar{k}_i \).

### 4.3 Warming Up in a Continuous Setting

We hope to employ stratification to decrease the variance of the number of selected agents possessing a hidden feature. There are two ways in which the discrete nature of our setting complicates studying this variance, however.

First, the \( \bar{k}_i \) draws from a single stratum (or the \( k \) draws for uniform sampling) are not independent, since the same agent cannot be chosen multiple times. This leads to variance terms of the form \( \bar{k}_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) \frac{n_i - \bar{k}_i}{n_i - 1} \) rather than \( \bar{k}_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) \frac{n_i - k_i}{n_i - 1} \). Since the \( \bar{k}_i \) are typically much smaller than the \( n_i \), these correction factors have a modest impact, but they suffice to make the variances less well-behaved.

Second, the indivisibility of agents forces us to round the \( k_i \). Again, this rounding should not change the big picture, but showing this requires careful analysis.

To understand the high-level impact of rounding on variance, we will for now ignore these complications. We study a setting in which the agents form a continuum. To make the connections between the models more suggestive, we reuse the notation from our standard model, but would like to point out where the continuous setting differs: Algorithms can now return any multiset with cardinality \( k \) and support \( \mathcal{M} \). Accordingly, the uniform mechanism now returns the collection of \( k \) independent uniform draws\(^3\) from \( \mathcal{M} \) and has a variance of \( k \left(1 - \frac{m}{n}\right) \frac{n - k}{n - 1} \). Each agent is expected to appear \( k/n \) times in the panel, and this is what we require of all algorithms in this setting. All stratified-sampling algorithms will simply have \( \bar{k}_i = k_i \) (i.e., we ignore that this number might not be integer) and sample from every stratum as the uniform algorithm samples from the whole population. Thus, the variance of stratified sampling is \( \sum_i k_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) \).

Surprisingly, in this setting, the benefits of stratification come entirely for free! More precisely, stratification never increases the variance over uniform sampling — but can bring it all the way down to zero if every stratum contains either only members of \( \mathcal{M} \), or only members of its complement. The same argument can be applied to any preexisting stratum to argue for further subdivision, down to the level of individual agents. Notably, this observation does not extend to the discrete case, where we will see that such extreme stratification leads to a potentially large increase in variance due to rounding.

**Proposition 4.1** In the continuous setting, for any stratified-sampling algorithm \( \mathcal{A} \) and any \( \mathcal{M} \), it holds that \( \text{Var}(A_{n,k}^M) \leq \text{Var}(U_{n,k}^M) \).

---

2: In the rounding scheme proposed in Section 4.4, \( \bar{k}_i \) can take on integer values between \( \lfloor k_i \rfloor - 1 \) and \( \lceil k_i \rceil + 1 \), so our use of the term is slightly non-standard.

3: This is not equivalent to returning a uniformly chosen multiset. For example, the multiset \( \{1, \ldots, k\} \) is \( k! \) times more likely than the multiset containing the first agent \( k \) times.
Proof. We bound
\[
\text{Var}(A_M^{n,k}) = \sum_{i=1}^{\ell} k_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) = \sum_{i=1}^{\ell} \frac{n_i}{n} k_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right)
\]
\[
= \frac{k}{n} \sum_{i=1}^{\ell} m_i \left(1 - \frac{m_i}{n_i}\right) \leq \frac{k}{n} \mu,
\]
where \(\mu\) is the optimal value of
\[
\max_{m_i} \left\{ \sum_{i=1}^{\ell} \left( m_i - \frac{m_i^2}{n_i} \right) \left| \sum_{i=1}^{\ell} m_i = m \right. \right\}.
\]
In our setting, the \(m_i\) must be integers between 0 and \(n_i\), but relaxing this requirement to \(m_i \in \mathbb{R}\) can only make the term larger, so the above inequality continues to hold.

Since the maximized function is concave (and smooth), and since the equality constraint is affine, the KKT conditions are sufficient for a global maximum. For this, we need a real constant \(\lambda\) which equals \(-1 + 2 \frac{m_i}{n_i}\) for all \(i\), which means that \(\frac{m_i}{n_i} = \frac{m_i}{n}\) for all \(i, j \in \mathbb{Z}\). This can easily be reconciled with the constraint \(\sum m_i = m\) by choosing the common value of the \(\frac{m_i}{n_i}\) as \(\frac{m}{n}\). In other words, the worst case variance occurs when the hidden feature appears in every stratum with the same density as in the overall population. It follows that
\[
\text{Var}(A_M^{n,k}) \leq \frac{k}{n} \sum_{i=1}^{\ell} m_i \left(1 - \frac{m_i}{n}\right) = \frac{k}{n} \left(1 - \frac{m}{n}\right) \sum_{i=1}^{\ell} m_i
\]
\[
= \frac{k}{n} \left(1 - \frac{m}{n}\right) m = \text{Var}(U_M^{n,k}). \quad \square
\]

For the rest of the chapter, we return to our standard discrete setting.

### 4.4 Main Result: The Variance of Stratified Sampling

In this section, we transport the result of Proposition 4.1 from the continuous utopia to our discrete reality. We first discuss rounding, then turn to establishing an upper bound on the variance of stratified sampling.

#### 4.4.1 Block Rounding

Arguably the most significant obstacle to studying the variance of stratified sampling is the construction of a rounding mechanism. How should we round \(k_i\) to get \(\hat{k}_i\)? To satisfy Equation (4.1), every stratum \(i\) must satisfy \(\mathbb{E}[\hat{k}_i] = k_i\). Simultaneously, the rounding must be dependent to ensure that \(\sum \hat{k}_i = k\).

How we do this can seriously affect the variance. Consider the case where half of the strata are full of agents in \(M\) and the other half contain none of them. Then, after rounding, \(A_M^{n,k}\) is deterministic and has zero variance. All variance comes from the rounding process, which directly assigns between 0 and \(O(\ell)\) additional
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Figure 4.2: Example illustrating block rounding, with ℓ = 4 strata (boxes) and k = 7 many blocks (areas between dashed lines). The indicated λ_i and ρ_i should be divided by n/k such that, for example, ρ_1 + λ_2 = 1. Both λ_1 and ρ_4 are zero.

seats to M. Since the rounding decisions are not independent, the introduced variance may be in O(ℓ^2), which can drastically exceed the variance of uniform sampling. Ideally, our rounding mechanism would never add more variance than what lies between the real variance and the variance of uniform sampling on the same M.

Since we were not able to make such an argument for off-the-shelf dependent randomized rounding mechanisms as defined by Chekuri et al. [CVZ09], we propose our own rounding mechanism, which we refer to as block rounding. Imagine lining up the agents, stratum by stratum, in the order of strata. As shown in Figure 4.2, draw a line every n/k agents to obtain a block for each of the k open seats.

Some of these blocks only contain agents from a single stratum (for example, the first, third, fourth, and seventh blocks in Figure 4.2). Such a seat will certainly be filled with an agent from that stratum. For each stratum i, denote the number of seats guaranteed to be filled by one of its members by g_i.

We make the innocuous assumption (as explicitly done in Theorem 4.2) that n_i ≥ n/k, i.e., each stratum is large enough that it is entitled to at least one seat in expectation. It follows that blocks of size n/k can intersect at most two strata. Consider a block that intersects two strata i and i + 1. Let the fraction of the block intersecting stratum i be ρ_i and the fraction intersecting stratum i + 1, λ_{i+1}. The seat corresponding to this block’s seat will be drawn from stratum i with probability ρ_i and else (with probability λ_{i+1}) from stratum i + 1, and this decision is made independently for each block. We will record these options through binary random variables R_i and L_{i+1}, specifically, R_i = 1 with probability ρ_i and L_{i+1} = 1 − R_i. When the end of a stratum lines up with the border of a block, the corresponding variables are zero.

Thus, we choose k_i := g_i + L_i + R_i many agents from stratum i.4 It is easy to see that E[k_i] = k_i and that Σ_i k_i = k. Furthermore, all L_i and R_i belonging to different blocks are independent, whereas for all i,

\[ \text{CoVar}(R_i, L_{i+1}) = E[R_i L_{i+1}] - E[R_i] E[L_{i+1}] = E[0] - ρ_i λ_{i+1} = -ρ_i (1 − ρ_i). \]

4.4.2 Variance Upper Bound

Using the foregoing rounding scheme construction, we are able to formulate and prove our main result.

**Theorem 4.2** For some n and k, let A(N, k) be a stratifying algorithm based on block rounding. Suppose that every stratum i has size n_i ≥ n/k, i.e., that the expected number k_i of selected representatives from i is at least 1. Then, for any...
If we assume that \( k \) grows much slower than \( n \), \( \frac{n-1}{n-k} \) is essentially 1 for large \( n \). For example, for the UK Climate Assembly [Cli20], this number is around 1.000 002. Thus, we nearly recover what we found in the continuous case: that stratification can only decrease variance.

Turning to the theorem’s proof, we advise the interested reader to pay attention to the \( \epsilon_i \) terms, as defined in Section 4.2. We find their appearance, and subsequent disappearance, particularly satisfying.

Proof of Theorem 4.2. Since we fix the algorithm and \( M \), we will simplify the notation by setting \( A := A^{n,k}_M \) and \( U := U^{n,k}_M \). By the law of total variance,

\[
\operatorname{Var}(A) = \mathbb{E}[\operatorname{Var}(A \mid L_1, \ldots, L_\ell, R_1, \ldots, R_\ell)] + \operatorname{Var}(\mathbb{E}[A \mid L_1, \ldots, L_\ell, R_1, \ldots, R_\ell]),
\]

(4.2)

where the outer expectation and variance range over the choices of the \( L_i \) and \( R_i \).

Recall that \( \tilde{k}_i = g_i + L_i + R_i \in \mathbb{N} \) is the (rounded) number of agents sampled from stratum \( i \). We bound the first summand:

\[
\mathbb{E}[\operatorname{Var}(A \mid L_1, \ldots, L_\ell, R_1, \ldots, R_\ell)]
\leq \mathbb{E}\left[\sum_i \tilde{k}_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) \frac{n_i - 1}{n_i} \right]
\leq \mathbb{E}\left[\sum_i \tilde{k}_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) \right] \quad (\tilde{k}_i \in \mathbb{N}, \text{thus } \tilde{k}_i = 0 \text{ or } \tilde{k}_i \geq 1)
\leq \mathbb{E}\left[\sum_i (g_i + L_i + R_i) \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) \right]
= \sum_i \tilde{k}_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right)
= \sum_i n_i \frac{\tilde{k}_i}{n_i} \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right)
= \frac{k}{n} \sum_i \frac{m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right)
= \frac{k}{n} \sum_i \left(\frac{n_i}{n} m + \epsilon_i \right) \left(1 - \frac{n_i}{n} m \epsilon_i \right)
= \frac{k}{n} \sum_i m_i n_i + \epsilon_i - \frac{m_i^2}{n_i^2} n_i - 2 \frac{m_i}{n} \epsilon_i - \frac{\epsilon_i^2}{n_i}
= \frac{k}{n} \left(\frac{m}{n} \sum_i n_i \right) + \left(\sum_i \epsilon_i \right) - \frac{m^2}{n^2} \sum_i n_i \left(2 \frac{m}{n} \sum_i \epsilon_i \right) - \left(\sum_i \frac{\epsilon_i^2}{n_i}\right)
= \frac{k}{n} \left(m + 0 - \frac{m^2}{n^2} \sum_i n_i \right) - \frac{m^2}{n^2} - \sum_i \frac{\epsilon_i^2}{n_i}
= \frac{k}{n} \left(m + 0 - \frac{m^2}{n^2} \sum_i n_i \right) - \frac{k}{n} \sum_i \frac{\epsilon_i^2}{n_i}.
\]
Recall that the uniform algorithm had a variance of
\[
\text{Var}(U) = k \frac{m}{n} \left(1 - \frac{m}{n}\right) \frac{n-k}{n-1}.
\]

Thus, the first summand of Equation (4.2) can be bounded as
\[
\mathbb{E}[\text{Var}(A \mid L_1, \ldots, L_\ell, R_1, \ldots, R_\ell)] \leq \frac{n-1}{n-k} \text{Var}(U) - \frac{k}{n} \sum_i \frac{e_i^2}{n_i}.
\] (4.3)

Now, consider the second summand of Equation (4.2), which was \(\text{Var}(\mathbb{E}[A \mid L_1, \ldots, L_\ell, R_1, \ldots, R_\ell])\).

\[
\text{Var}(\mathbb{E}[A \mid L_1, \ldots, L_\ell, R_1, \ldots, R_\ell])
= \text{Var} \left( \sum_i \frac{m_i}{n_i} \tilde{k}_i \right)
= \text{Var} \left( \sum \left( \frac{m}{n} + \frac{e_i}{n_i} \right) (g_i + L_i + R_i) \right)
= \text{Var} \left( \sum \left( \frac{m}{n} + \frac{e_i}{n_i} \right) g_i + \frac{m}{n} \sum L_i + \frac{\sum e_i}{n_i} \sum L_i + \frac{\sum e_i}{n_i} R_i \right)
= \text{Var} \left( \sum \frac{e_i}{n_i} L_i + \sum \frac{e_i}{n_i} R_i \right).
\]

We can rewrite the latter variance of a linear combination as
\[
= \sum_i \left( \frac{e_i}{n_i} \right)^2 \text{Var}(L_i) + \sum_i \left( \frac{e_i}{n_i} \right)^2 \text{Var}(R_i) + 2 \sum_{ij} \frac{e_i}{n_i} \frac{e_j}{n_j} \text{CoVar}(L_i, R_j)
+ 2 \sum_{ij} \frac{e_i}{n_i} \frac{e_j}{n_j} \text{CoVar}(L_i, L_j) + 2 \sum \frac{e_i}{n_i} \frac{e_j}{n_j} \text{CoVar}(R_i, R_j)
\leq \frac{1}{2} \sum \left( \frac{e_i}{n_i} \right)^2 + 2 \sum_{ij} \frac{e_i}{n_i} \frac{e_j}{n_j} \text{CoVar}(L_i, R_j) + 2 \sum \frac{e_i}{n_i} \frac{e_j}{n_j} \text{CoVar}(L_i, L_j)
+ 2 \sum \frac{e_i}{n_i} \frac{e_j}{n_j} \text{CoVar}(R_i, R_j),
\]

where the last step used the fact that binary variables have variance of at most \(\frac{1}{4}\). As noted, nearly all of these \(L_i\) and \(R_i\) are independent, and thus, their covariance is zero. This allows us to drop most covariance terms, with only \(\ell - 1\) many remaining. All other rounding methods we considered correlate more pairs of variables, leading to bounds on the second term that might far exceed the first term.\(^5\)

5: While dependent rounding \([\text{CVZoo}]\) guarantees negative correlation, this is not helpful when two strata have different \(\text{sgn}(e_i)\).
\[ \leq \frac{1}{2} \sum_i \left( \frac{e_i}{n_i} \right)^2 + 2 \sum_{i=1}^{\ell-1} \frac{|\epsilon_i|}{n_i} \frac{|\epsilon_{i+1}|}{n_{i+1}} \rho_i (1 - \rho_i) \]
\[ \leq \frac{1}{2} \sum_i \left( \frac{e_i}{n_i} \right)^2 + \frac{1}{2} \sum_{i=1}^{\ell-1} \frac{|\epsilon_i|}{n_i} \frac{|\epsilon_{i+1}|}{n_{i+1}}. \]

For all real numbers \( a \) and \( b \), \( a^2 + b^2 - 2ab = (a-b)^2 \geq 0 \), and thus, \( \frac{1}{2} (a^2 + b^2) \geq ab \). Accordingly,
\[ \leq \frac{1}{2} \sum_i \left( \frac{e_i}{n_i} \right)^2 + \frac{1}{4} \sum_{i=1}^{\ell-1} \left( \frac{|\epsilon_i|}{n_i} \right)^2 + \left( \frac{|\epsilon_{i+1}|}{n_{i+1}} \right)^2 \]
\[ = \frac{1}{2} \sum_i \left( \frac{e_i}{n_i} \right)^2 + \frac{1}{4} \sum_{i=1}^{\ell-1} \left( \frac{|\epsilon_i|}{n_i} \right)^2 + \left( \frac{|\epsilon_{i+1}|}{n_{i+1}} \right)^2 \]
\[ = \sum_i \left( \frac{e_i}{n_i} \right)^2 - \frac{1}{4} \left( \frac{\epsilon_1}{n_1} \right)^2 + \left( \frac{\epsilon_{\ell}}{n_{\ell}} \right)^2 \]
\[ \leq \sum_i \left( \frac{e_i}{n_i} \right)^2 \]
\[ \leq \frac{k}{n} \sum_i \frac{e_i^2}{n_i}, \quad (4.5) \]

where the final step uses the assumption \( n_i \geq n/k \). Inserting this bound and Equation (4.3) into Equation (4.2), we obtain the desired bound of
\[ \text{Var}(A) \leq \frac{n-1}{n-k} \text{Var}(U). \]

As we mentioned above, the theorem shows only a small multiplicative loss. Can we make it even smaller? No: The following example shows that the bound given by Theorem 4.2 is tight.

\textbf{Example 4.1} Let \( k \) divide \( n \), and let all \( \ell := k \) strata have equal size \( n/k \). Note that this setting will not lead to rounding. Furthermore, let all strata have equal \( m_i := m_0 \). Under uniform sampling, the variance is \( k \frac{m_0}{n} (1 - \frac{m_k}{n}) \frac{n-k}{n-1} \).

Under stratification, the variance is
\[ \ell \left( \frac{m_0}{n/k} \left( 1 - \frac{m_0}{n/k} \right) \frac{n/k-1}{n/k-1} \right) = k \frac{m_0}{n} \left( 1 - \frac{m_0 k}{n} \right). \]

We conclude that there are instances where Theorem 4.2 is tight.

If we ignore the \( \frac{n-1}{n-k} \) factor, stratification does not increase the variance. This is reassuring, but we consider stratification in the hope that it will reduce variance. If we stratified well and managed to concentrate the hidden feature in some strata and not in others, we would like a guaranteed improvement in variance over uniform sampling. As it turns out, the proof of Theorem 4.2 immediately gives us such a bound, just by assuming slightly larger strata.

\textbf{Corollary 4.3} In the setting of Theorem 4.2, assume furthermore that every
Theorem 4.2: For any $M \subseteq N$, the variance of $A_M \in [n,k]$ is bounded by

\[
\text{Var}(A_M) \leq \frac{n-1}{n-k} \text{Var}(U_M) - \frac{k}{n} \sum \epsilon_i^2/n_i.
\]

Proof. In Equation (4.5) in the proof of Theorem 4.2, use $n_i \geq \alpha n/k$ instead of $n_i \geq n/k$.

This bound generalizes the previous one and, as all $\epsilon_i$ are 0 in Example 4.1, it is also tight. But it is more interesting to look at this bound in settings with rounding. In the proof of Theorem 4.2, we saw that the expectation of the variance was essentially

\[
\frac{n-1}{n-k} \text{Var}(U_M) - \frac{k}{n} \sum \epsilon_i^2/n_i.
\]

The additional $\frac{1}{n} \sum \epsilon_i^2/n_i$ in the bound of Corollary 4.3 accounts for the variance of expectation, i.e., for the increase in variance caused by rounding. The following example demonstrates that this treatment is nearly tight.

Example 4.2: For a given integer $\alpha \geq 1$, let $\ell := k^{-1} \alpha$ be an even integer. Set $n_1 = n_\ell = (\alpha + \frac{1}{2}) n/k$ and all other $n_i$ to $\alpha n/k$, and assume that these numbers are integers as well. Let $M$ be exactly all strata with odd indices. This implies that $m = n/2$, thus $\frac{n-1}{n-k} \text{Var}(U_M) = \frac{k}{4}$. The strata are laid out as in Figure 4.3: $\ell-1$ of the blocks of Section 4.4.1 are split half-half between an all-in-$M$ and a none-in-$M$ stratum while all other blocks are fully in $M$ or not in $M$. The variance is the same as that of a sum of $\ell-1$ independent Bernoulli trials with probability $1/2$, which is $\frac{k}{4} - \frac{1}{4\alpha}$. Since the $\epsilon_i$ alternate between $1/2$ and $-1/2$, the bound of Corollary 4.3 reduces to

\[
k \left(1 - \frac{1}{\alpha}\right) \frac{k}{4n} \sum n_i \left(\frac{\epsilon_i}{n_i}\right)^2 = \frac{k}{4} - \frac{1}{\alpha} \frac{k}{4n} \sum n_i = \frac{k}{4\alpha},
\]

which only leaves an additive gap of $\frac{1+\alpha}{4\alpha}$ to the actual variance of $A_M$. This gap is independent of the instance size, so if we fix $\alpha$ and let $k$ go to infinity, the ratio between our bound and the actual variance converges to 1.

4.5 General Selection Algorithms

So far, we have compared stratified sampling to the baseline of uniform sampling. Since these are the options widely discussed in the literature, this was a natural
choice. Nevertheless, we should reassure ourselves that we do not overlook novel selection algorithms that might surpass both in terms of variance.

In this section, we consider general algorithms \( \mathcal{A}(N, k) \), not necessarily based on sampling, for some \( k \geq 2 \). Every such algorithm is uniquely defined by probabilities \( p_C \) for all \( C \in \binom{N}{k} \), where each \( p_C \) gives the probability of choosing the panel \( C \). In the following, \( C \) always ranges over \( \binom{N}{k} \). We continue to require that the algorithm preserve expectations, which is equivalent to selecting each agent \( x \in N \) with probability \( \sum_{C \ni x} p_C = \frac{k}{n} \).

After fixing \( \mathcal{A} \), fix a subset \( M \) of \( N \). Since \( N \) and \( k \) are clear, we drop the superscript from \( A^N_M \) and extend the notation \( A_M := |\mathcal{A} \cap M| \) to other subsets \( M' \) of \( N \). Furthermore, we set \( A_x := A_{\{x\}} \) for all \( x \in N \). Then, we can write the variance of \( A_M \) as

\[
\text{Var}(A_M) = \text{Var}\left( \sum_{x \in M} A_x \right) = \sum_{x \in M} \text{Var}(A_x) + 2 \sum_{x < y \in M} \text{Cov}(A_x, A_y) = \mathbb{P}[A_x \land A_y] - \frac{k}{n} \sum_{x \in M} \mathbb{P}[A_x \land A_y].
\]

\[ (4.6) \]

For specific priors on \( M \), some complicated \( \mathcal{A} \) might reduce the expected variance better than any algorithm based on stratification. In general, however, we show that no such algorithm is a clearly superior choice. For this, we show that no algorithm \( \mathcal{A} \) dominates another algorithm \( \mathcal{A}' \), i.e., strictly decreases the variance on some \( M \) without increasing the variance on any \( M' \); the proof is relegated to Appendix A.1 of the full version.

**Proposition 4.4** Let there be two algorithms \( \mathcal{A}(N, k) \) and \( \mathcal{A}'(N, k) \), and let their corresponding random variables be called \( A_M \) and \( A'_M \) respectively. If \( \text{Var}(A_M) < \text{Var}(A'_M) \) for some \( M \), there is an \( M' \) such that \( \text{Var}(A_M') > \text{Var}(A'_M) \).

Thus, no matter how we choose to stratify, we have the peace of mind that no other selection algorithm is universally preferable.

Another reason for selecting an algorithm outside of stratification might be if it had a much better worst-case guarantee. In other words, such a hypothetical algorithm would guarantee a low variance to all groups \( M \) in the population, which might be attractive in the absence of much information about \( M \). As we show in **Proposition 4.5** (whose proof is relegated to Appendix A.2 of the full version), uniform sampling turns out to be optimal from this worst-case perspective. By extension, since **Theorem 4.2** guarantees that stratified sampling can only be marginally worse on any \( M \), stratified sampling must also be competitive.

**Proposition 4.5** Uniform sampling minimizes \( \max_{M \subseteq N} \text{Var}(A_M) \) among all algorithms.

Interestingly, uniform sampling is not the only algorithm with this property: As shown by the following example, there are non-uniform selection algorithms...
that have the same variance as uniform sampling on every $M \subseteq N$, at least for some values of $n$ and $k$.

**Example 4.3** Let $n := 6$ and $k := 3$. Let $\mathcal{A}(N,k)$ be the algorithm which picks one of the ten triangles displayed in Figure 4.4, uniformly at random, and returns its vertices. In this representation, we can see that it is obtained from the uniform mechanism by dropping every second rotation of the sets, for instance, the set $\{1,2,3\}$.

One can verify that every $1 \leq x \leq 6$ appears in the result with probability $k/n = 1/2$. Furthermore, every set $x, y$ is jointly selected with probability $(\binom{k}{2}/\binom{n}{2}) = 1/5$, just as by the uniform algorithm. Thus, by Equation (4.6), the variance equals the variance of the uniform algorithm for every $M$.

### 4.6 Experiments

As we showed in the previous sections, there is practically no harm in stratifying to a very fine granularity. If the strata correlate well with all relevant $M$, the variance can be reduced considerably.

In this section, we investigate how such stratifications can be found without knowing $M$. Any such argument need rely on the correlation between visible features and $M$ in a population. We explore these relationships using data from the General Social Survey (GSS) [SDFH18] of the years 2014 and 2016. The subpopulations that we use of each year contain 1,714 and 1,956 agents, respectively. In all of our experiments, we set $k$ to 50. This is a compromise between having a reasonably large panel without the panel being too large or a fraction of the population.

Since ratios of variances are hard to interpret, we benchmark stratifications by their **equivalent panel size**. For a given stratification and group $\emptyset \subseteq M \subseteq N$, we can compute its normalized variance $\text{Var}(A_{M}^{nk}/k)$. Its equivalent panel size $k'$ is the panel size such that the uniform mechanism has the same normalized variance $\text{Var}(U_{M}^{nk}/k')$.\footnote{We allow equivalent panel sizes to be fractional, interpolating the uniform variance using the formula $k\frac{m}{n}(1 - m/n)(n - k)/(n - 1)$.}

Figure 4.5 shows the conversion between ratios of variances and equivalent panel sizes for our choice of $n$ and $k$. As shown in Appendix A.3 of the full version, the equivalent panel size can be directly computed as

\[
\frac{n k}{(n - k) \text{Var}(A_{M}^{nk})/\text{Var}(U_{M}^{nk}) + k}.
\]

If a stratification has an equivalent panel size of $50 + x$ on a relevant $M$, the stratification saved $x$ seats without reducing the accuracy of $M$'s representation. Based upon the Irish Citizens' Assembly's cost of roughly €10,000 per participant,\footnote{The Assembly spent around €1 million in the categories "conference/catering and accommodation", "reimbursement of travel and other expenses", and "recruitment of members/facilitation and notetaking services" [Iri19b].} high equivalent panel sizes imply a significant reduction in the cost of a citizens' panel due to stratification.

Our simulation code, along with the exact experimental setup as an IPython notebook, are available at https://github.com/pgoelz/sortition.
4.6.1 Random Stratification

We begin with a quantitative overview over the effect of fine-grained stratification on variance. For this, we benchmark random stratifications based on demographic features with respect to groups $M$ induced by random other features of the GSS dataset.

We identify 14 “demographic” features, capturing age, gender, race, social class, education, region of living, general happiness, religion, party affiliation, number of children, marital state, veteran status, urban-rural divide, and whether the individual was born abroad.\(^{11}\) Our stratifications are induced by a random permutation of these features. We traverse the features in order, in every step subdividing every stratum greedily by the current feature, subject to the constraint that no stratum be smaller than $n/k$. The groups $M$ are determined by a random column other than the demographic features. We pick a random individual, and define $M$ to either be all agents with lower or larger value in this column.\(^{12}\) Since similar features are usually encoded with sequential numbers, we hope that this will lead to relatively coherent groups.

As guaranteed by Theorem 4.2, no stratification increases variance by more than a factor of $\frac{n-1}{n-k}$, which is approximately 1.03 for both years. Expressed in equivalent panel sizes, this guarantees sizes of at least 48.6 in 2014 and of 48.8 in 2016. As shown in Figure 4.6, we did not observe any panel sizes close to this theoretical lower bound, with all values staying above 49.7. A large fraction of equivalent panel sizes are above 50, implying that even random stratification is more likely to be beneficial than harmful. The mean equivalent panel size is about 51.5 (2014) and 54.0 (2016), but the latter is skewed by a few large outliers. Still, a majority of stratifications give modest improvements — around one seat-equivalent — over uniform distributions.

Clearly, it is possible to increase the equivalent panel size further. It remains to be seen, however, whether targeted stratification can achieve this simultaneously for a broad set of unknown features.

4.6.2 Case Study: Comparison of Stratification Methods

To show this, we recreate the situation of a panel organizer. Hopefully, using insights from our theoretical analysis, a human stratifier can decrease the variance for unknown groups $M$, and go beyond uninformed stratification, say by the

---

\(^{11}\): See Appendix D.1 of the full version.

\(^{12}\): We do not consider columns with more than 10% missing entries, agents who do not have a value in the given column, and groups $M$ containing no or all agents.
intersections of gender and race. We also experiment with automatic stratification based on \(k\)-means clustering (where the number of clusters is \(\ell\), not \(k\)).

One collaborator took the role of the stratifier. Until the stratification was complete, we isolated them from information about the dataset (including the analyses of the previous section). Our pre-committed experimental setup can be found in Appendix C of the full version.

We want to benchmark the different approaches on groups \(M\) that might be relevant in a political context. Thus, we identified 10 “attitude” features for each of the years and projected them into binary features. These attitude features reflect opinions touching a wide range of issues, including social liberties, economic policy, penal law, and trust in institutions. No pair of attitude features has a higher (anti-)correlation than 37%, with most pairs being well below that. For each year, a random subset of five attitude features was made available to the stratifier and the clustering algorithm. Their stratifications should have low variance for the remaining attitude features, of which the stratifier does not even know the category name. The revealed attitudes allow the stratifier to build an intuition for the political topology and to get an impression of the kinds of groups they will have to accommodate. In practice, similar information (and likely more) is available from experience, polling, and knowledge about upcoming issues. The rationale for the manual stratification is documented in Appendix E of the full version. Important elements of the high-level approach — such as the granularity of stratification, the goal of polarizing strata, and the sequential ordering of the strata — were directly motivated by our technical analysis.

We also consider a stratification based on \(k\)-means clustering. Since the demographic and revealed features form a high-dimensional space, a clustering algorithm might be better at identifying coherent subgroups than a human. We request \(\ell := 48\) clusters, the maximum number for which each stratum can still have a size of at least \(n/k\). As documented in the experimental setup, we translate the features into real vectors in a relatively naïve way. We do not attempt to scale features differently and simply optimize the squared Euclidean distance. A more principled approach to clustering might lead to better results, but is outside of the scope of this work. We slightly deviated from our experimental setup by using constrained \(k\)-means clustering \([BBD00]\) instead of balanced \(k\)-means clustering. While balanced clustering constrains all clusters to have size between \(\lfloor n/\ell \rfloor\) and \(\lceil n/\ell \rceil\), we only require the lower bound. We decided to do so after observing strongly non-contiguous clusters formed by balanced clustering even on two-dimensional toy examples.

Finally, the gender-race stratification gives one stratum to each combination of white/black/other and male/female. Stratifying by these categories can be easily implemented, and the features of race and gender are often controlled by quotas in practice.

As displayed in Figure 4.7, we find that manual stratification clearly outperforms all other stratification approaches. For all tested groups, variance of distribution decreases over the baseline of uniform sampling. In four out of the six cases, this increase corresponds to an increase in panel size of more than four seats, i.e., by 8%. Clustering performs second best and marginally beats manual stratification for two attitude groups. For several groups \(M\) however, clustering performs...
4 Benefits of Stratified Sampling

comparably to simple gender-race stratification, even though the manual stratification was able to make larger gains. Stratifying by race and gender leads to a slight increase in variance for one group, but still looks worthwhile given the improvements on other groups. Nevertheless, both manual or clustering-based stratification are clearly preferable when possible.

How would these results improve in absence of rounding? Depending on how much the equivalent panel size increases without rounding, it might be more or less worthwhile to optimize future stratifications in this direction. To examine this, we decompose the variance as in Equation (4.2) and completely ignore the variance of expectation. As can be seen in Figure 4.8, this leads to significant gains for both manual stratification and clustering. While the overall ordering of approaches remains the same, the clustering approach clearly profits more, with an average gain of about 1.3 seat-equivalents as compared to the 0.8 seat-equivalents gained by manual stratification. At first glance, this might be surprising because \( k \)-means leads to near-equal strata sizes. However, this does not imply that the strata boundaries line up nicely with the blocks since (due to divisibility issues) there can be at most 48 strata with size at least \( n/k \). The variance of expectations is driven by terms of the shape \( \rho_i (1 - \rho_i) \) and of the shape \( (m_i/n_i - m_{i+1}/n_{i+1})^2 \). The distribution of these terms for both approaches is displayed in Appendix B.2 of the full version. The lining up of strata with blocks is reflected in the first kind of terms; neither kind of stratification has a clear edge there. Instead, the large rounding losses of \( k \)-means match its significantly higher terms of the second kind, which implies that it could profit from optimizing the order of strata. Adjacent strata should be similar because rounding between strata with similar concentrations of \( M \) adds less to the variance of expectation. Our manual stratifier explicitly tried to do this, and seems to have been successful. In Appendix B.3 of the full version, we illustrate this difference for the feature \( \text{homosex} \). In general, we see that rounding should be considered when stratifying, both with respect to block alignment and ordering.
4 Benefits of Stratified Sampling

We predicted that the key to low variance would be that relevant $M$ polarize as many strata as possible. We inspect the manual stratification of the 2016 dataset to see whether different levels of polarization explain the difference in success between attitudes like $\text{eqwlth}$ (high equivalent panel size) and $\text{natpark}$ (low equivalent panel size). Looking at Figure 4.9, we indeed see a pronounced difference. For the feature $\text{eqwlth}$ (Figure 4.9a), a substantial number of strata are polarized in each direction. By contrast, the feature $\text{natpark}$ (Figure 4.9b) appears in many strata in a concentration $m_i/n_i$ similar to the global concentration $m/n$. In the continuous setting, the relative reduction in variance is given by the ratio between $\frac{k}{n} \sum \frac{\epsilon_i^2}{n_i}$ and $k \frac{m}{n} (1 - \frac{m}{n})$. This indicator for the polarization in both stratifications captures the superior performance on $\text{eqwlth}$ (14.9%) over that on $\text{natpark}$ (3.7%). Corresponding values for all stratifications and features are available in Appendix B.1 of the full version.

Finally, we wanted to see whether our human stratifier can stratify better when given the question defining a group $M$, without having information about which individuals belong to this group. The previous experiment models the situation of a general-purpose panel whose topics of discussion are not fixed at selection time. Revealing the question defining $M$ could then reflect the situation of a panel convening to debate a fixed issue without specialized polling information on this issue. For each year, we revealed one random category description: $\text{tax}$ in 2014 and $\text{helpsick}$ in 2016. In both cases, our stratifier adapted the general-purpose stratification created earlier, and attempted to stratify on available features that seemed most relevant to the revealed category. While the specialized stratification added around one seat-equivalent for the $\text{helpsick}$ group, variance slightly increased on the $\text{tax}$ group. Further experimentation will be needed to see whether knowing the category consistently helps in manual stratification.

4.7 Discussion

In this chapter, we examined the effect of stratification in the idealized sortition setting. We formulated the goal of minimizing the variance for opinion groups, proposed a low-variance rounding scheme, and characterized the variance under stratification. We have applied these contributions in a case study, and our results suggest that stratification indeed has positive effects on representation.
in a realistic setting. It seems to us that there is more potential for the fields of artificial intelligence and computational social choice to contribute to sortition, starting with the following issues:

**Stratification by machine learning.** While our clustering approach fell short of manual stratifications, there is ample room for improvement. A principled distance measure in the space of demographics and attitudes and a better treatment of rounding may allow automated clustering to surpass manual approaches. Beyond that, a better solution to the machine learning problem in Section 4.6.2 should distinguish between the demographic and revealed attitude features and leverage the different types of information they offer.

**Optimal stratification and selection.** Say that our belief about $M$ is given as an independent probability of membership for every agent. Which stratification has the lowest expected variance over $M$? To decrease variance, it may be useful not only to negatively correlate similar agents — as we do by placing them in the same stratum — but also to positively correlate agents at opposite ends of the opinion spectrum. Even if this is optimal, will the fairness of such an approach still be convincing? Otherwise stratification, which is already in wide use, might be the better choice.
## 5.1 Introduction

Having studied the random selection of citizens’ assemblies in depth in the preceding chapters, we now turn our focus to what happens once a citizens assembly convenes. The most important aspect of a citizens assembly’s work is deliberation — the extensive discussion between assembly members, which ultimately allows an assembly composed of laypeople to reach judicious recommendations on a complex issue. Though deliberation lies at the heart of a citizens’ assembly’s purpose, almost no work so far supports deliberation through computer science. Deliberation in a citizens’ assembly takes place over a number of sessions, where in each session, participants are divided into discussion groups, which we refer to as tables. For example, the Citizens’ Assembly of Scotland, which was convened by the Scottish Government in 2019–2020, ran over 16 sessions spread across 8 weekends; in each session, the 104 participants were divided across 12 tables.

The work underlying this chapter arises out of a collaboration with the Sortition Foundation on the design and implementation of algorithms for managing deliberation. One problem that our contacts brought up is scheduling the assignment of participants to tables, which we address in this chapter. The practitioners’ primary goal is find a schedule that, over the course of the process, allows participants to exchange ideas with as many other participants as possible. In addition, tables must be demographically diverse; in the Citizens’ Assembly of Scotland, they were diversified based on political view, age, and gender.

Currently, the Sortition Foundation as well as other nonprofits use a heuristic algorithm called GroupSelect [Ver22] to allocate tables, which the Sortition Foundation developed. Internally, this algorithm optimizes the objective of maximizing the number of pairs of participants who meet at least once, assigning no value to subsequent meetings. We see two shortcomings with this current approach: First, as we show in Section 5.6, GroupSelect performs quite poorly in terms of its chosen objective. Second, the objective itself often fails to encourage good schedules. We elaborate on this problem in Section 5.3, but an example of such a problematic situation is when all participants have met each other. At that point, the objective is indifferent between all possible assignments, and thus even a schedule repeating the same table assignment across all remaining sessions would be optimal.

To overcome these shortcomings, we must address several challenges. On a conceptual level, we need a principled measure of interaction between participants, which we seek to maximize. If interaction is measured as a function of the number of times each pair of participants meets, how much value should the first meeting between Alice and Bob have relative to the second, third, or fourth? On a technical level, we aim to develop a theoretically sound and practical algorithmic framework for optimizing our measure of interaction, with an eye towards real-world deployment.
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5.1.1 Our Approach and Results

It is intuitive that meetings between the same participants have diminishing marginal returns, e.g., the third meeting does not carry as much value as the second. We express this idea through what we call a saturation function \( f \): for a monotone nondecreasing and concave function \( f : \mathbb{N} \rightarrow \mathbb{R}_{\geq 0} \), we model the goal of maximizing interaction between participants through the submodular objective \( \hat{f} = \sum_{i,j} f(m_{ij}) \), where the sum ranges over all pairs of agents \( i, j \) and \( m_{ij} \) is the number of sessions in which \( i \) and \( j \) are assigned to the same table. For any choice of saturation function \( f \), we obtain a practical algorithm that maximizes the corresponding objective \( \hat{f} \) within an approximation factor of \( 1 - 1/e \approx 63\% \), building on a classical result in submodular maximization \([NWF78]\) and using ILP solver as a subroutine.

But which saturation function \( f \) should we use? Given that no objective seems universally better than the others, we pursue an approach of simultaneous approximation \([SW97]\). Specifically, we design an algorithm that produces schedules \( \Omega(1/\log T) \)-approximate the objectives \( \hat{f} \) for all saturation functions \( f \) at once, where \( T \) is the number of sessions.

We also compare our different optimization algorithms with GroupSelect on data from seven real citizens’ assemblies. We find that all our algorithms outperform GroupSelect by a wide margin, including when measured by its own objective. Two saturation functions, based on the harmonic and geometric series, seem promising options for optimizing schedules in practice.

5.1.2 Related Work

To our knowledge, one other paper seeks to support deliberation in citizens’ assemblies through a practical, computational approach: Fishkin et al. \([FGG+18]\) develop a system that automatically manages speaking times and speaker order in online deliberation. Clearly, this work addresses an orthogonal aspect of the deliberation process, and their platform could be combined with our algorithms for table allocation.

From a more theoretical perspective, an extensive line of work \([CD20;FGMS17;GL16;PP15;ZLT21]\) proposes and analyzes mathematical models for deliberation, which we see as complementary to our approach. Whereas these papers capture the dynamics of deliberation with much more nuance than us, this chapter approaches deliberation through the lens of a practical problem, table allocation, and its interaction with deliberation.

Our use of submodular objectives follows a long tradition in AI of maximizing submodular functions to obtain diverse solutions. For example, this methodology encourages different parts of a multi-document summary to refer to different sources \([CG98;LB11]\), sensors to be placed where they can collect complementary information \([KSG08]\), or papers to be assigned to reviewers with different expertise \([ADF17]\). In our application, the submodular objective encourages schedules to vary which pairs of assembly members meet across the sessions.

Finally, our setup resembles a classic problem in combinatoric optimization known as the social golfer problem:
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An instance of the concave balancing problem consists of a finite partition \( A \) will assume that a given instance allows for at least one partition; whether this constraints are given as a set \( \Delta \), in terms of a more abstract problem, which we call the Concave balancing problem. In Section 5.3 below, we will cast table allocation \( \hat{f} \) objective of the concave balancing problem is to find a solution \( f \) is a multiset over \( \Delta \) containing \( \mathcal{T} \). Find a schedule of maximum length given that no two golfers may be placed in the same group twice.

Much work in this space has either analyzed the solutions for specific \( n \) and \( k \), or optimized Boolean satisfiability formulations to find long schedules (e.g., [LMS15; SSV22; TM12]). Our problem differs from the social golfer problem in two ways. First, the social golfer problem maximizes the number of sessions subject to a hard constraint on repeated meetings, whereas we minimize repeated meetings subject to a fixed schedule length. Second, whereas the social golfer problem allows to group any \( s \) golfers together, our representativeness constraints make the problem no longer symmetric and even less combinatorially tractable than the social golfer problem.

5.2 Model

Table allocation problem. An instance of the table allocation problem is a tuple consisting of a set of agents \( N = [n] \), a number \( k \) of tables, a number of sessions \( T \geq 2 \), and a set of representativeness constraints. These representativeness constraints are given as a set \( F \) of features, where each feature \( \varphi \in F \) is defined by a set of agents \( A_\varphi \subseteq N \) possessing this feature, a lower quota \( \ell_\varphi \), and an upper quota \( u_\varphi \) such that \( 0 \leq \ell_\varphi \leq u_\varphi \leq \lfloor n/k \rfloor \).

A partition for this instance partitions the agents into \( k \) disjoint tables \( N = \Delta_1 \cup \cdots \cup \Delta_k \), subject to two constraints: (1) each table \( \Delta_i \) has size either \( \lfloor n/k \rfloor \) or \( \lceil n/k \rceil \), and (2) each table \( \Delta_i \) satisfies all representativeness constraints, in the sense that \( \ell_\varphi \leq |\Delta_i \cap A_\varphi| \leq u_\varphi \) for all features \( \varphi \). Throughout this chapter, we will assume that a given instance allows for at least one partition; whether this is the case can be easily checked using an ILP solver. Given a table allocation instance, our aim is to construct a schedule, which is a multiset \( Z \) over partitions containing \( T \) elements.

Concave balancing problem. In Section 5.3 below, we will cast table allocation in terms of a more abstract problem, which we call the concave balancing problem. This framing will make explicit that, in much of our analysis, the meetings between pairs of agents — not the agents and tables themselves — are the primary object of study. This setup also highlights parts of our analysis that are not specifically tied to table allocation and might be of use in other contexts.

An instance of the concave balancing problem consists of a finite ground set \( G \), a collection \( \mathcal{Z} \) of sets \( S \subseteq G \) of ground elements, a number of sessions \( T \geq 2 \), and a saturation function \( f : \mathbb{N} \rightarrow \mathbb{R}_{\geq 0} \) that is monotone nondecreasing, concave, and satisfies \( f(0) = 0 \). For a given instance of the concave balancing problem, a selection is a multiset over \( \mathcal{Z} \), and a solution is a selection of cardinality \( T \). The goal of the concave balancing problem is to find a solution \( Z \) that maximizes the objective \( \hat{f} \), which is a function mapping selections \( Z \) to \( \mathbb{R}_{\geq 0} \) defined in terms of \( f \) such that

\[
\hat{f}(Z) := \sum_{g \in G} f(\text{number of sets in } Z \text{ that contain } g)
\]
\[
= \sum_{g \in G} f \left( \sum_{S \in \mathcal{Z} : g \in S} Z(S) \right).
\]

For the saturation function \( f^1(x) := \mathbb{1}[x \geq 1] = \min\{x, 1\} \), the concave balancing problem coincides with the classic maximum coverage problem [HP98] of selecting \( T \) sets such that maximally many ground elements \( g \) appear in at least one set. The saturation function \( f \) adds expressivity beyond maximizing coverage; e.g., the objective assigns value to second appearances of \( g \) if \( f(2) > f(1) \). Generally, the concavity of \( f \) promotes schedules that contain ground elements similar numbers of times.

A function \( s \) that maps selections to \( \mathbb{R}_{\geq 0} \) satisfies diminishing returns if, for any two selections \( Z_1 \subseteq Z_2 \) and for any \( S \in \mathcal{Z} \), \( s(Z_1 + \{S\}) - s(Z_1) \geq s(Z_2 + \{S\}) - s(Z_2) \). We call \( s \) monotone if, for all selections \( Z_1 \subseteq Z_2 \), \( s(Z_1) \leq s(Z_2) \). One easily verifies that all objectives \( \hat{f} \) have diminishing returns and are monotone. Finally, for some \( \alpha \in (0, 1) \), a solution \( Z \) \( \alpha \)-approximates an objective \( \hat{f} \) if

\[
\hat{f}(Z) \geq \alpha \cdot \max_{Z'} \hat{f}(Z').
\]

A solution \( Z \) is a simultaneous \( \alpha \)-approximation if it \( \alpha \)-approximates the objectives \( \hat{f} \) for all saturation functions \( f \) at once.

### 5.3 Expressing the Table Allocation Problem as Concave Balancing

Looking at the table allocation problem by itself, it is not obvious what makes one schedule more conducive to deliberation than another, other than an intuition that it is desirable to “mix up” discussion groups between sessions. The Sortition Foundation’s work on GroupSelect makes an important contribution by highlighting a single, mathematically precise objective: maximizing how many pairs of assembly members meet at least once. This objective is an incomplete perspective on what makes a schedule conducive to deliberation, but it is distinguished by virtue of coming from an organization with first-hand experience and in close contact with other nonprofits organizing citizens’ assemblies.

We can express the objective optimized by GroupSelect by casting a given table allocation instance as a concave balancing problem: Let the ground set \( G \) be the set \( \binom{N}{2} \) of all unordered pairs of agents, and let the collection \( \mathcal{Z} \) contain, for each partition \( S = \Delta_1 \cup \cdots \cup \Delta_k \) of the table allocation instance, the set \( \bigcup_{1 \leq i \leq k} \binom{\Delta_i}{2} \) of all pairs sitting at the same table in \( S \). We will use this reduction to optimize different objectives \( \hat{f} \) for the table allocation problem throughout the chapter. GroupSelect’s objective reduces to the concave balancing problem if we choose the saturation function \( f^1(x) = \min\{x, 1\} \) since each pair \( i,j \) that does not meet contributes 0 to the objective \( \hat{f}^1 \) and all other pairs contribute 1, whether they meet once or more often.

As mentioned in the introduction, optimizing GroupSelect’s objective \( \hat{f}^1 \) does raise some concerns. One obvious pitfall is that \( \hat{f}^1 \) does not express any preference between schedules in which all pairs meet. This is an obstacle in realistic
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instances, and we will indeed see this occurring in our empirical evaluation (see the appendix of the full version).

A more subtle issue with optimizing $\hat{f}^1$ is that prioritizing first meetings might not be worth an arbitrarily high cost in terms of which other pairs meet. In appendix of the full version, we present a table allocation problem in which it is difficult to arrange meetings for a subset $P$ of the pairs, in the sense that (1) at most one pair in $P$ can meet per partition without violating representativeness, (2) whenever a pair in $P$ meets, representativeness implies that the other pairs meeting each other are essentially always the same ones, and (3) if no pair in $P$ meets, there is a lot of freedom in who meets whom. In this instance, an algorithm optimizing $\hat{f}^1$ will expend most sessions to make pairs in $P$ meet one by one, even if this means that the overwhelming majority of pairs meet either excessively often or just once. In this instance, it seems preferable to forgo some first meetings in $P$ in order to make most pairs meet a more balanced number of times.

Motivated by the above limitations of $\hat{f}^1$, we generalize the optimization problem proposed by the Sortition Foundation by considering saturation functions other than $f^1$. Each saturation function has its distinct advantages and disadvantages, which might matter to different degrees depending on the instance. For example, for any $r \geq 2$, consider the saturation function $f^r(x) := \min\{x, r\}$, for which each pair’s contribution to $\hat{f}^r$ increases by 1 per meeting up to the $r$‘th meeting, and does not increase beyond that. On the one hand, the objective $\hat{f}^r$ pushes the schedule towards an ideal point in which each pair meets $r$ times with maximum vigor. On the other hand, if the representativeness constraints force some pairs to meet fewer than $r$ times (or more than $r$ times), $\hat{f}^r$ is indifferent between how equally the number of meetings below $r$ (or above $r$, respectively) are spread.

In search of saturation functions whose marginal returns diminish more smoothly, two kinds of saturation functions strike us as promising. The first are the geometric saturation functions $g^\beta$ (for some $0 < \beta < 1$), where $g^\beta(x) := \sum_{i=1}^{x} \beta^i$. Given that the marginals $\beta^{m_{i,j}}$ decay exponentially in the number $m_{i,j}$ of previous meetings of the pair, the geometric objectives $g^\beta$ should still put much weight on the first meeting. Geometric objectives possess the intuitively appealing “self-similarity” property that, if we fix a partial schedule in which all pairs appear equally often, the problem of optimizing the remaining partitions looks just like optimizing a shorter schedule, with the objective multiplied by a constant. A final example is the harmonic saturation function $h(x) := \sum_{i=1}^{x} 1/i$. Since this function’s marginals decrease more slowly, we would expect the objective $\hat{h}$ to prioritize earlier meetings less radically. Note that the “self-similarity” property is not satisfied by this objective.3

5.4 Optimizing a Specific Saturation Function

Having built some intuition about the preference over allocation trade-offs expressed by a saturation function, we now investigate how an objective $\hat{f}$ can be approximately optimized.

One immediate obstacle is that already the problem of simply deciding whether any partition exists for the given representativeness constraints is NP-hard (see

3: Consider a setting where we can achieve all pairs meeting exactly ten times. In an ideal setting, the problem would “reset” as if nobody had met: the trade-off between participants meeting for the $n$th and $(n+1)$th times should be constant regardless of $n$. This property is satisfied by the geometric utility function, but for a harmonic utility function we will have a decreasing difference in utilities as $n$ increases. For example, three third meetings have the same marginal utility as two second meetings (3/3 = 2/2), but once every pair has met ten times, three twelfth meetings have a higher marginal utility than two eleventh meetings (3/12 > 2/11).
the appendix of the full version). From a theoretical angle, this shuts the door to any prospect of developing polynomial-time algorithms, which is why we will search for algorithms that run sufficiently fast on inputs encountered in practice. Fortunately, state-of-the-art ILP solvers can reliably find a representative partition in little time. Though ILP solvers are powerful, formulating the entire maximization of the objective over schedules as an ILP would require a vast number of variables and constraints, and thus seems hopeless to solve. Therefore, our algorithmic approach will use ILP as a powerful subroutine for finding partitions, but our approach will handle in outside logic how the contributions of different partitions interact in the objective.

What will enable us to break down the optimization into generating partitions one at a time are the properties of the objectives \( \hat{f} \) we consider, namely diminishing returns, monotonicity, and that \( \hat{f}(\emptyset) = 0 \). These properties are useful since, for any multiset function over \( \mathcal{Z} \) satisfying them, Nemhauser et al. [NWF78] showed that a simple greedy algorithm returns a multiset of cardinality \( T \) whose objective value is at least a \( 1 - 1/e \) fraction of the optimal objective value across all multisets of cardinality \( T \). This greedy algorithm iteratively constructs a multiset \( Z \) by starting from the empty multiset and \( T \) times adding the set \( S \in \mathcal{Z} \) with largest marginal increase \( \hat{f}(\mathcal{Z} + \{S\}) - \hat{f}(\mathcal{Z}) \). In most cases where this greedy algorithm is run, the collection of sets \( \mathcal{Z} \) is not too large and explicitly given, which allows to identify \( S \) by enumerating \( \mathcal{Z} \). By contrast, the set of all partitions might be exponentially large, so enumerating all of them is not an option.

Instead, we implement each step of the greedy algorithm by solving an ILP that will yield the partition with largest marginal increase. This ILP formulation makes use of the specific shape of our objectives, which decompose into a sum over pairs of agents, and which have the property that any partition's marginal contribution to a pair \( \{i, j\} \)'s summand is either zero (if \( i \) and \( j \) do not meet) or a constant value \( f(m_{ij} + 1) - f(m_{ij}) \) (if \( i \) and \( j \) meet), where \( m_{ij} \) denotes the number of times \( i \) and \( j \) have met before. Below we describe the ILP, whose variables are \( x_{i,\tau} \) (“agent \( i \) is allocated to table \( \tau \)”) and \( y_{\{i, j\}, \tau} \) (“agents \( i \) and \( j \) are both allocated to table \( \tau \)”), for all \( i \neq j \in N \) and \( 1 \leq \tau \leq k \):

\[
\begin{align*}
\text{maximize} \quad & \sum_{\{i, j\} \in \binom{N}{2}} \left( f(m_{ij} + 1) - f(m_{ij}) \right) \cdot y_{\{i, j\}, \tau} \quad (\text{maximize } \hat{f}(\mathcal{Z} + \{S\}) - \hat{f}(\mathcal{Z})) \\
\text{subject to} \quad & \sum_{\tau = 1}^{k} x_{i,\tau} = 1 \quad \forall i \in N, \quad (\text{each agent on one table}) \\
& [n/k] \leq \sum_{i \in N} x_{i,\tau} \leq \lceil n/k \rceil \quad \forall 1 \leq \tau \leq k, \quad (\text{constrain table sizes}) \\
& \ell_{\varphi} \leq \sum_{i \in A_{\varphi}} x_{i,\tau} \leq u_{\varphi} \quad \forall 1 \leq \tau \leq k, \varphi \in F, \quad (\text{representativeness}) \\
& y_{\{i, j\}, \tau} \geq x_{i,\tau} + x_{j,\tau} - 1 \quad \forall \{i, j\} \in \binom{N}{2}, \quad (y_{\{i, j\}, \tau} = x_{i,\tau} \land x_{j,\tau}) \\
& y_{\{i, j\}, \tau} \leq x_{i,\tau} \quad \forall \{i, j\} \in \binom{N}{2}, \quad 1 \leq \tau \leq k, \\
& x_{i,\tau}, y_{\{i, j\}, \tau} \in \{0, 1\} \quad \forall \{i, j\} \in \binom{N}{2}, 1 \leq \tau \leq k.
\end{align*}
\]

Observe that, for each pair \( \{i, j\} \), at most one variable \( y_{\{i, j\}, \tau} \) can be nonzero, which means that the pair contributes at most \( f(m_{ij} + 1) - f(m_{ij}) \) to the objective, as intended. Due to the quadratically many \( y_{\{i, j\}, \tau} \) variables and the constraints tying


4: Technically, Nemhauser et al. [NWF78] prove this for submodular set functions. Our setting differs slightly from theirs since we allow sets to be selected multiple times, but the claimed result for multiset functions follows directly by duplicating all sets \( T \) times. Whereas diminishing returns and submodularity are equivalent for set functions, submodularity is a strictly weaker property than diminishing returns for multiset functions [KPV13].
them to the $x_{i,t}$, this ILP is substantially more difficult to solve than just finding a valid partition, but we will show in Section 5.6 that an off-the-shelf ILP solver can optimize these programs to sufficient accuracy.

We can run the greedy maximization algorithm by iterating the following steps $T$ times: solving the ILP, extracting the new partition from the $x_{i,t}$, adding the new partition to $Z$, and updating the $m_{i,j}$. If the ILP solver optimizes all subproblems to optimality, the resulting schedule will $(1 - 1/e)$-approximate the objective $\hat{f}$ as proved by Nemhauser et al. [NWF78], and the greedy algorithm is known to outperform this approximation factor in many cases [PST20]. Even if we should be forced to terminate some ILP calls before reaching optimality, our guarantees degrade smoothly: If all ILPs return a partition whose marginal increase is at least an $\alpha > 0$ fraction of the optimal marginal increase, the resulting schedule is still at least a $(1 - 1/e^\alpha)$-approximation [GS07].

### 5.5 Simultaneously Optimizing All Saturation Functions

Even though we have found a way to optimize the objective for any given saturation function $f$, such an approach remains not entirely satisfying given that we chose the saturation function somewhat arbitrarily. As we discussed in Section 5.3, how much the saturation function should encourage pairs to meet for the $i$th time across the different $i$ seems to depend on which distribution of meeting numbers are possible, which is hard to predict for a given instance.

This challenge of settling on a single saturation function raises the question of whether it is possible to produce schedules that perform well relative to the objectives belonging to all saturation functions simultaneously. Since we have seen that different objective can lead to starkly different schedules, and since there is an infinite variety of saturation functions, it might seem that finding a simultaneous $\alpha$-approximation might only be possible for extremely small values of $\alpha$. Nonetheless, Algorithm 1 describes an algorithm, SimApprox, which is a simultaneous $\Omega(1/\log T)$-approximation to all objectives. This algorithm and our analysis apply not just to table allocation problems but to any concave balancing problem; however, in the table allocation setting, the ILP from the previous section allows us to efficiently implement Line 4.

The structure of SimApprox closely resembles that of greedy maximization in that (using the terminology of table allocation) it constructs a schedule $Z$ partition by partition, greedily adds partitions whose marginal increase relative to some objective $\hat{f}$ is largest, and uses the same ILP formulation to identify

```plaintext
Algorithm 1: SimApprox
1. $Z \leftarrow \emptyset$
2. for $t = 0, 1, \ldots, T - 1$ do
3.     $p \leftarrow \lfloor (t/T) \cdot (1 + \log_2 T) \rfloor$
4.     $Z \leftarrow Z + \argmax_{S \subseteq Z} \hat{f}^p(Z + \{S\})$ \hspace{1cm} // Use ILP from Section 5.4
5. return $Z$
```

these partitions. The big difference between both algorithms is that SimApprox does not optimize marginals of the same objective in each iteration. Instead, it first optimizes marginals for \( f^{2^0} \) for some number of steps, then marginals for \( f^{2^1} \), then for \( f^{2^2} \), through the powers of two up to around \( f^T \), each for a roughly equal number of steps. In particular, SimApprox is computationally no more complex than the greedy maximization algorithm.

The key insight of this algorithm is that \( \alpha \)-approximating the logarithmically many objectives of the form \( f^{2^p} \) (for some \( p \)) suffices to approximate all objectives within a constant factor of \( \alpha \). Thus, our proof that SimApprox is a simultaneous \( \Omega(1/\log T) \)-approximation proceeds in three steps: First, we show that the schedule returned by the algorithm \( \Omega(1/\log T) \)-approximates all \( f^r \) where \( r \) is a power of two (Lemma 5.1). Second, we show that the solution approximates the objectives \( f^r \) for all \( r \) (Lemma 5.2). Finally, we prove that this implies simultaneous approximation for all objectives \( f \) (Theorem 5.3). We sketch these arguments below and defer the formal proofs to the appendix of the full version.

**Lemma 5.1** For each \( 0 \leq p \leq \log_2 T \), the solution \( Z \) returned by SimApprox approximates \( f^{2^p} \) within a factor of \( (1 - 1/e) \cdot \left( \frac{1}{1 + \log_2 T} - \frac{1}{T} \right) \).

**Proof sketch.** Since \( f^{2^p} \) is greedily optimized in roughly \( T/\log T \) of the steps, the objective value is at least a \( (1 - 1/e) \) fraction of the optimal objective value obtained by any schedule of length \( T/\log T \), and this holds despite the steps optimizing other objectives coming before and after. Since \( f^{2^p} \) has diminishing returns, the optimal objective value for a schedule of length \( T/\log T \) is at least a \( 1/\log T \) fraction of the optimal objective value for a schedule of full length \( T \). □

**Lemma 5.2** For each \( 1 \leq r \leq T \), the solution \( Z \) returned by SimApprox approximates \( f^r \) within a factor of \( \frac{1 - 1/e}{2} \cdot \left( \frac{1}{1 + \log_2 T} - \frac{1}{T} \right) \).

**Proof sketch.** For two values \( r_1 \approx r_2 \), the objectives \( f^{r_1} \) and \( f^{r_2} \) are close together to the point that, if \( r_1 \leq r_2 \), any schedule that \( \alpha \)-approximates \( f^{r_1} \) must at least \( \alpha \cdot \frac{r_2}{r_2} \)-approximate \( f^{r_2} \). For a given \( r \), let \( 2^p \) denote its next-lower power of two. By Lemma 5.1, \( f^{2^p} \) is \( \Omega(1/\log T) \)-approximated by \( Z \); so \( Z \) must \( \frac{2^p}{r} \cdot \Omega(1/\log T) \geq \frac{1}{2} \cdot \Omega(1/\log T) \)-approximate \( f^r \). □

**Theorem 5.3** The solution \( Z \) returned by SimApprox is a simultaneous \( \alpha \)-approximation, for \( \alpha = \frac{1 - 1/e}{2} \cdot \left( \frac{1}{1 + \log_2 T} - \frac{1}{T} \right) \in \Omega(1/\log T) \).

**Proof sketch.** As we show in the appendix of the full version, the \( f^r \) form a sort of “basis” of the space of saturation functions in the sense that, for any saturation function \( f \) and any \( T \), there exist nonnegative weights \( \{w_i\}_{1 \leq i \leq T} \) such
that \( f(x) = \sum_{i=1}^{T} w_i \cdot f_i(x) \) for all \( 0 \leq x \leq T \). Note that it must then also hold that \( \hat{f} = \sum_{i=1}^{T} w_i \cdot \hat{f}_i \). For any saturation function \( f \), by Lemma 5.2, it holds that

\[
\hat{f}(Z) = \sum_{i=1}^{T} w_i \cdot \hat{f}_i(Z) \geq \sum_{i=1}^{T} w_i \cdot \alpha \cdot \max_{\text{solution } Z'} \hat{f}_i(Z') \\
= \alpha \cdot \sum_{i=1}^{T} \max_{\text{solution } Z'} w_i \cdot \hat{f}_i(Z') \geq \alpha \cdot \max_{\text{solution } Z'} \sum_{i=1}^{T} w_i \cdot \hat{f}_i(Z') \\
= \alpha \cdot \max_{\text{solution } Z'} \hat{f}(Z').
\]

In the appendix of the full version, we show that SimApprox’s simultaneous approximation ratio of \( \Omega(1/\log T) \) is nearly optimal for the concave balancing problem, up to a log log factor:

**Theorem 5.4** There exists a family of concave balancing instances such that no solution has a simultaneous approximation ratio larger than \( O(\log \log T / \log T) \). This holds even if all sets \( S \in \mathcal{Z} \) have equal cardinality as in the table allocation problem.

In these instances, the ground elements are partitioned into multiple blocks, and each block represents a different tradeoff between (a) how many ground elements of the block are included in a set in \( \mathcal{Z} \) and (b) how many ground elements are in the block overall. For large values of \( r \), \( \hat{f}_r \) is maximized by choosing sets from blocks scoring high on (a) because they cover many ground elements per set. For small \( r \), by contrast, blocks scoring high on (b) allow to avoid selecting ground elements more than \( r \) times, which would not help \( \hat{f}_r \). Since scoring high on different objectives \( \hat{f}_r \) requires selecting disjoint sets, no solution can simultaneously approximate them within a high factor. We conjecture that Theorem 5.4’s impossibility on simultaneous approximation extends to the table allocation problem; however, the symmetry between tables and the transitivity between which pairs can simultaneously meet make constructing analogous instances highly cumbersome.

### 5.6 Implementation and Empirical Results

We have implemented all algorithms developed in this chapter in Python, using Gurobi as our ILP solver. We include our implementation in the supplementary material and will release it as open source. Currently, we are working with the Sortition Foundation to incorporate our algorithms into the tool that hosts GroupSelect [Ver22], which will allow users to switch to our improved algorithms with little effort.

We perform our experiments on seven datasets, each based on data from a real citizens’ assembly. Two of these datasets, \( sf_e \) and \( sf_f \), directly correspond to assemblies coorganized by the Sortition Foundation. The other five datasets, \( sf_a \) through \( sf_d \) and \( hd \), are based on data from other assemblies that we already used in Chapter 2. For these latter events, we do not have access to the members who ended up being drawn for the assembly, but we can “re-run” the lottery process using the selection software Panelot [GR20] to obtain an assembly that satisfies the actual representativeness constraints. In the appendix of the full


version, we describe the processing of these datasets and the experimental setup in more detail. To compute experiments in parallel, we run them on an AWS EC2 C5 instance with a 3.6 GHz processor, 16 threads, and 32 GB of RAM. Given that we limit each experiment to a single thread, individual running times of our algorithms are comparable to consumer hardware.

5.6.1 How Well Does the Greedy Algorithm Optimize Its Objective?

Since our greedy optimization approach is predicated on an ILP solver’s ability to solve ILPs of the form presented in Section 5.4 in reasonable time, we first evaluate how much time the ILP solver needs to be given per session for the greedy algorithm to optimize its submodular objective well. In the appendix of the full version, we show that when optimizing $\hat{f}_1$, $\hat{g}^{1/2}$, and $\hat{h}$, increasing the timeouts generally leads to higher objective values, but that these increases level off after around 60 seconds. On instance $sf_c$, however, optimizing $\hat{f}_1$ still leads to erratic optimization behavior at this timeout, which is indicative of insufficient optimization time. In order to increase the clarity of our empirical results, we thus set the optimization timeout to 120 seconds from here on, a running time which we believe to still be acceptable in practice.\footnote{For an assembly with a high number of sessions (say, 30), the total optimization runs in around one hour, which is the runtime of LexiMin for large assemblies (Table 2.1).}

Ideally, we want to know how close the schedules produced by the greedy algorithm are to optimal, but this is impossible to exactly evaluate because we see no way of finding the optimal schedules for nontrivial instances. We can, however, modify the greedy algorithms to produce, in addition to a schedule, what we call a certificate of approximation, which is a fraction $\alpha$ such that the produced schedule is guaranteed to be at least an $\alpha$-approximation of the optimal schedule.\footnote{Calculating these certificates is possible since (1) the ILP solver returns, in every step, not only a new partition but also an upper bound on the largest possible marginal increase, and since (2) these bounds naturally fit into the approximation bound by Nemhauser et al. [NWF78]. This ex post analysis combines the strengths of ILP and submodular maximization and is, to our knowledge, novel.} As shown in Figure 5.1, for example, greedily optimizing the objective $\hat{g}^{1/2}$ produces schedules that are a 0.45-approximation or better across all instances and numbers of sessions we study. We stress that these certificates are lower bounds, and that the schedules are likely to be much closer to optimal than is guaranteed by the certificates. For example, the perfect greedy algorithm (i.e., with perfectly optimal ILP solutions) would have a certificate of $1 - (1 - \frac{1}{T})^T = 0.63$, but typically performs much closer to optimal.\footnote{A second place where the certificates are conservative is that the ILP solver often struggles with tightening the upper bounds. Thus, each partition’s marginals are probably closer to optimal than reflected in our bounds.} The proximity of the certificates

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.1.png}
\caption{Approximation certificates for the greedy algorithm on $\hat{g}^{1/2}$, guaranteeing near-optimality. The dashed line marks $1 - 1/e$.}
\end{figure}
to this number suggests to us that terminating the ILP solver yields schedules that are nearly as good as those of the perfect greedy algorithm and not far from the optimal objective value.

5.6.2 Comparison across Table-Allocation Algorithms

After having measured the greedy algorithm in terms of the objective it specifically aims to optimize, we now compare the performance of different algorithms on a given instance and according to the same metric. In Figure 5.2, we show such results for $s f_{-f}$ and $\hat{f}^1$; experiments for other instances and objectives can be found in the appendix of the full version. This scenario is particularly interesting to investigate, since the Sortition Foundation did, in fact, maximize $\hat{f}^1$ using GroupSelect for this assembly, and since we know the table allocation (for $T = 4$ sessions) determined at the time. As the figure shows quite dramatically, GroupSelect cannot compete with our other algorithms. Indeed, the Sortition Foundation chose a schedule with 164 distinct meetings for four sessions. By contrast, greedily maximizing $\hat{f}^1$ yields an objective value of nearly twice that, at 320 distinct meetings. Across our datasets and objective functions, GroupSelect leads to objective values that stagnate at a much lower level than what our algorithms can achieve. This observation is a powerful argument for practitioners to move away from GroupSelect.

As is not very surprising, greedily optimizing $\hat{f}^1$ produces schedules with many unique meetings. Given that $s f_{-f}$ has $\binom{40}{2} = 780$ pairs of agents, around 90% of pairs meet at least once within the first 20 sessions. More surprisingly, greedily optimizing a geometric objective or the harmonic objective leads to numbers of distinct meetings that are nearly as high, across all numbers of sessions $T$ we study. Indeed, throughout our experiments, we see that greedily optimizing $\hat{g}^{1/2}$ or $\hat{h}$ leads to “well-rounded” schedules in the sense that they perform well according to other objective metrics, which makes either algorithm an attractive option for adoption in practice. Optimizing $\hat{f}^1$ tends to perform very well on other objectives when $T$ is small but falls behind for larger $T$, when encouraging, say, second meetings becomes an important aspect of what makes a partition contribute to the objective.
A straight-forward implementation of SimApprox does not perform as well as the above-mentioned algorithms, even if still much better than GroupSelect. A possible explanation is that SimApprox spends much of its time optimizing objectives \( \hat{f} \) for fairly large \( r \). If most pairs have met more rarely than \( r \) times at that point, the ILP might have a large number of optimal solutions, between which the ILP has no preference. To mitigate this problem, we test a variant of SimApprox called SimApprox+, which spends an extra 30 seconds after each ILP call to break ties in favor of partitions with better objective \( \hat{g}^{1/2} \). As shown in the figure, SimApprox+ gets substantially closer to the performance of the best greedy algorithms. While such variants of the simultaneous-approximation algorithm might have value for highly constrained table allocation problems or for large numbers of sessions, greedily optimizing \( \hat{g}^{1/2} \) or \( \hat{h} \) seems more worthwhile on the practical instances we study.

### 5.7 Discussion

As the last section shows, our algorithms produce schedules that excel in terms of the objective chosen by the practitioners, as well as in terms of the generalized objectives we introduced. The fundamental research problem, however — optimizing the group assignment in a way that increases the quality of deliberation — remains wide open and will require a multi-faceted approach. According to a handbook for assembly organizers, mixing groups up has a whole range of benefits: it helps assembly members “find common ground across the whole diverse group” (emphasis added), avoids situations where they “form cliques,” breaks up unproductive group dynamics, and overall “keeps things energised” [nU18]. Not only might each of these benefits suggest a different schedule, but predicting how well a schedule promotes each of these effects is also an open question. We believe that an approach combining optimization, behavioral research, and dynamic models of deliberation [CD20; FGMS17] can substantially support citizens’ assemblies and, by extension, democratic innovation.


PROPOSALS FOR OTHER ASPECTS OF DEMOCRACY:
LIQUID DELEGATION AND APPORTIONMENT
6.1 Introduction

Moving on from citizens’ assemblies, this chapter studies another democratic innovation, liquid democracy. Like direct democracy, liquid democracy allows agents to vote on every issue by themselves. Alternatively, however, agents may delegate their vote, i.e., entrust it to any other agent who then votes on their behalf. Delegations are transitive; for example, if agents 2 and 3 delegate their votes to 1, and agent 4 delegates to 3, then agent 1 would vote with the weight of all four agents (themselves included). Just like representative democracy, this system allows for separation of labor, but provides for stronger accountability: each delegator is connected to their transitive delegate by a path of personal trust relationships, and each delegator on this path can withdraw their delegation at any time if they disagree with their delegate’s choices.

Although the roots of liquid democracy can be traced back to the work of Miller [Mil69], it is only in recent years that it has gained recognition among practitioners. Most prominently, the German Pirate Party adopted the platform LiquidFeedback for internal decision-making in 2010. At the highest point, their installation counted more than 10,000 active users [KKH+15]. More recently, two parties — the Net Party in Argentina, and Flux in Australia — have run in national elections on the promise that their elected representatives would vote according to decisions made via their respective liquid-democracy-based systems. Although neither party was able to win any seats in parliament, their bids enhanced the promise and appeal of liquid democracy.

However, these real-world implementations also exposed a weakness in the liquid democracy approach: Certain individuals, the so-called super-voters, seem to amass enormous weight, whereas most agents do not receive any delegations. In the case of the Pirate Party, this phenomenon is illustrated by an article in Der Spiegel [Bec12], according to which one particular super-voter’s “vote was like a decree,” although he held no office in the party. As Kling et al. [KKH+15] describe, super-voters were so controversial that “the democratic nature of the system was questioned, and many users became inactive.” Besides the negative impact of super-voters on perceived legitimacy, super-voters might also be more exposed to bribing. Although delegators can retract their delegations as soon as they become aware of suspicious voting behavior, serious damage might be done in the meantime. Furthermore, if super-voters jointly have sufficient power, they might find it more efficient to organize majorities through deals between super-voters behind closed doors, rather than to try to win a broad majority through public discourse. Finally, recent work by Kahng et al. [KMP18] indicates that, even if delegations go only to more competent agents, a high concentration of power might still be harmful for social welfare, by neutralizing benefits corresponding to the Condorcet Jury Theorem.
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Avoiding the Concentration of Power in Liquid Democracy

While all these concerns suggest that the weight of super-voters should be limited, the exact metric to optimize for varies between them and is often not even clearly defined. For the purposes of this chapter, we choose to minimize the weight of the heaviest voter. As is evident in the Spiegel article, the weight of individual voters plays a direct role in the perception of super-voters. But even beyond that, we are confident that minimizing this measure will lead to substantial improvements across all presented concerns.

Just how can the maximum weight be reduced? One approach might be to restrict the power of delegation by imposing caps on the weight. However, as argued by Behrens et al. [BKNS14], delegation is always possible by coordinating outside of the system and copying the desired delegate’s ballot. Pushing delegations outside of the system would not alleviate the problem of super-voters, just reduce transparency. Therefore, we instead adopt a voluntary approach: If agents are considering multiple potential delegates, all of whom they trust, they are encouraged to leave the decision for one of them to a centralized mechanism. With the goal of avoiding high-weight agents in mind, our research challenge is twofold:

First, investigate the algorithmic problem of selecting delegations to minimize the maximum weight of any agent, and, second, show that allowing multiple delegation options does indeed provide a significant reduction in the maximum weight compared to the status quo.

6.1.1 Our Approach and Results

We formally define our problem in Section 6.2. In addition to minimizing the maximum weight of any voter, we specify how to deal with delegators whose vote cannot possibly reach any voter. In general, our problem is closely related to minimizing congestion for confluent flow as studied by Chen et al. [CKL+07]. Not only does this connection suggest an optimal algorithm based on mixed integer linear programming, but we also get a polynomial-time \((1 + \ln|V|)\)-approximation algorithm, where \(V\) is the set of voters. In addition, we show that approximating our problem to within a factor of \(1/2 \log_2 |V|\) is NP-hard.

In Section 6.3, to evaluate the benefits of allowing multiple delegations, we propose a probabilistic model for delegation behavior — inspired by the well-known preferential attachment model [BA99] — in which we add agents successively. With a certain probability \(d\), a new agent delegates; otherwise, they vote themselves. If the agent delegates, they choose \(k\) many delegation options among the previously inserted agents. A third parameter \(\gamma\) controls the bias of this selection towards agents who already receive many delegations. Assuming \(\gamma = 0\), i.e., that the choice of delegates is unbiased, we prove that allowing two choices per delegator \((k = 2)\) asymptotically leads to dramatically lower maximum weight than classical liquid democracy \((k = 1)\). In the latter case, with high probability, the maximum weight is at least \(\Omega(t^\beta)\) for some \(\beta > 0\), whereas the maximum weight in the former case is only \(O(\log \log t)\) with high probability, where \(t\) denotes simultaneously the time step of the process and the number of agents. Our analysis draws on a phenomenon called the power of choice that can be observed in many different load balancing models. In fact, even a greedy mechanism that, as agents arrive, myopically selects the delegation option whose transitive delegate has the...
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least weight so far exhibits this asymptotic behavior, which upper-bounds the maximum weight for optimal resolution.

In Section 6.4, we complement our theoretical findings with empirical results. Our simulations demonstrate that our approach continues to outperform classical preferential attachment for higher values of $\gamma$. We also show that the most substantial improvements come from increasing $k$ from one to two, i.e., that increasing $k$ even further only slightly reduces the maximum weight. We continue to see these improvements in terms of maximum weight even if just some fraction of delegators give two options while the others specify a single delegate. Finally, we compare the optimal maximum weight with the maximum weight produced by the approximation algorithm and greedy heuristics.

6.1.2 Related Work

Kling et al. [KKH+15] conduct an empirical investigation of the existence and influence of super-voters. The analysis is based on daily data dumps, from 2010 until 2013, of the German Pirate Party installation of LiquidFeedback. As noted above, Kling et al. find that super-voters exist, and have considerable power. The results do suggest that super-voters behave responsibly, as they “do not fully act on their power to change the outcome of votes, and they vote in favour of proposals with the majority of voters in many cases.” Of course, this does not contradict the idea that a balanced distribution of power would be desirable.

In recent years, there has been an increasing number of theoretical analyses of liquid democracy. In the field of political theory, Blum and Zuber [BZ16] give a normative justification of liquid democracy. They consider two accounts of democracy, which differ in the stated goal of a democratic system. In the epistemic framework, the success of a democratic system should lead to good decisions with respect to some objective notion of quality, whereas, in the egalitarian framework, a democratic system should allow each individual to impose their particular interests to the same degree. Blum and Zuber conclude that liquid democracy improves upon purely representative democracy with respect to both metrics. They see unequal voting weights as problematic and suggest public deliberation before a vote to attenuate this problem.

In the spirit of the egalitarian framework, Green-Armytage [Gre15] justifies liquid democracy in a spatial model of political preferences similar to facility placement. When an agent has incomplete information about a topic, transitive delegations can help to express the agent’s preferences more accurately by harnessing the expertise of like-minded, more qualified agents.

While delegations to more qualified agents can lead to better decisions in certain situations, Kahng et al. [KMP18] show that such delegations do not always improve upon the baseline of direct democracy. They assume an epistemic model, where a single binary issue has one “correct” and one “incorrect” outcome. Voters are modeled as biased coins that each choose the correct outcome with an individually assigned probability, or competence level. Agents can either vote themselves or delegate to one of their neighbors in a social network. Assuming that agents only delegate to more qualified agents, Kahng et al. show that no local delegation policy (in which an agent’s delegate is selected based on the
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agent's competence level and that of their neighbors) universally increases the probability of making the right decision. In a very similar model, Caragiannis and Micha [CM19] point out further situations in which local delegation mechanisms fail to promote the socially preferable choice. In contrast to these papers, our work fits better into the egalitarian approach. Furthermore, it is completely independent of the (strong) assumptions underlying the aforementioned results. In particular, our approach is agnostic to the final outcome of the voting process, does not assume access to competence information that would be inaccessible in practice, and is compatible with any number of alternatives and choice of voting rule used to aggregate votes. In other words, the goal is not to use liquid democracy to promote a particular outcome, but rather to adapt the process of liquid democracy so that more voices will be heard.

In this chapter, we consider a single delegation network. Other works allow agents to specify different delegations for multiple interconnected issues, where the binary preferences and outcomes are restricted to satisfy a propositional formula [CG17] or to correspond to binary comparisons in a ranking [BT18]. Both papers propose ways of reconciling contradictory choices made by different delegates.

We also highlight related work that considers models of network formation and influence attenuation in the context of liquid democracy.Bloembergen et al. [BGL19] introduce a game-theoretic model of delegation in order to study rational delegation behavior in liquid-democracy networks. In their model, delegation networks might be formed by a best-response dynamic or as Nash equilibria of a delegation game. Escoffier et al. [EGP19] study a similar delegation game with different incentives.

Boldi et al. [BBCV11] study a variant of liquid democracy in which a voter’s weight decreases by a discount factor every time their vote is transitively delegated, penalizing long delegation chains. They argue that this variant is more appropriate in online communities, where trust relationships are typically less deep than in the real world. While not intended as such, this variant of liquid democracy can also reduce the weight of super-voters, at least of those who receive most of their delegations indirectly. However, such a variant violates the principle of “one person, one vote” and incentivizes delegation outside of the system [BKNS14]. By contrast, our approach reduces the weight of super-voters while preserving each voter’s individual influence.

6.2 Algorithmic Model and Results

Let us consider a delegative voting process where agents may specify multiple potential delegations. This gives rise to a directed graph, whose nodes represent agents and whose edges represent potential delegations. In the following, we will conflate nodes and the agents they represent. A distinguished subset of nodes corresponds to agents who have voted directly, the voters. Since voters forfeit the right to delegate, the voters are a subset of the sinks of the graph. We call all non-voter agents delegators.

Each agent has an inherent voting weight of 1. When the delegations will have been resolved, the weight of every agent will be the sum of weights of their delegators.

delegators plus their inherent weight. We aim to choose a delegation for every delegator in such a way that the maximum weight of any voter is minimized.

This task closely mirrors the problem of congestion minimization for confluent flow (with infinite edge capacity): There, a flow network is also a finite directed graph with a distinguished set of graph sinks, the flow sinks. Every node has a non-negative demand. If we assume unit demand, this demand is 1 for every node. Since the flow is confluent, for every non-sink node, the algorithm must pick exactly one outgoing edge, along which the flow is sent. Then, the congestion at a node $n$ is the sum of congestions at all nodes who direct their flow to $n$ plus the demand of $n$. The goal in congestion minimization is to minimize the maximum congestion at any flow sink.

In spite of the similarity between confluent flow and resolving potential delegations, the two problems differ when a node has no path to a voter / flow sink. In confluent flow, the result would simply be that no flow exists. In our setting however, this situation can hardly be avoided. If, for example, several friends assign all of their potential delegations to each other, and if all of them rely on the others to vote, their weight cannot be delegated to any voter. Our mechanism cannot simply report failure as soon as a small group of voters behaves in an unexpected way. Thus, it must be allowed to leave these votes unused. At the same time, of course, our algorithm should not exploit this power to decrease the maximum weight, but must primarily maximize the number of utilized votes. We formalize these issues in the following section.

### 6.2.1 Problem Statement

All graphs $G = (N, E)$ mentioned in this section will be finite and directed. Furthermore, they will be equipped with a set $V$ of distinguished sinks in the graph. For the sake of brevity, these assumptions will be implicit in the notion “graph $G$ with $V$”.

Some of these graphs represent situations in which all delegations have already been resolved and in which each vote reaches a voter: We call a graph $(N, E)$ with $V$ a delegation graph if it is acyclic, its sinks are exactly the set $V$, and every other vertex has outdegree one. In such a graph, define the weight $w(n)$ of a node $n \in N$ as

$$w(n) := 1 + \sum_{(m,n) \in E} w(m).$$

This is well-defined because $E$ is a well-founded relation on $N$.

Resolving the delegations of a graph $G$ with $V$ can now be described as the MinMaxWeight problem: Among all delegation subgraphs $(N', E')$ of $G$ with voting vertices $V$ of maximum $|N'|$, find one that minimizes the maximum weight of the voting vertices.

### 6.2.2 Connections to Confluent Flow

We recall definitions from the flow literature as used by Chen et al. \cite{CKL+07}. We slightly simplify the exposition by assuming unit demand at every node.

Given a graph \( (N, E) \) with \( V \), a flow is a function \( f : E \rightarrow \mathbb{R}_{\geq 0} \). For any node \( n \), set \( \text{in}(n) := \sum_{(m,n) \in E} f(m,n) \) and \( \text{out}(n) := \sum_{(n,m) \in E} f(n,m) \). At every node \( n \in N \setminus V \), a flow must satisfy flow conservation:

\[
\text{out}(n) = 1 + \text{in}(n).
\]

Note that all nodes in \( V \) are sinks in the graph, and thus have no outflow. The congestion at any node \( n \) is defined as \( 1 + \text{in}(n) \). A flow is confluent if every node has at most one outgoing edge with positive flow. We define MinMaxCongestion as the problem of finding a confluent flow on a given graph such that the maximum congestion is minimized.

To relate the two presented problems, we need to refer to the parts of a graph \( (N, E) \) with \( V \) from which \( V \) is reachable: The active nodes \( \text{active}_V(N, E) \) are all \( n \in N \) such that there exists a path from \( n \) to a sink \( v \in V \) using edges in \( E \). The active subgraph is the restriction of \( (N, E) \) to \( \text{active}_V(N, E) \). In particular, \( V \) is part of this subgraph.

**Lemma 6.1** Let \( G = (N, E) \) with \( V \) be a graph. Its delegation subgraphs \( (N', E') \) that maximize \( |N'| \) are exactly the delegation subgraphs with \( N' = \text{active}_V(N, E) \). At least one such subgraph exists.

**Proof.** First, we show that all nodes of a delegation subgraph are active. Indeed, consider any node \( n_1 \) in the subgraph. By following outgoing edges, we obtain a sequence of nodes \( n_1 n_2 \ldots \) such that \( n_i \) delegates to \( n_{i+1} \). Since the graph is finite and acyclic, this sequence must end with a vertex \( n_j \) without outgoing edges. This must be a voter; thus, \( n_1 \) is active.

Furthermore, there exists a delegation subgraph of \( (N, E) \) with nodes exactly \( \text{active}_V(N, E) \). Indeed, the shortest-paths-to-set-V forest (with edges pointed in the direction of the paths) on the active subgraph is a delegation graph.

By the first argument, all delegation subgraphs must be subgraphs of the active subgraph. By the second argument, to have the maximum number of nodes, they must include all nodes of this subgraph.

**Lemma 6.2** Let \( (N, E) \) with \( V \) be a graph and let \( f : E \rightarrow \mathbb{R}_{\geq 0} \) be a confluent flow (for unit demand). By eliminating all zero-flow edges from the graph, we obtain a delegation graph.

**Proof.** We first claim that the resulting graph is acyclic. Indeed, for the sake of contradiction, suppose that there is a cycle including some node \( n \). Consider the flow out of \( n \), through the cycle and back into \( n \). Since the flow is confluent, and thus the flow cannot split up, the demand can only increase from one node to the next. As a result, \( \text{in}(n) \geq \text{out}(n) \). However, by flow conservation and unit demand, \( \text{out}(n) = \text{in}(n) + 1 \), which contradicts the previous statement.

Furthermore, the sinks of the graph are exactly \( V \): By assumption, the nodes of \( V \) are sinks in the original graph, and thus in the resulting graph. For any other
node, flow conservation dictates that its outflow be at least its demand 1, thus every other node must have outgoing edges.

Finally, every node not in \( V \) must have outdegree 1. As detailed above, the outdegree must be at least 1. Because the flow was confluent, the outdegree cannot be greater.

As a result of these three properties, we have a delegation graph.

**Lemma 6.3** Let \((N, E)\) with \( V \) be a graph in which all vertices are active, and let \((N, E')\) be a delegation subgraph. Let \( f: E \to \mathbb{R}_{\geq 0} \) be defined such that, for every node \( n \in N \setminus V \) with (unique) outgoing edge \( e \in E' \), \( f(e) := w(n) \). On all other edges \( e \in E \setminus E' \), set \( f(e) := 0 \). Then, \( f \) is a confluent flow.

**Proof.** For every non-sink, flow conservation holds by the definition of weight and flow. By construction, the flow must be confluent.

### 6.2.3 Algorithms

The observations made above allow us to apply algorithms — even approximation algorithms — for \textsc{MinMaxCongestion} to our \textsc{MinMaxWeight} problem; that is, we can reduce the latter problem to the former.

**Theorem 6.4** Let \( \mathcal{A} \) be an algorithm for \textsc{MinMaxCongestion} with approximation ratio \( c \geq 1 \). Let \( \mathcal{A}' \) be an algorithm that, given \((N, E)\) with \( V \), runs \( \mathcal{A} \) on the active subgraph, and translates the result into a delegation subgraph by eliminating all zero-flow edges. Then \( \mathcal{A}' \) is a \( c \)-approximation algorithm for \textsc{MinMaxWeight}.

**Proof.** By **Lemma 6.1**, removing inactive parts of the graph does not change the solutions to \textsc{MinMaxWeight}, so we can assume without loss of generality that all vertices in the given graph are active.

Suppose that the optimal solution for \textsc{MinMaxCongestion} on the given instance has maximum congestion \( \alpha \). By **Lemma 6.2**, it can be translated into a solution for \textsc{MinMaxWeight} with maximum weight \( \alpha \). By **Lemma 6.3**, the latter instance has no solution with maximum weight less than \( \alpha \), otherwise it could be used to construct a confluent flow with the same maximum congestion. It follows that the optimal solution to the given \textsc{MinMaxWeight} instance has maximum weight \( \alpha \).

Now, \( \mathcal{A} \) returns a confluent flow with maximum congestion at most \( c \cdot \alpha \). Using **Lemma 6.2**, \( \mathcal{A}' \) constructs a solution to \textsc{MinMaxWeight} with maximum weight at most \( c \cdot \alpha \). Therefore, \( \mathcal{A}' \) is a \( c \)-approximation algorithm.

Note that **Theorem 6.4** works for \( c = 1 \), i.e., even for exact algorithms. Therefore, it is possible to solve \textsc{MinMaxWeight} by adapting any exact algorithm for \textsc{MinMaxFlow}. In particular, congestion minimization for confluent flow can be expressed as a mixed integer linear program (MILP).
To stress the connection to MinMaxWeight, denote the congestion at a voter $i$ by $w(i)$. For each potential delegation $(u, v)$, $f(u, v)$ gives the amount of flow between $u$ and $v$. This flow must be nonnegative (6.2) and satisfy flow conservation (6.3). Congestion is defined in Equation (6.4). To minimize maximum congestion, we introduce a variable $z$ that is higher than the congestion of any voter (6.5), and minimize $z$ (6.1).

So far, we have described a Linear Program for optimizing splittable flow. To restrict the solutions to confluent flow, we must enforce an ‘all-or-nothing’ constraint on outflow from any node, i.e. at most one outgoing edge per node can have positive flow. We express this using a convex-hull reformulation. We introduce a binary variable $x_{u,v}$ for each edge Equation (6.6), and set the sum of binary variables for all outgoing edges of a node to 1 (6.7). If $M$ is a constant larger than the maximum possible flow, we can then bound $f(u, v) \leq M x_{u,v}$ (6.8) to have at most one positive outflow per node.

The final MILP is thus

$$\begin{align*}
\text{minimize} & \quad z \\
\text{subject to} & \quad f(m, n) \geq 0 \quad \forall (m, n) \in E, \quad (6.2) \\
& \quad \sum_{(n,m)\in E} f(n, m) = 1 + \sum_{(m,n)\in E} f(m, n) \quad \forall n \in N \setminus V, \quad (6.3) \\
& \quad w(v) = 1 + \sum_{(n,v)\in E} f(n, v) \quad \forall v \in V, \quad (6.4) \\
& \quad z \geq w(v) \quad \forall v \in V, \quad (6.5) \\
& \quad x_{n,m} \in \{0,1\} \quad \forall v \in V, \quad (6.6) \\
& \quad \sum_{(n,m)\in E} x_{n,m} = 1 \quad \forall n \in N \setminus V, \quad (6.7) \\
& \quad f(m, n) \leq M \cdot x_{m,n} \quad \forall (m, n) \in E. \quad (6.8)
\end{align*}$$

Since the foregoing algorithm is based on solving an NP-hard problem, it might be too inefficient for typical use cases of liquid democracy with many participating agents. Fortunately, it might be acceptable to settle for a slightly non-optimal maximum weight if this decreases computational cost. To our knowledge, the best polynomial approximation algorithm for MinMaxCongestion is due to Chen et al. [CKL+07] and achieves an approximation ratio of $1 + \ln |V|$. Their algorithm starts by computing the optimal solution to the splittable-flow version of the problem, by solving a linear program. The heart of their algorithm is a non-trivial, deterministic rounding mechanism. This scheme drastically outperforms the natural, randomized rounding scheme, which leads to an approximation ratio of $\Omega(|N|^{1/4})$ with arbitrarily high probability [CRS06].

6.2.4 Hardness of Approximation

In this section, we demonstrate the NP-hardness of approximating the MinMaxWeight problem to within a factor of $\frac{1}{2} \log_2 |V|$. On the one hand, this justifies the absence of an exact polynomial-time algorithm. On the other hand,
this shows that the approximation algorithm is optimal up to a multiplicative constant.

**Theorem 6.5** It is NP-hard to approximate the MinMaxWeight problem to a factor of $\frac{1}{2} \log_2 |V|$, even when each node has outdegree at most 2.

Not surprisingly, we derive hardness via a reduction from MinMaxCongestion, i.e., a reduction in the opposite direction from the one given in Theorem 6.4. As shown by Chen et al. [CKL+07], approximating MinMaxCongestion to within a factor of $\frac{1}{2} \log_2 |V|$ is NP-hard. However, in our case, nodes have unit demands. Moreover, we are specifically interested in the case where each node has outdegree at most 2, as in practice we expect outdegrees to be very small, and this case plays a special role in Section 6.3.

We begin with a lemma that slightly strengthens a hardness result by Fortune et al. [FHW80]:

**Lemma 6.6** Let $G$ be a directed graph in which all vertices have an outdegree of at most 2. Given vertices $s_1, s_2, t_1, t_2$, it is NP-hard to decide whether there exist vertex-disjoint paths from $s_1$ to $t_1$ and from $s_2$ to $t_2$.

**Proof.** Without the restriction on the outdegree, the problem is NP-hard [FHW80]. We reduce the general case to our special case.

Let $G'$ be an arbitrary directed graph; let $s'_1, s'_2, t'_1, t'_2$ be distinguished vertices. To restrict the outdegree, replace each node $n$ with outdegree $d$ by a binary arborescence (directed binary tree with edges facing away from the root) with $d$ sinks. All incoming edges into $n$ are redirected towards the root of the arborescence; outgoing edges from $n$ instead start from the different leaves of the arborescence. Call the new graph $G$, and let $s_1, s_2, t_1, t_2$ refer to the roots of the arborescences replacing $s'_1, s'_2, t'_1, t'_2$, respectively.

Clearly, our modifications to $G'$ can be carried out in polynomial time. It remains to show that there are vertex-disjoint paths from $s_1$ to $t_1$ and from $s_2$ to $t_2$ in $G$ iff there are vertex-disjoint paths from $s'_1$ to $t'_1$ and from $s'_2$ to $t'_2$ in $G'$.

If there are disjoint paths in $G'$, we can translate these paths into $G$ by visiting the arborescences corresponding to the nodes on the original path one after another. Since both paths visit disjoint arborescences, the new paths must be disjoint.

Suppose now that there are disjoint paths in $G$. Translate the paths into $G'$ by visiting the nodes corresponding to the sequence of visited arborescences. Since each arborescence can only be entered via its root, disjointness of the paths in $G$ implies disjointness of the translated paths in $G'$.

Now, we can strengthen the hardness of approximation for MinMaxCongestion by Chen et al. [CKL+07]. We believe the lemma is of independent interest, as it shows a surprising separation between the case of outdegree 1 (where the problem is moot) and outdegree 2, and that the asymptotically optimal approximation ratio is independent of degree. But it also allows us to prove Theorem 6.5 almost directly.

---


Lemma 6.7 It is NP-hard to approximate the MinMaxCongestion problem to a factor of \( \frac{1}{2} \log_2 k \), where \( k \) is the number of sinks, even when each node has unit demand and outdegree at most 2.

Proof of Lemma 6.7. We adapt the proof of Theorem 1 of Chen et al. [CKL+07].

Let \( G = (V, E), s_1, s_2, t_1, t_2 \) be given as in Lemma 6.6. Without loss of generality, \( G \) only contains nodes from which \( t_1 \) or \( t_2 \) is reachable, \( t_1 \) and \( t_2 \) are sinks and all four vertices are distinct. Let \( \ell = \lceil \log_2 |V| \rceil \) and \( k = 2^\ell \). Build the same auxiliary network as that built by Chen et al. [CKL+07], which consists of a binary arborescence whose \( k-1 \) nodes are copies of \( G \). The construction is illustrated in Figure 6.1. For more details, refer to their paper.

For ease of exposition, we describe our reduction as returning a flow network with polynomially-bounded positive integer demands. Implicitly, the described network is subsequently translated into one with unary demand; to express a demand of \( d \) at a node \( n \) in our unit-demand setting, add \( d-1 \) fresh nodes with a single outgoing edge to \( n \).

Denote the number of nodes in the network by \( \phi := (k-1) \cdot |V| + k \), and set \( \Phi := \ell \cdot \phi + 1 \). In the proof by Chen et al. [CKL+07], every copy of \( s_2 \) and \( t_2 \) has demand 1, the copy of \( s_1 \) at the root has demand 2, and all other nodes have demand 0. Instead, we give these nodes demands of \( \Phi \), \( 2\Phi \) and 1, respectively. Note that the size of the generated network is polynomial in the size of \( G \) and that the outdegree of each node is at most 2. From every node, one of the sinks \( S \) displayed as rectangles in Figure 6.1 is reachable. Since the minimum-distance-to-\( S \) spanning forest describes a flow, a flow in the network exists.

Suppose that \( G \) contains vertex-disjoint paths \( P_1 \) from \( s_1 \) to \( t_1 \) and \( P_2 \) from \( s_2 \) to \( t_2 \). In each copy of \( G \) in the network, route the flow along these paths. We can complete the confluent flow inside of this copy in such a way that the demand of every node is routed to \( t_1 \) or \( t_2 \): By assumption, each of the nodes can reach one of these two path endpoints. Iterate over all nodes in order of ascending distance to the closest endpoint and make sure that their flow is routed to an endpoint. For the endpoints themselves, there is nothing to do. For positive distance, a node might be part of a path and thus already connected to an endpoint. Else, look at
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its successor in a shortest path to an endpoint. By the induction hypothesis, all flow from this successor is routed to an endpoint, so route the node’s flow to this successor. If we also use the edges between copies of \( G \) and between the copies and the sinks, we obtain a confluent flow. Each sink except for the rightmost one can only collect the demand of two nodes with demand \( \Phi \) plus a number of nodes with demand 1. The rightmost sink collects the demand from the single node with demand \( 2\Phi \) plus some unitary demands. Thus, the congestion of the system can be at most \( 2\Phi + \phi \).

Now, consider the case in which \( G \) does not have such vertex-disjoint paths. In every confluent flow and in every copy, there are three options:

- the flow from \( s_1 \) flows to \( t_2 \) and the flow from \( s_2 \) flows to \( t_1 \),
- the flow from \( s_1 \) and \( s_2 \) flows to \( t_1 \), or
- the flow from \( s_1 \) and \( s_2 \) flows to \( t_2 \).

In each case, the flow coming in through \( s_1 \) is joined by additional demand of at least \( \Phi \). Consider the path from the copy of \( s_1 \) at the root to a sink. By a simple inductive argument, the congestion at the endpoint of the \( i \)th copy of \( G \) on this path is at least \( (i + 1) \cdot \Phi \). Thus, the total congestion at the sink must be at least \( (\ell + 1) \cdot \Phi \). The lemma now follows from the fact that

\[
\frac{\log \frac{k}{2}}{2} (2\Phi + \phi) = \frac{\ell}{2} (2\Phi + \phi) < (\ell + 1) \cdot \Phi. \tag*{\square}
\]

Proof of Theorem 6.5. We reduce (gap) MinMaxCongestion with unit demand and outdegree at most 2 to (gap) MinMaxWeight with outdegree at most 2. First, we claim that if there are inactive nodes, there is no confluent flow. Indeed, let \( n_1 \) be an inactive node. For the sake of contradiction, suppose that there exists a flow \( f \). Follow the positive flow to obtain a sequence \( n_1 n_2 \ldots \). By definition, none of the nodes reachable from \( n_1 \) can be a voter. Since, by flow conservation and unit demand, each node must delegate, the sequence must be infinite. As detailed in the proof of Lemma 6.2, a confluent flow with unit demand cannot contain cycles. Thus, the sequence contains infinitely many different nodes, which contradicts the finiteness of \( G \).

Therefore, we can assume without loss of generality that in the given instance of MinMaxCongestion, all nodes are active (as the problem is still NP-hard). The reduction creates an instance of MinMaxWeight that has the same graph as the given instance of MinMaxCongestion. Using an argument analogous to the proof of Theorem 6.4 (reversing the roles of Lemma 6.2 and Lemma 6.3 in its proof), we see that this is a strict approximation-preserving reduction. \( \square \)

6.3 Probabilistic Model and Results

Our generalization of liquid democracy to multiple potential delegations aims to decrease the concentration of weight. Accordingly, the success of our approach should be measured by its effect on the maximum weight in real elections. Since, at this time, we do not know of any available datasets,\(^3\) we instead propose a probabilistic model for delegation behavior, which can serve as a credible proxy.

---

\(^3\): There is one relevant dataset that we know of, which was analyzed by Kling et al. \[KKH+15\]. However, due to stringent privacy constraints, the data privacy officer of the German Pirate Party was unable to share this dataset with us.
Our model builds on the well-known preferential attachment model, which generates graphs possessing typical properties of social networks.

The evaluation of our approach will be twofold: In Sections 6.3.2 and 6.3.3, for a certain choice of parameters in our model, we establish a striking separation between traditional liquid democracy and our system. In the former case, the maximum weight at time $t$ is $\Omega(t^\beta)$ for a constant $\beta$ with high probability, whereas in the latter case, it is in $O(\log \log t)$ with high probability, even if each delegator only suggests two options. For other parameter settings, we empirically corroborate the benefits of our approach in Section 6.4.

### 6.3.1 The Preferential Delegation Model

Many real-world social networks have degree distributions that follow a power law \cite{KNT10,New01}. Additionally, in their empirical study, Kling et al. \cite{KKH+15} observed that the weight of voters in the German Pirate Party was “power law-like” and that the graph had a very unequal indegree distribution. In order to meld the previous two observations in our liquid democracy delegation graphs, we adapt a standard preferential attachment model \cite{BA99} for this specific setting. At a high level, our preferential delegation model is characterized by three parameters: $0 < d < 1$, the probability of delegation; $k \geq 1$, the number of delegation options from each delegator; and $\gamma \geq 0$, an exponent that governs the probability of delegating to nodes based on current weight.

At time $t = 1$, we have a single node representing a single voter. In each subsequent time step, we add a node for agent $i$ and flip a biased coin to determine the agent’s delegation behavior. With probability $d$, they delegate to other agents. Else, they vote independently. If $i$ does not delegate, their node has no outgoing edges. Otherwise, add edges to $k$ many independently selected, previously inserted nodes, where the probability of choosing node $j$ is proportional to $(\text{indegree}(j) + 1)^\gamma$. Note that this model might generate multiple edges between the same pair of nodes, and that all sinks are voters. Figure 6.2 shows example graphs for different settings of $\gamma$.

In the case of $\gamma = 0$, which we term uniform delegation, a delegator is equally likely to attach to any previously inserted node. Already in this case, a “rich-get-richer” phenomenon can be observed, i.e., voters at the end of large networks of potential delegations will likely see their network grow even more. Indeed, a larger network of delegations is more likely to attract new delegators. In traditional liquid democracy, where $k = 1$ and all potential delegations will be realized, this explains the emergence of super-voters with excessive weight observed by Kling et al. \cite{KKH+15}. We aim to show that for $k \geq 2$, the resolution of potential delegations can strongly outweigh these effects. In this, we profit from an effect known as the “power of two choices” in load balancing described by Azar et al. \cite{ABKU94}.

For $\gamma > 0$, the “rich-get-richer” phenomenon additionally appears at the degrees of nodes. Since the number of received potential delegations is a proxy for an agent’s competence and visibility, new agents are more likely to attach to agents with high indegree. In total, this is likely to further strengthen the inherent inequality between voters. For increasing $\gamma$, the graph becomes increasingly flat,

---

\cite{KNT10} Kumar et al. (2010): Structure and Evolution of Online Social Networks.
\cite{New01} Newman (2001): Clustering and Preferential Attachment in Growing Networks.
\cite{BA99} Barabási and Albert (1999): Emergence of Scaling in Random Networks.

---

\[\text{Figure 6.2:} \text{Example graphs generated by the preferential delegation model for } k = 2 \text{ and } d = 0.5.\]
as a few super-voters receive nearly all delegations. This matches observations from the LiquidFeedback dataset [KKH+15] that "the delegation network is slowly becoming less like a friendship network, and more like a bipartite networks of super-voters connected to normal voters." The special case of $\gamma = 1$ corresponds to preferential attachment as described by Barabási and Albert [BA99].

The most significant difference we expect to see between graphs generated by the preferential delegation model and real delegation graphs is the assumption that agents always delegate to more senior agents. In particular, this causes generated graphs to be acyclic, which need not be the case in practice. It does seem plausible that the majority of delegations goes to agents with more experience on the platform. Even if this assumption should not hold, there is a second interpretation of our process if we assume — as do Kahng et al. [KMP18] — that agents can be ranked by competence and only delegate to more competent agents. Then, we can think of the agents as being inserted in decreasing order of competence. When a delegator chooses more competent agents to delegate to, the delegator's choice would still be biased towards agents with high indegree, which is a proxy for popularity.

It may be useful to note that the MinMaxWeight approach based on confluent flow does not require the underlying delegation graph to be acyclic, as the objective tries to minimize the maximum weight of any voter over all possible delegation choices that maximize the total number of utilized votes. In this sense, unavoidable cycles result in lost voting power.

In our theoretical results, we focus on the cases of $k = 1$ and $k = 2$, and assume $\gamma = 0$ to make the analysis tractable. The parameter $d$ can be chosen freely between 0 and 1. Note that our upper bound for $k = 2$ directly translates into an upper bound for larger $k$, since the resolution mechanism always has the option of ignoring all outgoing edges except for the first two. Therefore, to understand the effect of multiple delegation options, we can restrict our attention to $k = 2$. This crucially relies on $\gamma = 0$, where potential delegations do not influence the probabilities of choosing future potential delegations. Based on related results by Malyshkin and Paquette [MP15], it seems unlikely that increasing $k$ beyond 2 will reduce the maximum weight by more than a constant factor.

### 6.3.2 Lower Bounds for Single Delegation ($k = 1$, $\gamma = 0$)

As mentioned above, we first assume uniform delegation and a single delegation option per delegator, and derive a lower bound on the maximum weight. To state our results rigorously, we say that a sequence $(\mathcal{E}_m)_{m}$ of events happens with high probability if $\mathbb{P}[\mathcal{E}_m] \to 1$ for $m \to \infty$. Since the parameter going to infinity is clear from the context, we omit it.

**Theorem 6.8** In the preferential delegation model with $k = 1$, $\gamma = 0$, and $d \in (0, 1)$, with high probability, the maximum weight of any voter at time $t$ is in $\Omega(t^\beta)$, where $\beta > 0$ is a constant that depends only on $d$.

**Proof.** It suffices to show that, with high probability, there exists a voter at every time $t$ whose weight is bounded from below by a function in $\Omega(t^\beta)$. 


6 Avoiding the Concentration of Power in Liquid Democracy

For ease of exposition, we pretend that \( i_{\text{max}} := \log_{\frac{t}{\ln t}} \) is an integer.\(^4\) We divide the \( t \) agents into \( i_{\text{max}} + 1 \) blocks \( B_0, \ldots, B_{i_{\text{max}}} \). The first block \( B_0 \) contains agents 1 to \( \tau := \ln t \), and every subsequent block \( B_i \) contains agents \((\tau 2^{i-1}, \tau 2^i]\).

We keep track of the total weight \( S_i \) of all voters in \( B_0 \) after the entirety of block \( B_i \) has been added. Furthermore, we define an event \( X_i \) saying that a high enough number of agents in block \( B_i \) transitively delegate into \( B_0 \). If all \( X_i \) hold, \( S_{i_{\text{max}}} \) scales like a power function. Then, we show that, as \( t \) increases, the probability of any \( X_i \) failing goes to zero. Thus, our bound on \( S_{i_{\text{max}}} \) holds with high probability.

The total weight of \( B_0 \) and the weight of the maximum-weight voter in \( B_0 \) can differ by at most a factor of \( \tau \), which is logarithmic in \( t \). Thus, with high probability, there is a voter in \( B_0 \) whose weight is a power function.

In more detail, let \( \varepsilon := \frac{1}{2} \) and let \( d' := (1 - \varepsilon)d = \frac{d}{2} \). For each \( i \geq 0 \), let \( Y_i \) denote the number of votes from block \( i \) transitively going into \( B_0 \). Clearly, \( S_i = \sum_{j=0}^i Y_i \).

For \( i > 0 \), let \( X_i \) denote the event that \( Y_i > d' \left( \frac{1 + d'}{2} \right)^{i-1} \).

Bounding the Expectation of \( Y_i \) We first prove by induction on \( i \) that, if \( X_1 \) through \( X_i \) hold, then

\[
S_i \geq \tau \left( 1 + \frac{d'}{2} \right)^{i-1}. \tag{6.9}
\]

For \( i = 0 \), \( S_0 = \tau \) and the claim holds. For \( i > 0 \), by the induction hypothesis, \( S_{i-1} \geq \tau \left( 1 + \frac{d'}{2} \right)^{i-1} \). By the assumption \( X_i \),

\[
Y_i > d' \left( 1 + \frac{d'}{2} \right)^{i-1}.
\]

Thus,

\[
S_i = S_{i-1} + Y_i \geq \tau \left( 1 + \frac{d'}{2} \right)^{i-1} + d' \tau \left( 1 + \frac{d'}{2} \right)^{i-1} = \tau \left( 1 + \frac{d'}{2} \right)^{i-1}.
\]

This concludes the induction and establishes Equation (6.9).

Now, for any agent \( j \) in \( B_i \), the probability of transitively delegating into \( B_0 \) is

\[
d \frac{\sum_{v \in \mathcal{V} \cap B_0} w_{j-1}(v)}{j-1} \geq d \frac{S_{i-1}}{\tau 2^i}.
\]

Conditioned on \( X_1, \ldots, X_{i-1} \), we can thus lower-bound \( Y_i \) by a binomial variable.
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\[ \text{Bin} \left( \tau 2^{i-1}, d \frac{S_{i-1}}{\tau 2^i} \right) \] to obtain

\[ \mathbb{E}[Y_i | X_1, \ldots, X_{i-1}] \geq \tau 2^{i-1} d \frac{S_{i-1}}{\tau 2^i} = d \frac{S_{i-1}}{2} \geq d \frac{(1 + d')^{i-1}}{2}. \]

Denoting the right hand side by

\[ \mu := d \frac{(1 + d')^{i-1}}{2}, \]

note that \( X_i \) holds if \( Y_i > (1 - \epsilon) \mu \).

**Failure Probability Goes to 0** Now, we must show that, with high probability, all \( X_i \) hold. By underapproximating the probability of delegation by a binomial random variable as before and by using a Chernoff bound, we have for all \( i > 0 \)

\[ \mathbb{P}[X_i | X_1, \ldots, X_{i-1}] \geq \mathbb{P}\left[ \text{Bin} \left( \tau 2^{i-1}, d \frac{(1 + d'/2)^{i-1}}{2^i} \right) > (1 - \epsilon) \mu \right] \geq 1 - e^{-\frac{\epsilon^2 \mu}{2}}. \]

By the union bound,

\[ \mathbb{P}[\exists i, 1 \leq i \leq i_{\text{max}} \text{ such that } X_i \text{ fails}] \leq \sum_{i=1}^{i_{\text{max}}} e^{-\frac{\epsilon^2 d (1 + d' \tau)^{i-1}}{4}}. \]

We wish to show that the right hand side goes to 0 as \( t \) increases. We have

\[ \sum_{i=1}^{i_{\text{max}}} e^{-\frac{\epsilon^2 d (1 + d' \tau)^{i-1}}{4}} \leq i_{\text{max}} e^{-\frac{\epsilon^2 d}{4}} \quad \text{(by monotonicity)} \]

\[ = \left( \log_2 \frac{t}{\ln t} \right) \left( \frac{\epsilon^2 d}{4} \right), \quad \text{(by definitions of } i_{\text{max}}, \tau) \]

which indeed approaches 0 as \( t \) increases.

**Bounding the Maximum Weight** Note that the weight of \( B_0 \) at time \( t \) is exactly \( S_{i_{\text{max}}} \). Set \( x := 1 + d'/2 > 1 \), which is a constant. With high probability, by Equation (6.9),

\[ \frac{S_{i_{\text{max}}}}{\tau} \geq \left( 1 + \frac{d'}{2} \right)^{i_{\text{max}}} = x \log_2 \frac{1}{\ln t} = \left( \frac{t}{\ln t} \right) \log_2 x. \]

Since \( x > 1, \log_2 x > 0 \). For any \( 0 < \beta < \log_2 x \), \( \frac{S_{i_{\text{max}}}}{\tau} \in \Omega(t^\beta) \) with high probability. Since \( B_0 \) has weight \( S_{i_{\text{max}}} \) and contains at most \( \tau \) voters, with high probability there is some voter in \( B_0 \) with that much weight.

Before proceeding to the upper bound and showing the separation, we would like to point out that — with a minor change to our model — these lower bounds also hold for \( \gamma = 1 \). Consider a model in which the probability of attaching to a delegator \( n \) remains proportional to \((1 + \text{indegree}(n))^{\gamma'}\), but the probability...
for voters \( n \) is now proportional to \((2 + \text{indegree}(n))^\gamma\). If we represent voters with a self-loop edge, both terms just equal \(\text{degree}(n)^\gamma\), which arguably makes this implementation of preferential attachment cleaner to analyze (e.g., [BR04]). Thus, we can interpret preferential attachment for \(\gamma = 1\) as uniformly picking an edge and then flipping a fair coin to decide whether to attach the new node to the edge's start or endpoint. Since every node has exactly one outgoing edge, this is equivalent to uniformly choosing a node and then, with probability \(\frac{1}{2}\), instead picking its successor. This has the same effect on the distribution of weights as just uniformly choosing a node in uniform delegation, so Theorem 6.8 also holds for \(\gamma = 1\) in our modified setting. Real-world delegation networks, which we suspect to resemble the case of \(\gamma = 1\), should therefore exhibit similar behavior.

### 6.3.3 Upper Bound for Double Delegation \((k = 2, \gamma = 0)\)

Analyzing cases with \(k > 1\) is considerably more challenging. One obstacle is that we do not expect to be able to incorporate optimal resolution of potential delegations into our analysis, because the computational problem is hard even when \(k = 2\) (see Theorem 6.5). Therefore, we give a pessimistic estimate of optimal resolution via a greedy delegation mechanism, which we can reason about alongside the stochastic process. Clearly, if this stochastic process can guarantee an upper bound on the maximum weight with high probability, the bound must also hold if delegations are optimally resolved to minimize maximum weight.

In more detail, whenever a new delegator is inserted into the graph, the greedy mechanism immediately selects one of the delegation options. As a result, at any point during the construction of the graph, the algorithm can measure the weight of the voters. Suppose that a new delegator suggests two delegation options, to agents \(a\) and \(b\). By following already resolved delegations, the mechanism obtains voters \(a^*\) and \(b^*\) such that \(a\) transitively delegates to \(a^*\) and \(b\) to \(b^*\). The greedy mechanism then chooses the delegation whose voter currently has lower weight, resolving ties arbitrarily.

This situation is reminiscent of a phenomenon known as the “power of choice.” In its most isolated form, it has been studied in the balls-and-bins model, for example by Azar et al. [ABKU94]. In this model, \(n\) balls are to be placed in \(n\) bins. In the classical setting, each ball is sequentially placed into a bin chosen uniformly at random. With high probability, the fullest bin will contain \(\Theta(\log n/\log \log n)\) balls at the end of the process. In the choice setting, two bins are independently and uniformly selected for every ball, and the ball is placed into the emptier one. Surprisingly, this leads to an exponential improvement, where the fullest bin will contain at most \(\Theta(\log \log n)\) balls with high probability.

We show that, at least for \(\gamma = 0\) in our setting, this effect outweighs the “rich-get-richer” dynamic described earlier:

**Theorem 6.9** In the preferential delegation model with \(k = 2, \gamma = 0, \) and \(d \in (0,1)\), the maximum weight of any voter at time \(t\) is \(\log_2 \ln t + \Theta(1)\) with high probability.
Because the proof of Theorem 6.9 is quite intricate and technical, we only present a sketch of its structure in this thesis. In our proof we build on work by Malyshkin and Paquette [MP15], who study the maximum degree in a graph generated by preferential attachment with the power of choice. In addition, we incorporate ideas by Haslegrave and Jordan [HJ16].

Proofs for the individual lemmas can be found in Appendix A of the full version.

For our analysis, it would be natural to keep track of the number of voters $v$ with a specific weight $w_j(v) = k$ at a specific point $j$ in time. In order to simplify the analysis, we instead keep track of random variables

$$ F_j(k) := \sum_{v \in V \mid w_j(v) \geq k} w_j(v), $$

i.e., we sum up the weights of all voters with weight at least $k$. Since the total weight increases by one in every step, we have

$$ \forall j. F_j(1) = j, \text{ and } \forall j, k. F_j(k) \leq j. \quad (6.10) $$

If $F_j(k) < k$ for some $j$ and $k$, the maximum weight of any voter must be below $k$.

If we look at a specific $k > 1$ in isolation, the sequence $(F_j(k))_j$ evolves as a Markov process initialized at $F_1(k) = 0$ and then governed by the rule

$$ F_{m+1}(k) - F_m(k) = \begin{cases} 1 & \text{with probability } d \cdot \left( \frac{F_m(k)}{m} \right)^2 \\ k & \text{with probability } d \cdot \left( \frac{F_m(k-1)}{m} - \frac{F_m(k)}{m} \right)^2 \\ 0 & \text{otherwise} \end{cases}. \quad (6.12) $$

In the first case, both potential delegations of a new delegator lead to voters who already had weight at least $k$. We must thus give the delegator’s vote to one of them, increasing $F_m(k)$ by one. In the second case, a new delegator offers two delegations leading to voters of weight at least $k - 1$, at least one of which has exactly weight $k - 1$. Our greedy algorithm will then choose a voter with weight $k - 1$. Because this voter is counted in the definition of $F_j(k)$, $F_m(k)$ increases by $k$. Finally, if a new voter appears, or if a new delegator can transitively delegate to a voter with weight less than $k - 1$, then $F_m(k)$ does not change.

In order to bound the maximum weight of a voter, we first need to get a handle on the general distribution of weights. For this, we define a sequence of real numbers $(\alpha_k)_k$ such that, for every $k \geq 1$, the sequence $F_j(k)/j$ converges in probability to $\alpha_k$. Set $\alpha_1 := 1$. For every $k > 1$, let $\alpha_k$ be the unique root $0 < x < \alpha_{k-1}$ of the polynomial

$$ a_k(x, p) := d \cdot x^2 + k \cdot d \cdot (p^2 - x^2) - x $$

for $p$ set to $\alpha_{k-1}$. Since $a_k(0, \alpha_{k-1}) > 0$ and $a_k(\alpha_{k-1}, \alpha_{k-1}) < 0$, such a solution exists by the intermediate value theorem. Because the polynomial is quadratic, such a solution must be unique in the interval. It follows that the $\alpha_k$ form a strictly decreasing sequence in the interval $(0, 1]$.

7: The equation $0 = a_k(x, p)$ can be obtained from Equation (6.12) by naively assuming that $F_j(k-1)/j$ converges to a value $p$ and $F_j(k)/j$ converges to $x$, then plugging these values in the expectation of the recurrence.
The sequence \((\alpha_k)_k\) converges to zero, and eventually does so very fast. However, this is not obvious from the definition and, depending on \(d\), the sequence can initially decrease slowly. In Lemma 13 in the full version, we demonstrate convergence to zero, and in Lemma 14 we show that the sequence decreases at a rate in \(O(k^{-2})\). Based on this, in Lemma 15, we choose an integer \(k_0\) such that the sequence decreases very fast from there. In the same lemma, we define a more nicely behaved sequence \((f(k))_{k \geq k_0}\) that is a strict upper bound on \((\alpha_k)_{k \geq k_0}\) and that is contained between two doubly-exponentially decaying functions.

**Lemma 6.10** For all \(k \geq 1\), \(\varepsilon > 0\) and functions \(\omega(m)\) such that \(\omega(m) \to \infty\) and \(\omega(m) < m\) (for sufficiently large \(m\)),

\[
P(\exists j, \omega(m) \leq j \leq m \text{ s.t. } F_j(k)/j > \alpha_k + \varepsilon) \to 0.
\]

**Proof sketch** (detailed in Appendix A.2 of the full version). The proof proceeds by induction on \(k\). For \(k = 1\), the claim directly holds. For larger \(k\), we use a suitably chosen \(\delta\) in place of \(\varepsilon\) and \(\omega_0\) in place of \(\omega\) for the induction hypothesis. With the induction hypothesis, we bound the \(F_n(k-1)/m\) term in the recurrence in Equation (6.12). Furthermore, all increments \(F_j(k) - F_{j-1}(k)\) where \(F_{j-1}(k) \geq \alpha_k\) holds can be dominated by independent and identically distributed random variables \(\eta_j^\prime\).

Denote by \(\pi\) the first point \(j \geq \omega_0(m)\) such that \(F_j(k)/j \leq \alpha_k + \varepsilon/2\). The \(\eta_j^\prime\) then dominate all increments \(F_j(k) - F_{j-1}(k)\) for \(j \leq \pi\). Using Chernoff’s bound and suitably chosen \(\delta\) and \(\omega_0\), we show that, with high probability, \(\pi \leq \omega(m)\).

Because of this, if \(F_j(k)/j > \alpha_k + \varepsilon\) for some \(j \geq \omega(m)\), the sequence \(\left(F_j(k)/j\right)_j\) must eventually cross from below \(\alpha_k + \varepsilon/2\) to above \(\alpha_k + \varepsilon\) without in between falling below \(\alpha_k\). On this segment, we can overapproximate the sequence by a random walk with increments distributed as \(\eta_j^\prime\). Since the sequence might previously decrease below \(\alpha_k\) an arbitrary number of times, we overapproximate the probability of ever crossing \(\alpha_k + \varepsilon\) for \(j \geq \omega(m)\) by a sum over infinitely many random walks. This sum converges to 0 for \(m \to \infty\), which shows our claim. 

The above lemma gives us a good characterization of the behavior of \((F_j(k))_j\) for any fixed \(k\) (and large enough \(j\)). To prove an upper bound on the maximum weight, however, we are ultimately interested in statements about \(F_j(k(m))\), where \(k(m) \in \Theta(\log_2 \ln m)\) and the range of \(j\) varies with \(m\). In order to obtain such results, we will first show in Lemma 6.11 that whole ranges of \(k\) simultaneously satisfy bounds with high probability.

As in the previous lemma, we can only show our bounds with high probability for \(j\) past a certain period of initial chaos. We will define a function, \(\phi(m, k)\), that takes a role similar to \(\omega(m)\) in Lemma 6.10. The function \(\phi(m, k)\) gives each \(k\) a certain amount of time to satisfy the bounds, depending on \(m\): Let \(\rho(m) := (\ln \ln m)^{1/3}\) and define \(\phi(m, k) := \rho(m) C^{2k/3}\), where \(C\) is an integer that is sufficiently large to satisfy

\[
\ln C > \max \left(1, c_1, \ln \left(\frac{2}{1-d}\right) + \frac{c_1}{2}\right).
\]
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In the above, $c_1$ is a positive constant defining the lower bound on $f(k)$ in Lemma 15 in the full version.

Additionally, let $k_*(m)$ be the smallest integer such that

$$ C^{2^{k_*(m)}+1} \geq \sqrt{m}. \tag{6.15} $$

Note that $C^{2^{k_*(m)}+1} < m$ because increasing the double exponent in increments of 1 is equivalent to squaring the term. By applying logarithms to $C^{2^{k_*(m)}+1} \geq \sqrt{m}$ and $C^{2^{k_*(m)}+1} < m$, we obtain $\log_2 \log_2 m - 2 \leq k_*(m) < \log_2 \log_2 m - 1$, from which it follows that $k_*(m) = \log_2 \ln m + \Theta(1)$.

**Lemma 6.11** With high probability, for all $k_0 \leq k \leq k_*(m)$, and for all $\phi(m, k) \leq j \leq m$, $F_j(k)/j \leq f(k)$.

Proof sketch (detailed in Appendix A.3 of the full version). Let $\mathcal{G}_k$ be the event

$$ \mathcal{G}_k := \{ \forall j, \phi(m, k) \leq j \leq m. F_j(k)/j \leq f(k) \} . $$

Our goal is to show that $\mathcal{G}_k$ holds for all $k$ in our range. In the spirit of an inductive argument, we begin by showing $\mathcal{G}_{k_0}$ with high probability and then give evidence for how, under the assumption $\mathcal{G}_k$, $\mathcal{G}_{k+1}$ is likely to happen. Instead of an explicit induction, we piece together these parts in a union bound.

The base case $\mathcal{G}_{k_0}$ follows from Lemma 6.10 with $\omega(m) := \phi(m, k_0)$ and $\epsilon := f(k_0) - \alpha_{k_0}$.

For the step, fix some $k \geq k_0$, and assume $\mathcal{G}_k$. We want to give an upper bound on the probability that $\mathcal{G}_{k+1}$ happens. We split this into multiple substeps: First, we prove that, given $\mathcal{G}_k$, some auxiliary event $\mathcal{E}(k+1)$ happens only with probability converging to 0. Then, we show that $\mathcal{E}(k+1) \subseteq \mathcal{G}_{k+1}$ where $\mathcal{E}$ denotes the complement of an event $\mathcal{E}$. This means that, whenever the unlikely event does not take place, $\mathcal{G}_{k+1}$ holds. This allows the step to be repeated.

If $\mathcal{G}_k$ does not hold for any $k_0 \leq k \leq k_*(m)$, then $\overline{\mathcal{G}}_{k_0}$ or one of the $\mathcal{E}(k)$ must have happened. The union bound converges to zero for $m \to \infty$, proving our claim.

As promised, the last lemma enables us to speak about the behavior of $F_j(k_*(m))$.

We will use a sequence of such statements to show that, with high probability, $F_j(k_*(m))$ for some $k_0(m)$ does not change over a whole range of $j$.

**Lemma 6.12** There exists $M > 0$ and an integer $r > 0$ such that, for $j_0(m) := (\ln \ln m)^M$, $F_{j_0(m)}(k_*(m) + r) = F_{j_0(m)}(k_*(m) + r - 1)$ holds with high probability. In addition, there is $\beta > \frac{1}{2}$ such that, with high probability,

$$ F_{j_0(m)}(k_*(m) + r - 1) \leq j_0(m)^{1-\beta}. \tag{6.16} $$

Proof sketch (detailed in Appendix A.4 of the full version). In Lemma 17 in the full version, we finally get a statement about $F_j(k_*(m))$: By choosing different
For different \( j \) in Lemma 6.11, we obtain a constant \( \beta_0 > 0 \) such that, with high probability,

\[
\forall j, \ln \ln m \leq j \leq m. F_j(k,(m))//j \leq j^{-\beta_0}.
\]

We now increase \( \beta_0 \) until it is larger than \( \frac{1}{2} \). Set \( r'_0 := 0 \) and \( M_0 := 1 \). In Lemma 18 in the full version, we obtain a stronger proposition of the form

\[
\forall j, (\ln \ln m)^{M_i} \leq j \leq m, F_j(k,(m) + r'_i)//j \leq j^{-\beta_i}.
\]

holding with high probability to obtain, for some \( M_{i+1} > 0 \) and with high probability,

\[
\forall j, (\ln \ln m)^{M_{i+1}} \leq j \leq m. F_j(k,(m) + r'_i + 1)//j \leq j^{-\beta_i}.
\]

If we set \( r'_{i+1} := r'_i + 1 \) and \( \beta_{i+1} := \frac{3}{2} \beta_i \), we can repeatedly apply this argument until some \( \beta_i > \frac{1}{2} \). Let \( M, r' \) and \( \beta \) denote \( M_i, r'_i \) and \( \beta_i \), respectively, for this \( i \). If, furthermore, \( r := r' + 1 \), Equation (6.16) follows as a special case.

We then simply union-bound the probability of \( F_j(k,(m) + r) \) increasing for any \( j \) between \( j_0(m) \) and \( m \). Using the above over-approximation in Equation (6.12) gives us an over-harmonic series, whose value goes to zero with \( m \rightarrow \infty \).

We can now prove Theorem 6.9. Let \( Q_i \) denote the maximum weight after \( i \) time steps.

**Proof of Theorem 6.9.** By Lemma 6.12, with high probability, \( F_n(k,(m) + r) = F_{j_0(m)}(k,(m) + r) \). Therefore, we have that with high probability

\[
F_n(k,(m) + r) = F_{j_0(m)}(k,(m) + r) \leq F_{j_0(m)}(k,(m) + r - 1) \leq j_0(m)^{1-\beta} \leq (\ln \ln m)^{M+1} \text{ (by Equation (6.16))}.
\]

For any \( j \) and \( k \), \( Q_j \leq \max[k, F_j(k)] \). Since, for large enough \( m \), \( k,(m) + r < (\ln \ln m)^{M+1} \), the maximum weight \( Q_n \) is at most \( (\ln \ln m)^{M+1} \) with high probability. This result holds for general \( m \), so we are allowed to plug in \( j_0(m) \) for \( m \). Then,

\[
Q_{j_0(m)} \leq (\ln j_0(m))^{M+1} < j_0(m)^{1/(M+1)} \text{ (by Equation (6.17))}.
\]

Now, note that \( k,(m) + r \geq (j_0(m))^{1/(M+1)} \) for large enough \( m \). Therefore, Equation (6.17) implies that, with high probability, a graph generated in \( j_0(m) \) time steps has no voters of weight \( k,(m) + r \) or higher. In other words, with high probability, \( F_m(k,(m) + r) = 0 \) (again by
Lemma 6.12). This means that the maximum weight after $m$ time steps is also upper-bounded by $k,(m) + r = \log_2 \ln m + \Theta(1)$.

6.4 Empirical Results

In this section, we present our simulation results, which support the two main messages of this chapter: that allowing multiple delegation options significantly reduces the maximum weight, and that it is computationally feasible to resolve delegations in a way that is close to optimal.

Our simulations were performed on a MacBook Pro (2017) on MacOS 10.12.6 with a 3.1 GHz Intel Core i5 and 16 GB of RAM. All running times were measured with at most one process per processor core. Our simulation software is written in Python 3.6 using Gurobi 8.0.1 to solve MILPs. All of our simulation code is open-source and available at https://github.com/pgoelz/fluid.

6.4.1 Multiple vs. Single Delegations

For the special case of $\gamma = 0$, we have established a doubly exponential, asymptotic separation between single delegation ($k = 1$) and two delegation options per delegator ($k = 2$). While the strength of the separation suggests that some of this improvement will carry over to the real world, we still have to examine via simulation whether improvements are visible for realistic numbers of agents and other values of $\gamma$.

To this end, we empirically evaluate two different mechanisms for resolving delegations. First, we optimally resolve delegations by solving the MILP for confluent flow with the Gurobi optimizer. Our second mechanism is the greedy “power of choice” algorithm used in the theoretical analysis and introduced in Section 6.3.3.

In Figure 6.3, we compare the maximum weight produced by a single-delegation process to the optimal maximum weight in a double-delegation process, for different values of $\gamma$ and $d$. Since our theoretical analysis used a greedy over-approximation of the optimum, we also run the greedy mechanism on the double-delegation process. Corresponding figures for $\gamma = 0.5$ can be found in Appendix B.1 of the full version.

These simulations show that our asymptotic findings translate into considerable differences even for small numbers of agents, across different values of $d$. Moreover, these differences remain nearly as pronounced for values of $\gamma$ up to 1, which corresponds to classical preferential attachment. This suggests that our mechanism can outweigh the social tendency towards concentration of votes; however, evidence from real-world elections is needed to settle this question. Lastly, we would like to point out the similarity between the graphs for the optimal maximum weight and the result of the greedy algorithm, which indicates that a large part of the separation can be attributed to the power of choice.
If we increase $\gamma$ to large values, the separation between single and double delegation disappears. In Figure 6.4a, for $\gamma = 2$, all three curves are hardly distinguishable from the linear function $d \cdot \text{time}$, meaning that one voter receives nearly all the weight. The reason is simple: In the simulations used for that figure, 99% of all delegators give two identical delegation options, and 99.8% of these delegators (98.8% of all delegators) give both potential delegations to the heaviest voter in the graph. There are even values of $\gamma > 1$ and $d$ such that the curve for single delegation falls below the ones for double delegation. This can be seen in Figure 6.4b, where 87.7% of voters give two identical delegation options. Since adding two delegation options per step makes the indegrees grow faster, the delegations concentrate toward a single voter more quickly, and again lead to a wildly unrealistic concentration of weight. Thus, it seems that large values of $\gamma$ do not actually describe our scenario of multiple delegations.

As we have seen, switching from single delegation to double delegation greatly improves the maximum weight in plausible scenarios. It is natural to wonder whether increasing $k$ beyond 2 will yield similar improvements. As Figure 6.5 shows, however, the returns to increasing $k$ quickly diminish, which is common to many incarnations of the power of choice [ABKU94].

6.4.2 Evaluating Mechanisms

Already the case of $k = 2$ appears to have great potential; but how easily can we tap it?

We have observed that, on average, the greedy "power of choice" mechanism comes surprisingly close to the optimal solution. However, this greedy mechanism depends on seeing the order in which our random process inserts agents and on the fact that all generated graphs are acyclic, which need not be true in practice. If the graphs were acyclic, we could simply first sort the agents topologically and then present the agents to the greedy mechanism in reverse order. On arbitrary active graphs, we instead proceed through the strongly connected components in reverse topological order, breaking cycles and performing the greedy step over the agents in the component. To avoid giving the greedy algorithm an unfair advantage, we use this generalized greedy mechanism throughout this section. Thus, we compare the generalized greedy mechanism, the optimal solution, the $(1 + \ln |V|)$-approximation algorithm and a random mechanism that chooses a uniformly chosen option per delegator.

At a high level, we find that both the generalized greedy algorithm and the approximation algorithm perform comparably to the optimal confluent flow solution, as shown in Figure 6.6 for $d = 0.5$ and $\gamma = 1$. As Figure 6.7 suggests, all three mechanisms seem to exploit the advantages of double delegation, at least on our synthetic benchmarks. These trends persist for other values of $d$ and $\gamma$, as presented in Appendix B.3 of the full version.

The similar success of these three mechanisms might indicate that our probabilistic model for $k = 2$ generates delegation networks that have low maximum weights for arbitrary resolutions. However, this is not the case: The random mechanism does quite poorly on instances with as few as $t = 100$ agents, as shown in Figure 6.6a. With increasing $t$, the gap between random and the other


8: For one of their subprocedures, instead of directly optimizing a convex program, Chen et al. [CKL+07] reduce this problem to finding a lexicographically optimal maximum flow in $O(n^2)$. We choose to directly optimize the convex problem in Gurobi, hoping that this will increase efficiency in practice.
mechanisms only grows further, as indicated by Figure 6.7. In general, the graph for random delegations looks more similar to single delegation than to the other mechanisms on double delegation. Indeed, for $\gamma = 0$, random delegation is equivalent to the process with $k = 1$, and, for higher values of $\gamma$, it performs even slightly worse since the unused delegation options make the graph more centralized (see Appendix B.2 of the full version). Because of the poor performance of random delegation, if simplicity is a primary desideratum, we recommend using the generalized greedy algorithm instead.

As Figure 6.8 demonstrates, all three other mechanisms, including the optimal solution, easily scale to input sizes as large as the largest implementations of liquid democracy to date. Whereas the three mechanisms were close with respect to maximum weight, our implementation of the approximation algorithm is typically slower than the optimal solution (which requires a single call to Gurobi), and the generalized greedy algorithm is blazing fast. These results suggest that it would be possible to resolve delegations almost optimally even at a national scale.
Figure 6.3: Maximum weight averaged over 100 simulations of length 5,000 time steps each. Maximum weight has been computed every 50 time steps.
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(a) $\gamma = 2, d = 0.5$

(b) $\gamma = 1.5, d = 0.5$

Figure 6.4: Maximum weight averaged over 100 simulations, computed every 50 time steps.

Figure 6.5: Optimal maximum weight for different $k$ averaged over 100 simulations, computed every 10 steps. $\gamma = 1, d = 0.5$.

(a) $t = 100$

(b) $t = 500$

Figure 6.6: Frequency of maximum weights at time $t$ over 1000 runs. $\gamma = 1, d = 0.5$, $k = 2$. The black lines mark the medians.

Figure 6.7: Maximum weight per algorithm for $d = 0.5$, $\gamma = 1, k = 2$, averaged over 100 simulations.
6.5 Discussion

The approach we have presented and analyzed revolves around the idea of allowing agents to specify multiple delegation options, and selecting one such option per delegator. As mentioned in Section 6.2, a natural variant of this approach corresponds to splittable — instead of confluent — flow. In this variant, the mechanism would not have to commit to a single outgoing edge per delegator. Instead, a delegator’s weight could be split into arbitrary fractions between their potential delegates. Indeed, such a variant would be computationally less expensive, and the maximum voting weight can be no higher than in our setting. However, we view our concept of delegation as more intuitive and transparent: Whereas, in the splittable setting, a delegator’s vote can disperse among a large number of agents, our mechanism assigns just one representative to each delegator. As suggested in the introduction, this is needed to preserve the high level of accountability guaranteed by classical liquid democracy.

We find that this fundamental shortcoming of splittable delegations is not counterbalanced by a marked decrease in maximum weight. Indeed, representative empirical results given in Figure 6.9 show that the maximum weight trace is almost identical under splittable and confluent delegations. Figure 6.9a plots a single run of the two solutions over time and suggests that the confluent solution is very close to the ceiling of the fractional LP solution. Figure 6.9b averages the optimal confluent and splittable solutions over 100 traces to demonstrate that, in our setting, the solution for confluent flow closely approximates the less constrained solution to splittable flow on average. This conclusion is supported by additional results in Appendix B.3 of the full version.

Furthermore, note that in the preferential delegation model with $k = 1$, splittable delegations do not make a difference, so the lower bound given in Theorem 6.8 goes through. And, when $k \geq 2$, the upper bound of Theorem 6.9 directly applies to the splittable setting. Therefore, our main technical results in Section 6.3 are just as relevant to splittable delegations.

To demonstrate the benefits of multiple delegations as clearly as possible, we assumed that every agent provides two possible delegations. In practice, of course, we expect to see agents who want to delegate but only trust a single person to a sufficient degree. This does not mean that delegators should be required to specify multiple delegations. For instance, if this was the case, delegators might be

![Figure 6.8: Running time of mechanisms on graphs for $d = 0.5$, $\gamma = 1$, averaged over 20 simulations.](image)
incentivized to pad their delegations with very popular agents who are unlikely to receive their votes. Instead, we encourage voters to specify multiple delegations on a voluntary basis, and we hope that enough voters participate to make a significant impact. Fortunately, as demonstrated in Figure 6.10, most of the benefits of multiple delegation options persist even if only a fraction of delegators specify two delegations.

The question remains whether sufficiently many agents will indeed be sufficiently close to indifferent between multiple delegates for these benefits to be relevant in practice. Leaving individual incentives aside, how should one trade off the limitation of super-voters against the level of trust in realized delegations? Such questions can be posed in models like the one by Kahng et al. [KMP18], which we leave for future work.

Without doubt, a centralized mechanism for resolving delegations wields considerable power. Even though we only use this power for our specific goal of minimizing the maximum weight, agents unfamiliar with the employed algorithm might suspect it of favoring specific outcomes. To mitigate these concerns, we propose to divide the voting process into two stages. In the first, agents either specify their delegation options or register their intent to vote. Since the votes themselves have not yet been collected, the algorithm can resolve delegations without seeming partial. In the second stage, voters vote using the generated delegation graph, just as in classic liquid democracy, which allows for transparent decisions on an arbitrary number of issues. Additionally, we also allow delegators to change their mind and vote themselves if they are dissatisfied with how delegations were resolved. This gives each agent the final say on their share of votes, and can only further reduce the maximum weight achieved by our mechanism. We believe that this process, along with education about the mechanism’s goals and design, can win enough trust for real-world deployment.

Beyond our specific extension, one can consider a variety of different approaches...
that push the current boundaries of liquid democracy. For example, in a recent position paper, Brill [Bri18] raises the idea of allowing delegators to specify a ranked list of potential representatives. His proposal is made in the context of alleviating delegation cycles, whereas our focus is on avoiding excessive concentration of weight. But, at a high level, both proposals envision centralized mechanisms that have access to richer inputs from agents. Making and evaluating such proposals now is important, because, at this early stage in the evolution of liquid democracy, scientists can still play a key role in shaping this exciting paradigm.

7.1 Introduction

Whereas the previous chapters all investigated new additions to representative democracies, the next two chapters develop new approaches to an element of representative with a long and colorful history: legislative apportionment, the allocation of seats in a legislature to states or political parties. The main principle underlying apportionment is proportional representation, which means that the number of representatives in a legislature should be proportional to the number of constituents the represent. Apportionment is used in two major ways: to represent regions in proportion to their populations as in Chapter 8, or to represent political parties in proportion to their electoral support as in this chapter.

In this chapter, we consider apportionment in electoral systems based on the proportional representation of parties, the so-called, “party-list proportional representation” systems [ACE22]. In these systems, candidates are members of political parties and voters are asked to choose their favorite party; each party is then allocated a number of seats that is (approximately) proportional to the number of votes it received. We will refer to such elections as party-choice elections to stress that voters can only vote for a single party. The problem of transforming a voting outcome into a distribution of seats is known as apportionment. Analyzing the advantages and disadvantages of different apportionment methods has a long and illustrious political history and has given rise to an elegant mathematical theory [BY01; Puk14]. (We will touch more on this background in Chapter 8.)

Forcing voters to choose a single party prevents them from communicating any preferences beyond their most preferred alternative. For example, if a voter feels equally well represented by several political parties, there is no way to express this preference within the voting system. In the context of single-winner elections, approval voting has been put forward as a solution to this problem as it strikes an attractive compromise between simplicity and expressivity [BF07; LS10]. Under approval voting, each voter is asked to specify a set of candidates she “approves,” i.e. voters can arbitrarily partition the set of candidates into approved candidates and disapproved ones. Proponents of approval voting argue that its introduction could increase voter turnout, “help elect the strongest candidate,” and “add legitimacy to the outcome” of an election [BF07, p. 4–8].

The practical and theoretical appeal of approval voting in single-winner elections has led a number of scholars to suggest to also use approval voting for multiwinner elections, in which a fixed number of candidates need to be elected [KM12]. Whereas, in the single-winner setting, the straightforward voting rule “choose the candidate approved by the highest number of voters” enjoys a strong axiomatic foundation [Aló06; BP21; Fiš78; Fiš79], several ways of aggregating approval ballots have been proposed for the multiwinner setting [KM12; LS22].

Most studies of approval-based multiwinner elections assume that voters directly express their preference over individual candidates; we refer to this setting...
as candidate-approval elections. This assumption runs counter to widespread democratic practice, in which candidates belong to political parties and voters indicate preferences over these parties (which induce implicit preferences over candidates). In this chapter, we therefore study party-approval elections, in which voters express approval votes over parties and a given number of seats must be distributed among the parties. We refer to the process of allocating these seats as approval-based apportionment.

Throughout this chapter, we interpret a ballot that approves a set $S$ of parties as a preference for legislatures with a larger total number of members from parties in $S$. This interpretation generalizes the natural interpretation of party-choice ballots as preferences for legislatures with a larger number of members of the chosen party. Our interpretation implicitly imputes perfect indifference between approved parties. This means that we assume voters to be indifferent to the distribution of seats between approved parties. For example, consider only legislatures with a fixed total number of seats given to approved parties. Then a voter would be indifferent between a legislature where the approved parties all get an equal number of seats, and a legislature where just one of the approved parties obtains all those seats. While this assumption is restrictive, it does allow for a simple voting process, and the additional expressivity of approval ballots compared to party-choice ballots seems attractive.

Indeed, we believe that party-approval elections are a promising framework for legislative elections in the real world, especially since allowing voters to approve multiple parties enables the aggregation mechanism to coordinate like-minded voters. For example, under party-choice elections, two groups of voters might vote for parties that they mutually disapprove. Approval ballots could reveal that both groups approve a third party of more general appeal. Given this information, a voting rule could then allocate more seats to this third party, leading to mutual gain. This cooperation is particularly necessary for small minority opinions that are not centrally coordinated. In such cases, finding a commonly approved party can make the difference between being represented or votes being wasted because the individual parties receive insufficient support.

One aspect that makes it easier to transition from party-choice elections to party-approval elections (rather than to candidate-approval elections) is that party-approval elections can be implemented as closed-list systems. That is, parties can retain the power to choose the ordering in which their candidates are allocated seats, as they do in many current democratic systems. By contrast, candidate-approval elections necessarily confer this power to the voters (leading to an open-list system), which might give parties an incentive to oppose a change of the voting system. Of course, party-approval elections are compatible with an open-list approach, since we can run a secondary mechanism alongside the party-approval election to determine the order of party candidates.

7.1.1 Related Work

To the best of our knowledge, this work is the first to formally develop and systematically study approval-based apportionment. That said, several scholars have previously explored possible generalizations of existing aggregation procedures to allow for approval votes over parties.
For instance, Brams et al. [BKP19] study multiwinner approval rules that are inspired by classical apportionment methods. Besides the setting of candidate approval, they explicitly consider the case where voters cast party-approval votes. They conclude that these rules could “encourage coalitions across party or factional lines, thereby diminishing gridlock and promoting consensus.”

Such desire for compromise is only one motivation for considering party-approval elections, as exemplified by recent work by Speroni di Fenizio and Gewurz [SG19]. To allow for more efficient governing, they aim to concentrate the power of a legislature in the hands of few big parties, while nonetheless preserving the principle of proportional representation. To this end, they let voters cast party-approval votes and transform these votes into a party-choice election by assigning each voter to one of her approved parties. Specifically, they propose to assign voters to parties so that the strongest party has as many votes as possible. We later call this method majoritarian portioning.

Several other papers consider extensions of approval-based voting rules to accommodate party-approval elections. In their paper introducing the satisfaction approval voting rule, Brams and Kilgour [BK14] discuss a variant of this rule adapted for party-approval votes. Mora and Oliver [MO15] and Camps et al. [CMS19] study two approval-based multiwinner rules due to Phragmén and Eneström, and note that they also work for party-approval elections (which is true for any multiwinner rule using the embedding that we discuss in Section 7.3). Both papers consider a monotonicity axiom for party-approval elections (“if a party receives additional approvals, it should receive additional seats”) but find that their two methods fail it. For the case of two parties, they analyze the behavior of these rules as the house size approaches infinity. They find that both rules fail to converge to the most natural seat distribution. Janson and Öberg [JÖ19] analyze the limit behavior in more detail, and also show that Thiele’s sequential rule (also known as SeqPAV) does converge to the ideal value.

### 7.1.2 Relation to Other Settings

We can position party-approval elections between two well-studied voting settings (see Figure 7.1).

First, our setting can be viewed as a special case of approval-based multiwinner voting, in which voters cast candidate-approval votes. A party-approval election can be embedded in this setting by replacing each party by multiple candidates belonging to this party, and by interpreting a voter’s approval of a party as approval of all of its candidates. This embedding establishes party-approval elections as a subdomain of candidate-approval elections (see arrow (i) in Figure 7.1). In Section 7.3, we explore the axiomatic and computational ramifications of this domain restriction.

Second, approval-based apportionment generalizes standard apportionment (arrow (iii)), which corresponds to party-approval elections in which all approval sets are singletons (i.e., party-choice elections). In Section 7.4, we propose a method to generalize apportionment methods to the party-approval setting using so-called portioning methods.

---


![Figure 7.1: Relations between the different settings of multiwinner elections. An arrow from X to Y signifies that X is a generalization of Y. The relationship corresponding to arrow (iii) has been explored by Brill et al. [BLS18]. We establish and explore the relationship (i) in Section 7.3 and the relationship (ii) in Section 7.4.](image-url)
7.1.3 Contributions

In this chapter, we formally introduce the setting of approval-based apportionment and explore different possibilities of constructing axiomatically desirable aggregation methods for this setting. Besides its conceptual appeal, this setting is also interesting from a technical perspective.

Exploiting the relations described in Section 7.1.2, we resolve problems that remain open in the more general setting of candidate-approval elections. First, we show that the core of an approval-based apportionment problem is always nonempty, and that a popular multiwinner rule known as Proportional Approval Voting (PAV) always returns a core-stable committee. We also present a polynomial-time variant of PAV that is also core stable. Second, we prove that house monotonicity is compatible with extended justified representation (a representation axiom proposed by Aziz et al. [ABC+17]) by providing a rule that satisfies both properties.

Some familiar multiwinner rules (in particular, PAV) provide stronger representation guarantees when applied in the party-approval setting. However, for many standard multiwinner voting rules, we give examples that show that their axiomatic guarantees do not improve in the party-approval setting. From a computational complexity perspective, we show that some rules known to be NP-hard in the candidate-approval setting remain NP-hard to evaluate in the party-approval setting. However, it becomes computationally easier to reason about proportionality axioms. Specifically, we show that it is tractable to check whether a given committee satisfies extended justified representation (or the weaker axiom of proportional justified representation). The analogs of these problems for candidate-approval elections are coNP-hard. These tractability results do not extend to checking whether a committee is core-stable: we show that this problem is coNP-complete for both party-approval and candidate-approval elections.

7.2 Model

A party-approval election is a tuple \((N, P, A, k)\) consisting of a set of voters \(N = \{1, ... , n\}\), a finite set of parties \(P\), a ballot profile \(A = (A_1, ... , A_n)\) where each ballot \(A_i \subseteq P\) is the set of parties approved by voter \(i\), and the committee size \(k \in \mathbb{N}\). We assume that \(A_i \neq \emptyset\) for all \(i \in N\). When considering computational problems, we assume that \(k\) is encoded in unary (see Remark 7.1). This is a mild restriction since in most applications (such as legislative elections), \(k\) is smaller than the number of voters.

A committee in this setting is a multiset \(W : P \rightarrow \mathbb{N}\) over parties, which determines the number of seats \(W(p)\) assigned to each party \(p \in P\). The size of a committee \(W\) is \(|W| = \sum_{p \in P} W(p)\), and we denote multiset addition and subtraction by \(+\) and \(\cdot\), respectively. For a voter \(i\) and a committee \(W\), we write \(u_i(W) = \sum_{p \in A_i} W(p)\) for the number of seats in \(W\) that are allocated to parties approved by voter \(i\). A party-approval rule is a function that takes a party-approval election \((N, P, A, k)\) as input and returns a committee \(W\) of valid size \(|W| = k\).2

---

2: This definition implies that rules are resolute, i.e., they only return a single committee. In the case of a tie between multiple committees, a tiebreaking mechanism is necessary. Our results hold independently of the choice of a specific tiebreaking mechanism.
In our axiomatic study of party-approval rules, we focus on two axioms capturing proportional representation: extended justified representation and core stability. Both are derived from their analogs in candidate-approval elections (see Section 7.3.2) where they were proposed by Aziz et al. [ABC+17]. To state these axioms, it is helpful to define the quota of a subset S of voters as $q(S) = \lceil k \cdot |S|/n \rceil$. Intuitively, $q(S)$ corresponds to the number of seats that the group S “deserves” to be represented by (rounded down).

Definition 7.1 A committee $W : P \rightarrow \mathbb{N}$ provides extended justified representation (EJR) for a party-approval election $(N, P, A, k)$ if there is no subset $S \subseteq N$ of voters such that $\bigcap_{i \in S} A_i \neq \emptyset$ and $u_i(W) < q(S)$ for all $i \in S$.

In words, EJR requires that for every voter group $S$ with a commonly approved party, at least one voter of the group must approve at least $q(S)$ committee members. A party-approval rule is said to satisfy EJR if it only produces committees providing EJR.

We can obtain a stronger representation axiom by removing the requirement of a commonly approved party.

Definition 7.2 A committee $W : P \rightarrow \mathbb{N}$ is core stable for a party-approval election $(N, P, A, k)$ if there is no nonempty subset $S \subseteq N$ and committee $T : P \rightarrow \mathbb{N}$ of size $|T| \leq q(S)$ such that $u_i(T) > u_i(W)$ for all $i \in S$. The core of a party-approval election is the set of all core-stable committees.

Core stability requires adequate representation even for voter groups that cannot agree on a common party, by ruling out the possibility that the group can deviate to a smaller committee that represents all voters in the group strictly better. It follows from the definitions that core stability is a stronger requirement than EJR: If a committee violates EJR, there is a group $S$ that would prefer any committee of size $q(S)$ that assigns all seats to the commonly approved party.

Besides these representation axioms, a final axiom that we will discuss is house monotonicity [BC08; EFSS17]. A party-approval rule $f$ satisfies this axiom if, for all party-approval elections $(N, P, A, k)$, it holds that $f(N, P, A, k) \subseteq f(N, P, A, k + 1)$. House monotonic rules avoid the so-called Alabama paradox, in which a party loses a seat when the committee size increases. They can also be used to construct proportional rankings [IB21; SLB+17].

7.3 Constructing Party-Approval Rules via Multiwinner Voting Rules

In this section, we show how party-approval elections can be translated into candidate-approval elections. This embedding allows us to apply established candidate-approval rules to our setting. Exploiting this fact, we will prove the existence of core-stable committees for party-approval elections.


3: In the multi-winner elections literature, this axiom is called committee monotonicity. We adopt the term from the apportionment literature, in part to stress the connection to our work on house monotonicity in Chapter 8.


7.3.1 Preliminaries

A candidate-approval election is a tuple \((N, C, A, k)\). Just as for party-approval elections, \(N = \{1, \ldots, n\}\) is a set of voters, \(C\) is a finite set, \(A\) is an \(n\)-tuple of nonempty subsets of \(C\), and \(k \in \mathbb{N}\) is the committee size. The conceptual difference is that \(C\) is a set of individual candidates rather than parties. This difference manifests itself in the definition of a committee because a single candidate cannot receive multiple seats. That is, a candidate committee \(W\) is now simply a subset of \(C\) with cardinality \(k\). (Therefore, it is usually assumed that \(|C| \geq k\).) A candidate-approval rule is a function that maps each candidate-approval election to a candidate committee.

A diverse set of such voting rules has been proposed since the late 19th century [Jan18a; KM12; LS22], out of which we will only introduce the one which [Jan18a] Janson (2018): Phragmén’s and Thiele’s Election Methods. [KM12] Kilgour and Marshall (2012): Approval Balloting for Fixed-Size Committees. [LS22] Lackner and Skowron (2022): Multi-Winner Voting with Approval Preferences.

We use for our main positive result. Let \(H_j\) denote the \(j\)th harmonic number, i.e. \(H_j = \sum_{t=1}^{j} 1/t\). Given \((N, C, A, k)\), the candidate-approval rule proportional approval voting (PAV), introduced by Thiele [Thi95], chooses a candidate committee \(W\) maximizing the PAV score \(PAV(W) = \sum_{i \in N} H_{|W \cap A_i|}\).

We now describe EJR and core stability in the candidate-approval setting, from which we derived our versions. Recall that \(q(S) = \lfloor k |S|/n \rfloor\). A candidate committee \(W\) provides EJR if there is no subset \(S \subseteq N\) and no integer \(\ell > 0\) such that \(q(S) \geq \ell\), \(|\bigcap_{i \in S} A_i| \geq \ell\), and \(|A_i \cap W| < \ell\) for all \(i \in S\). (The requirement \(|\bigcap_{i \in S} A_i| \geq \ell\) is often called cohesiveness.) A candidate-approval rule satisfies EJR if it always produces EJR committees.

The definition of core stability is even closer to the version in party-approval elections: A candidate committee \(W\) is core stable if there is no nonempty group \(S \subseteq N\) and no set \(T \subseteq C\) of size \(|T| \leq q(S)\) such that \(|A_i \cap T| > |A_i \cap W|\) for all \(i \in S\). The core consists of all core-stable candidate committees.

7.3.2 Embedding Party-Approval Elections

We have informally argued in Section 7.1.2 that party-approval elections constitute a subdomain of candidate-approval elections. We formalize this notion by providing an embedding of party-approval elections into the candidate-approval domain. Our approach is similar to that of Brill et al. [BLS18], who have formalized how apportionment problems can be phrased as candidate-approval elections.

For a given party-approval election \((N, P, A, k)\), we define a corresponding candidate-approval election \((N, C, A', k)\) with the same set of voters \(N\) and the same committee size \(k\). The set of candidates contains \(k\) many “clone” candidates \(p^{(1)}, \ldots, p^{(k)}\) for each party \(p \in P\), so \(C = \bigcup_{p \in P} \{p^{(1)}, \ldots, p^{(k)}\}\). Voter \(i\) approves a candidate \(p^{(j)}\) in the candidate-approval election if and only if she approves the corresponding party \(p\) in the party-approval election. Thus, \(A'_i = \bigcup_{p \in A_i} \{p^{(1)}, \ldots, p^{(k)}\}\).

A candidate committee \(W' \subseteq C\) corresponds to a committee \(W : P \rightarrow \mathbb{N}\) for the party-approval election with \(W(p) = |W' \cap \{p^{(1)}, \ldots, p^{(k)}\}|\). One can also convert in the other direction: a committee \(W : P \rightarrow \mathbb{N}\) for the party-approval election corresponds to the candidate committee \(W' = \bigcup_{p \in P} \{p^{(1)}, \ldots, p^{(W(p))}\}\).

[Thi95] Thiele (1895): Om flerfoldsvalg.
This embedding establishes party-approval elections as a subdomain of candidate-approval elections. As a consequence, we can apply rules from the more general candidate-approval setting to the party-approval setting, by

1. translating the party-approval election into a candidate-approval election,
2. applying the candidate-approval rule, and
3. converting its chosen candidate committee into a committee over parties.

Any axiom for candidate-approval rules implies an axiom for the derived party-approval rule. One can check that if a candidate-approval rule satisfies EJR or core stability (as defined in Section 7.3.1) then the derived party-approval rule satisfies the respective axiom (as defined in Section 7.2). In particular, note that by restricting our view to party approval, the cohesiveness requirement of EJR is reduced to requiring a single commonly approved party.

**Remark 7.1** By our assumption that \( k \) is encoded in unary for the purpose of complexity analysis (see Section 7.2), the translation of a party-approval election yields a polynomial-sized candidate-approval election. Thus, a polynomial-time candidate-approval rule applied to the party-approval election runs in polynomial time as well. If \( k \) was instead encoded in binary, elections with large \( k \) and few parties could be described so concisely that even straightforward candidate-approval algorithms would formally have exponential running time.\(^4\) (The same issue does not appear in candidate-approval elections, where we need to list at least \( k \) candidates, which makes the description verbose.)

In practice, rather than explicitly going via the embedding, it can be useful to write down the induced party-approval rule directly in terms of a party-approval election. For example, the party-approval version of PAV chooses a committee \( W : P \rightarrow \mathbb{N} \) that maximizes \( PAV(W) = \sum_{i \in N} H_{\mu}(W) \).

### 7.3.3 PAV Guarantees Core Stability

A powerful stability concept in economics, core stability is a natural extension of EJR. It is particularly attractive because blocking coalitions do not need to unanimously approve any party; they only need to be able to coordinate for mutual gain.

Unfortunately, it is still unknown whether core-stable candidate committees exist for all candidate-approval elections.\(^4\) All standard candidate-approval rules either already fail weaker representation axioms such as EJR, or are known to fail core stability. In particular, PAV satisfies EJR, but may produce non-core-stable committees for candidate-approval elections [ABC+17]. Peters and Skowron [PS20] show that a large class of candidate-approval rules (so-called welfarist rules) must all fail core stability.

\(^{4}\) However, some rules may admit implementations that remain efficient for binary \( k \). For example, Rule X [PS20], also known as the Method of Equal Shares, will repeatedly assign seats to the same party until one of its supporters runs out of virtual money. Since this happens at most \( n \) times, this observation can be used to design an efficient algorithm (with runtime depending on \( \log k \) instead of \( k \)). Still, a linear time dependence on \( k \) is acceptable in most applications.

---

\[^{4}\] However, it is known that approximately core-stable committees exist, for several different ways of approximating the core notion [CJMW19; FMS18; JMW20; PS20].


For our main result, we show that core stability can always be achieved in the party-approval setting. Specifically, the committee selected by PAV is core stable for party-approval elections. Our proof uses a similar technique to the proof that PAV satisfies EJR for candidate-approval elections [ABC+17, Theorem 10]; we discuss the essential difference in Remark 7.3.

**Theorem 7.1** For every party-approval election, PAV chooses a core-stable committee. Hence, the core of a party-approval election is nonempty.

**Proof.** Consider a party-approval election \((N, P, A, k)\) and let \(W_1 : P \rightarrow \mathbb{N}\) be the committee selected by PAV. Assume for a contradiction that \(W_1\) is not core stable. Then there is a nonempty coalition \(S \subseteq N\) and a committee \(T : P \rightarrow \mathbb{N}\) such that \(|T| \leq q(S) \leq k|S|/n\) and \(u_i(T) \geq u_i(W_1) + 1\) for every voter \(i \in S\).

For each party \(p\), we let \(\Delta^+(p, W_1)\) denote the marginal increase of the PAV score when we allocate an extra seat to \(p\). Thus,

\[
\Delta^+(p, W_1) = PAV(W_1 + \{p\}) - PAV(W_1) = \sum_{i \in N_p} \frac{1}{u_i(W_1) + 1},
\]

where \(N_p = \{i \in N \mid p \in A_i\}\). Let us calculate the average marginal increase when adding an elements of \(T\):

\[
\frac{1}{|T|} \sum_{p \in P} T(p) \Delta^+(p, W_1) = \frac{1}{|T|} \sum_{i \in N} \sum_{p \in A_i} T(p) \sum_{i \in N_p} \frac{1}{u_i(W_1) + 1} \geq \frac{1}{|T|} \sum_{i \in S} \sum_{p \in A_i} T(p) \sum_{i \in N_p} \frac{1}{u_i(W_1) + 1} = \frac{|T|}{|T|} \sum_{i \in S} \sum_{p \in A_i} \frac{T(p)}{u_i(T)} = \frac{|T|}{|T|} = n \geq \frac{n}{k}.
\]

Thus, there is a party \(p_1\) with \(\Delta^+(p_1, W_1) \geq n/k\). Let \(W_2 = W_1 + \{p_1\}\).

Next, for each party \(p\) with \(W_2(p) > 0\), let \(\Delta^-(p, W_2)\) be the marginal decrease of the PAV score if we take away a seat from \(p\) in \(W_2\). Thus,

\[
\Delta^-(p, W_2) = \frac{W_2(p) - W_2(p)}{\sum_{i \in N_p} u_i(W_2)} = \frac{1}{|T|} \sum_{i \in N_p} \frac{W_2(p)}{u_i(W_2)}.
\]

The average marginal decrease of taking away a seat from \(W_2\) is

\[
\frac{1}{k+1} \sum_{p \in P} W_2(p) \Delta^-(p, W_2) = \frac{1}{k+1} \sum_{p \in P} \sum_{i \in N_p} \frac{W_2(p)}{u_i(W_2)} = \frac{1}{k+1} \sum_{i \in N} \sum_{p \in A_i} \frac{W_2(p)}{u_i(W_2)} = \frac{1}{k+1} \left|\left\{i \in N : u_i(W_2) > 0\right\}\right| \leq \frac{n}{k+1}.
\]

Thus, there is some party \(p_2\) with \(W_2(p_2) > 0\) such that \(\Delta^-(p_2, W_2) \leq \frac{n}{k+1}\). Write\( W_3 = W_2 - \{p_2\} = W_1 + \{p_1\} - \{p_2\}\). Then

\[
PAV(W_3) = PAV(W_2) - \Delta^-(p_2, W_2) = PAV(W_1) + \Delta^+(p_1, W_1) - \Delta^-(p_2, W_2) \geq PAV(W_1) + \frac{n}{k} - \frac{n}{k+1}.
\]
contradicting the optimality of $W_1$. □

**Remark 7.2** Our proof of Theorem 7.1 can be easily adapted to show that PAV satisfies the stronger version of core defined with respect to the Droop quota [Dro81; Jan18b], by assuming $|T| < (k+1)|S|/n$ rather than $|T| \leq k|S|/n$.

**Remark 7.3** For candidate-approval elections, the proof of Theorem 7.1 shows that PAV satisfies core stability restricted to “disjoint objections”: if $W$ is the committee selected by PAV, then there can be no set $T$ with $T \cap W = \emptyset$ such that there is a coalition $S$ with $T \leq q(S)$ and $u_i(T) > u_i(W)$ for all $i \in S$. Note that with our embedding of party-approval elections into candidate-approval elections, the disjointness assumption is without loss of generality if there are enough virtual candidates representing each party, and hence PAV satisfies core stability for party-approval elections. The disjoint objections property also implies the result of Peters and Skowron [PS20, Thm. 6] that PAV satisfies the “2-core” property in the candidate-approval context: If there was an objection $T$ that more than doubled the utility of each coalition member, then $T \setminus W$ would be a disjoint core deviation, which is a contradiction.

**Remark 7.4** Because $H_j = \Theta(\log j)$, the PAV objective is closely related to the classical maximum Nash welfare (MNW) solution [KN79; Nas50]. One can see PAV as a discretization of the MNW solution for selecting a probability distribution $\sigma : P \rightarrow [0, 1]$ over parties, where we can interpret $\sigma(p)$ as the fraction of seats that should be allocated to party $p$. That rule satisfies a continuous analog of the core condition [ABM19; FGM16]. However, other natural discretizations of the Nash rule do not satisfy the core condition. In the next section, we will see that discretizing the Nash rule using common apportionment methods leads to violations of core stability. Furthermore, selecting a committee that maximizes Nash welfare (rather than the PAV objective function) may fail core stability, even in party-choice elections [BLS18, Theorem 2].

Given that PAV satisfies core stability in party-approval elections but not in candidate-approval elections, do other candidate-approval rules satisfy stronger representation axioms when restricted to the party-approval subdomain? We have studied this question for various rules besides PAV, and the answer was always negative; see Appendix B of the full version for details.\(^5\)

A major drawback of PAV is that it fails house monotonicity, and PAV continues to fail this axiom in the party-approval setting.\(^6\) Therefore, parties may lose seats when the committee size is increased. In the next section, we construct party-approval rules that avoid this undesirable behavior.

\(^5\) Existing counterexamples for the candidate-approval setting [LS22] can be adapted in a straight-forward way.

\(^6\) We present relevant counterexamples for the candidate-approval rules seq-Phragmén, leximax-Phragmén, Eneström-Phragmén, Rule X, and the Maximin Support Method.
7.4 Constructing Party-Approval Rules via Portioning and Apportionment

Party-approval elections are a generalization of party-choice elections, which can be thought of as party-approval elections in which all approval sets are singletons. Since there is a rich body of research on apportionment methods [BY01; Puk14] which act on party-choice elections, it is natural to examine whether we can employ these methods for our setting as well. To use them, we will need to translate party-approval elections into the party-choice domain on which apportionment methods operate. This translation thus needs to transform a collection of approval votes over parties into vote shares for each party. Motivated by time sharing, Bogomolnaia et al. [BMS05] have developed a theory of such transformation rules, further studied by Duddy [Dud15], Aziz et al. [ABM19], and Brandl et al. [BBPS21]. We will refer to this framework as portioning.

The approach explored in this section, then, divides the construction of a party-approval rule into two independent steps: (1) portioning, which maps a party-approval election to a vector of parties’ shares; followed by (2) apportionment, which transforms the shares into a seat distribution.

Both the portioning and the apportionment literature have discussed representation axioms similar in spirit to EJR and core stability. For both settings, several rules have been found to satisfy these properties. One might hope that by composing two rules that are each representative, we obtain a party-approval rule that is also representative (and satisfies, say, EJR). If we succeed in finding such a combination, it is likely that the resulting voting rule will automatically satisfy house monotonicity since most apportionment methods satisfy this property. In the general candidate-approval setting (considered in Section 7.3), the existence of a rule satisfying both EJR and house monotonicity is an open problem [LS22].

7.4.1 Preliminaries

We start by introducing relevant notions from the portioning literature [ABM19; BMS05] and apportionment [BY01; Puk14], with notation suitably adjusted to our setting.

Portioning.

A portioning problem is a triple \((N, P, A)\), just as in party-approval voting but without a committee size. A portioning is a function \(r : P \rightarrow [0,1]\) with \(\sum_{p \in P} r(p) = 1\). We interpret \(r(p)\) as the vote share of party \(p\). A portioning method maps each portioning problem \((N, P, A)\) to a portioning.

Our minimum requirement on portioning methods will be that they uphold proportionality if all approval sets are singletons, i.e. if we are already in the party-choice domain. Formally, we say that a portioning method is faithful if for all \((N, P, A)\) with \(|A_i| = 1\) for all \(i \in N\), the resulting portioning \(r\) satisfies \(r(p) = \frac{|\{i \in N \mid A_i = \{p\}\}|}{n}\) for all \(p \in P\). Among the portioning methods considered by Aziz et al. [ABM19], only the following three are faithful:
Conditional utilitarian portioning selects, for each voter $i$, $p_i$ as a party in $A_i$ approved by the highest number of voters. Then, $r(p) = |\{i \in N \mid p_i = p\}|/n$ for all $p \in P$.

Random priority computes $n!$ portionings, one for each permutation $\sigma$ of $N$, and returns their average. The portioning for $\sigma = (i_1, \ldots, i_n)$ maximizes $\sum_{p \in A_{i_1}} r(p)$, breaking ties by maximizing $\sum_{p \in A_{i_2}} r(p)$, and so forth.

Nash portioning selects the portioning $r$ that maximizes the Nash welfare, i.e.,

$$\prod_{i \in N} \left( \sum_{p \in A_i} r(p) \right).$$

When computing the outcomes of these rules, ties may occur. For our results it will not matter how ties are broken: we only use these rules in counterexamples in which no ties occur.

On first sight, Nash portioning seems particularly promising because it satisfies portioning versions of core stability and EJR [ABM19; GN14]. Concretely, it satisfies a property called average fair share introduced by Aziz et al. [ABM19], which requires that there is no subset $S \subseteq N$ of voters such that $\bigcap_{i \in S} A_i \neq \emptyset$ and $\frac{1}{|S|} \sum_{i \in S} \sum_{p \in A_i} r(p) < |S|/|N|$. However, despite these promising properties, we will see that Nash portioning does not work for our purposes. Instead, we will need to make use of a more recent portioning approach, which was proposed by Speroni di Fenizio and Gewurz [SG19] in the context of party-approval voting.

Majoritarian portioning proceeds in rounds $j = 1, 2, \ldots$. Initially, all parties and voters are active. In iteration $j$, select the active party $p_j$ that is approved by the highest number of active voters. Let $N_j$ be the set of active voters who approve $p_j$. Then, set $r(p_j)$ to $|N_j|/n$, and mark $p_j$ and all voters in $N_j$ as inactive.

If active voters remain, start the next iteration; otherwise, return $r$.

Under majoritarian portioning, we ignore the approval preferences of voters after they have been “assigned” to a party. Note that conditional utilitarian portioning is a similar sequential method which does, however, not ignore the preferences of inactive voters.

Apportionment.

An apportionment problem is a tuple $(P, r, k)$, which consists of a finite set of parties $P$, a portioning $r : P \to [0, 1]$ specifying the vote shares of parties, and a committee size $k \in \mathbb{N}$. Committees are defined as for party-approval elections, and an apportionment method maps apportionment problems to committees $W$ of size $k$.

An apportionment method satisfies lower quota if each party $p$ is always allocated at least $\lfloor k \cdot r(p) \rfloor$ seats in the committee. Furthermore, an apportionment method $f$ is house monotonic if $f(P, r, k) \subseteq f(P, r, k+1)$ for every apportionment problem $(P, r, k)$.

Among the standard apportionment methods, only two satisfy both lower quota and house monotonicity: the D’Hondt method (also known as the Jefferson method) and the quota method. The D’Hondt method assigns the $k$ seats iteratively, each time giving the next seat to the party $p$ with the largest quotient $r(p)/(s(p) + 1)$, where $s(p)$ denotes the number of seats already assigned to $p$.
quota method [BY75] is identical to the D’Hondt method, except that, in the $j$th iteration, only parties $p$ satisfying $s(p)/j < r(p)$ are eligible for the allocation of the next seat. Ties should be broken in a consistent fashion so as to ensure house monotonicity, for example using a fixed tie-breaking order over parties.

**Composition.**

If we take any portioning method and any apportionment method, we can compose them to obtain a party-approval rule. Formally, the composition of portioning method $R$ and apportionment method $M$ maps each party-approval election $(N, P, A, k)$ to a committee $M(P, R(N, P, A), k)$. Note that if the apportionment method is house monotonic then so is the composed rule, since the portioning is independent of $k$.

### 7.4.2 Composed Rules That Fail EJR

Perhaps surprisingly, many pairs of portioning and apportionment methods fail EJR. This is certainly true if the individual parts are not representative themselves. For example, if an apportionment method $M$ “properly” fails lower quota (in the sense that there is a rational-valued input $r$ on which lower quota is violated), then one can construct an example profile on which any composed rule using $M$ fails EJR: Construct a party-approval election with singleton approval sets in which the voter counts are proportional to the shares in the counterexample $r$. Then any faithful portioning method, applied to this election, must return $r$. Since $M$ fails lower quota on $r$, the resulting committee will violate EJR. By a similar argument, suppose that an apportionment method violates house monotonicity, and that there is a rational-valued counterexample. Then the apportionment method, when composed with a faithful portioning method, will give rise to a party-approval rule that fails house monotonicity.

As mentioned above, D’Hondt and the quota method are the only standard apportionment methods to satisfy both lower quota and house monotonicity. However, the composition of either option with the conditional utilitarian, random priority, or Nash portioning methods fails EJR, as the following examples show.

**Example 7.1** Let $n = k = 6$, $P = \{p_0, p_1, p_2, p_3\}$, and consider the ballot profile $A = (\{p_0\}, \{p_0\}, \{p_0, p_1, p_2\}, \{p_0, p_1, p_2\}, \{p_1, p_3\}, \{p_2, p_3\})$.

Then, the conditional utilitarian solution sets $r(p_0) = 4/6$, $r(p_1) = 1/6$, and $r(p_3) = 0$. Any apportionment method satisfying lower quota allocates four seats to $p_0$, one each to $p_1$ and $p_2$, and none to $p_3$. The resulting committee does not provide EJR since the last two voters, who jointly approve $p_3$, have a quota of $q((5, 6)) = 2$ that is not met.

**Example 7.2** Let $n = k = 6$, $P = \{p_0, p_1, p_2, p_3\}$, and consider the ballot profile $A = (\{p_0\}, \{p_0\}, \{p_0, p_1, p_2\}, \{p_0, p_1, p_3\}, \{p_2, p_3\})$.

Random priority chooses the portioning $r(p_0) = 23/45$, $r(p_1) = 23/90$, and
Both D’Hondt and the quota method allocate four seats to \( p_0 \), two seats to \( p_1 \), and none to the other two parties. This violates the claim to representation of the sixth voter (with \( q(6) = 1 \)).

Nash portioning produces a fairly similar portioning, with \( r(p_0) \approx 0.5302 \), \( r(p_1) \approx 0.2651 \), and \( r(p_2) = r(p_3) \approx 0.1023 \). D’Hondt and the quota method produce the same committee as above, leading to the same EJR violation.

It might be surprising that Nash portioning combined with a lower-quota apportionment method violates EJR. After all, Nash portioning satisfies core stability in the portioning setting, which is a strong notion of proportionality, and the lower-quota property limits the rounding losses when moving from the portioning to a committee. As expected, in the election of Example 7.2, the portioning produced by Nash gives sufficient representation to the sixth voter since \( r(p_2) + r(p_3) \approx 0.2047 > 1/6 \). However, since both \( r(p_2) \) and \( r(p_3) \) are below \( 1/6 \) on their own, lower quota does not apply to either of the two parties, and the sixth voter loses all representation in the apportionment step.

8: There are similar examples where Nash portioning with D’Hondt apportionment violates EJR even though every party receives at least one seat, and examples where EJR is violated by a margin of more than one seat.

### 7.4.3 Composed Rules That Satisfy EJR

As we have seen, several initially promising portioning methods fail to compose to a rule that satisfies EJR. One reason is that these portioning methods are happy to assign small shares to several parties. The apportionment method may round several of those small shares down to zero seats. This can lead to a failure of EJR when not enough parties obtain a seat. It is difficult for an apportionment method to avoid this behavior since the portioning step obscures the relationships between different parties that are apparent from the approval ballots of the voters.

Since majoritarian portioning maximizes the seat allocations to the largest parties, it tends to avoid the problem we have just identified. While it fails the strong representation axioms that Nash portioning satisfies, this turns out not to be crucial: Composing majoritarian portioning with any apportionment method satisfying lower quota yields an EJR rule. If we use an apportionment method that is also house monotonic, such as D’Hondt or the quota method, we obtain a party-approval rule that satisfies both EJR and house monotonicity.

**Theorem 7.2** Let \( M \) be a house monotonic apportionment method satisfying lower quota. Then, the party-approval rule composing majoritarian portioning and \( M \) satisfies EJR and house monotonicity.

**Proof.** Consider a party-approval election \((N, P, A, k)\) and let \( r \) be the outcome of majoritarian portioning applied to \((N, P, A)\). Let \( N_1, N_2, ... \) and \( p_1, p_2, ... \) be the voter groups and parties in the construction of majoritarian portioning, so that \( r(p_j) = |N_j|/n \) for all \( j \).

Consider the committee \( W = M(P, r, k) \) and suppose that EJR is violated, i.e., that there exists a group \( S \subseteq N \) with \( \bigcap_{i \in S} A_i \neq \varnothing \) and \( u_i(W) < q(S) \) for all \( i \in S \).

Let \( j \) be minimal such that \( S \cap N_j \neq \varnothing \). We now show that \( |S| \leq |N_j| \). By the definition of \( j \), no voter in \( S \) approves any of the parties \( p_1, p_2, ... p_{j-1} \); thus, all
those voters remain active in round $j$. Consider a party $p^* \in \bigcap_{i \in S} A_i$. In the $j$th iteration of majoritarian portioning, this party had an approval score (among active voters) of at least $|S|$. Therefore, the party $p_j$ chosen in the $j$th iteration has an approval score that is at least $|S|$ (of course, $p^* = p_j$ is possible). The approval score of party $p_j$ equals $|N_j|$. Therefore, $|N_j| \geq |S|$.

Since $|N_j| \geq |S|$, we have $q(N_j) \geq q(S)$. Since $M$ satisfies lower quota, it assigns at least $\lfloor k \cdot r(p_j) \rfloor = \lfloor k \cdot |N_j|/n \rfloor = q(N_j)$ seats to party $p_j$. Now consider a voter $i \in S \cap N_j$. Since this voter approves party $p_j$, we have $u_i(W) \geq W(p_j) \geq q(N_j) \geq q(S)$, a contradiction.

This shows that EJR is indeed satisfied; house monotonicity follows from the house monotonicity of $M$. □

While the party-approval rules identified by Theorem 7.2 satisfy EJR and house monotonicity, they do not reach our gold standard of representation, i.e., core stability:

**Example 7.3** Let $n = k = 16$, $P = \{p_0, \ldots, p_4\}$, and consider the following ballot profile:

\[
\begin{align*}
4 \times \{p_0, p_1\}, & \quad 3 \times \{p_1, p_2\}, & \quad 1 \times \{p_2\} \\
4 \times \{p_0, p_3\}, & \quad 3 \times \{p_3, p_4\}, & \quad 1 \times \{p_4\}
\end{align*}
\]

Majoritarian portioning allocates $1/2$ to $p_0$ and $1/4$ each to $p_2$ and $p_4$. Any lower-quota apportionment method must translate this into $8$ seats for $p_0$ and $4$ seats each for $p_2$ and $p_4$. This committee is not in the core: Let $S$ be the coalition of all $14$ voters who approve multiple parties, and let $T$ allocate $4$ seats to $p_0$ and $5$ seats each to $p_1$ and $p_3$. This gives strictly higher representation to all members of the coalition.

The example makes it obvious why majoritarian portioning cannot satisfy core stability: All voters approving of $p_0$ get deactivated after the first round, which makes $p_2$ seem universally preferable to $p_1$. However, $p_1$ is a useful vehicle for cooperation between the group approving $\{p_0, p_1\}$ and the group approving $\{p_1, p_2\}$. Since majoritarian portioning is blind to this opportunity, it cannot guarantee core stability.

The example also illustrates the power of core stability: The deviating coalition does not agree on any single party they support, but would nonetheless benefit from the deviation. Core stability is sensitive to this demand for better representation.

### 7.5 Computational Aspects

To use a voting rule, we need to compute its output. Ideally, we would like an efficient (i.e., polynomial-time) algorithm for this task, so that we can announce the voting outcome soon after all votes have been cast. Fortunately, many rules admit fast algorithms. For example, the composed rules from Section 7.4.3 can be computed efficiently as long as the employed portioning and apportionment
methods are computable in polynomial time (which is the case for majoritarian portioning as well as for D’Hondt and the quota method). In addition, by our discussion in Remark 7.1, every multiwinner voting rule that runs in polynomial time for the candidate-approval setting also runs in polynomial time for the party-approval setting.

That being said, given our result about core stability in Section 7.3, we are particularly interested in computing the outcome of PAV, which is NP-hard to compute in the candidate-approval setting [AGG+15]. Since party-approval elections are a restricted domain, it is in principle possible that PAV is easier to compute on that domain, but, as we show in Appendix A of the full version, hardness still holds for party-approval elections.

**Theorem 7.3** For a given party-approval election and threshold $s \in \mathbb{R}$, deciding whether there exists a committee with PAV score at least $s$ is NP-hard.

Equally confronted with the computational complexity of PAV, Aziz et al. [AEH+18] proposed a local-search variant of PAV, which runs in polynomial time and guarantees EJR in the candidate-approval setting. Using the same approach, we can find a core-stable committee in the party-approval setting.

**Theorem 7.4** Given a party-approval election, a core-stable committee can be computed in polynomial time.

We defer the proof of this theorem to Appendix A of the full version. In Appendix B.1 of the full version, we additionally show that an optimization variant of Phragmén’s rule [BFJL17] remains intractable in the party-approval subdomain.

Lackner and Skowron [LS22] posed as an open problem to determine the complexity of checking whether a given committee satisfies core stability. We show that the problem is coNP-complete. Our proof is written for party-approval elections, but the result implies hardness for the candidate-approval setting because party-approval elections are a special case of candidate-approval elections.

**Theorem 7.5** For a given party-approval (or candidate-approval) election and a committee $W$, it is coNP-complete to decide whether $W$ satisfies core stability.

**Proof.** The complement problem is clearly in NP since a core deviation provides a certificate. We reduce from the NP-complete problem exact cover by 3-sets (3X3C). Here, given a set $X$ with $|X| = 3r$ and a collection $\mathcal{B}$ of 3-element subsets of $X$, the question is whether there exists a selection $\mathcal{B}' \subseteq \mathcal{B}$ of $r$ of the subsets such that every element of $X$ occurs in one of the sets in $\mathcal{B}'$.

We construct an instance of our problem as follows: For every set $B \in \mathcal{B}$ we introduce a set candidate and for every element in $X$ we introduce an element voter. We set $k = r$ and introduce one special voter, $k - 1$ private candidates and one dummy candidate. The approval sets are as follows: Each element voter $x \in X$ approves exactly those set candidates $B \in \mathcal{B}$ with $x \in B$ and the special voter approves all candidates except the dummy candidate. (Thus, no voter approves the dummy candidate.) Finally, let $W$ be the committee consisting of the private
candidates and the dummy candidate. Note that \(|W| = k\). We claim that \(W\) is not core stable if and only if the X3C instance is a yes instance.

Suppose that \(W\) is not core stable, and let \(S \subseteq N\) and committee \(T : P \rightarrow \mathbb{N}\) witness this fact. Without loss of generality, we may assume that \(T\) only gives seats to set candidates, since all other candidates are dominated by set candidates. Suppose \(|T| = t\). Then \(T\) provides positive utility to at most \(3t\) element voters. These \(3t\) voters on their own can afford \([3t \cdot k/n] \leq 3t \cdot k/(3k + 1) < t\) candidates. Because all element voters in \(S\) must obtain positive utility from \(T\), it follows that the special voter must be part of \(S\). Because the special voter \(i\) has \(u_i(T) > u_i(W) = k - 1\), we have \(u_i(T) = k\). Thus \(|T| = k\), and a committee of this size can only be afforded by the grand coalition, so \(S = N\). Thus, every element voter is part of \(S\) and thus obtains positive utility from \(T\), and hence for every element, \(T\) contains at least one set candidate corresponding to a set containing that element. It follows that the X3C instance has a solution.

Conversely, every solution to the X3C instance induces a committee \(T\) consisting of the \(k\) set candidates chosen by the solution. Then \(T\) gives positive utility to all element voters and increases the special voter’s utility from \(k - 1\) to \(k\). Hence \(T\) together with \(S = N\) show that \(W\) is not core stable.

In the candidate-approval setting, checking whether a given committee satisfies EJR is coNP-complete [ABC+17; AEH+18]. In other words, given a committee, it is hard to find a cohesive coalition of voters that is underrepresented. Interestingly, this task is tractable in party-approval elections. Intuitively, checking becomes easier in party-approval elections as groups of voters are already cohesive when they have only a single approved party in common.

**Theorem 7.6** Given a party-approval election \((N, P, A, k)\) and a committee \(W : P \rightarrow \mathbb{N}\), it can be checked in polynomial time whether \(W\) satisfies EJR.

**Proof.** We describe a procedure to check whether a given committee \(W\) violates EJR. For each party \(p \in P\) and each \(\ell \in [k]\), define
\[
S_{p,\ell} = \{ i \in N \mid p \in A_i \text{ and } u_i(W) \leq \ell \}
\]
and check whether \(\ell < q(S_{p,\ell})\) holds. If so, the set \(S_{p,\ell}\) induces an EJR violation. This is because \(\bigcap_{i \in S_{p,\ell}} A_i \neq \emptyset\) and \(u_i(W) \leq \ell < q(S_{p,\ell})\) holds for all \(i \in S_{p,\ell}\).

Now, assume that the condition is not satisfied for any party \(p \in P\) and any \(\ell \in [k]\). We claim that this proves the nonexistence of an EJR violation. Assume for contradiction that there exists a group \(S \subseteq N\) inducing an EJR violation. Let \(p \in \bigcap_{i \in S} A_i\) and \(\ell = \max_{i \in S} u_i(W)\). By definition, \(S \subseteq S_{p,\ell}\) and hence \(q(S_{p,\ell}) \geq q(S) > \ell\), a contradiction. A straightforward implementation of this algorithm has polynomial running time \(O(|P|k^n)\). 

We observe a similar effect for proportional justified representation (PJR), a proportionality axiom introduced by Sánchez-Fernández et al. [SEL+17] which is weaker than EJR. While checking whether a committee satisfies PJR is coNP-complete in the candidate-approval setting, we can solve the problem in polynomial time.


via submodular minimization in our setting. For a formal definition and the proof, see Appendix A.3 of the full version.

7.6 Discussion

In this chapter, we have initiated the axiomatic analysis of approval-based apportionment. On a technical level, it would be interesting to see whether the party-approval domain allows us to satisfy other combinations of axioms that are not known to be attainable in candidate-approval elections. For instance, the compatibility between strong representation axioms and certain notions of support monotonicity is an open problem [SF19].

We have presented our setting guided by the application of apportioning parliamentary seats to political parties. But our formal setting has other interesting applications. An example would be participatory budgeting settings where items all have equal costs and come in different types. For instance, a university department could decide how to allocate Ph.D. scholarships across different research projects, in a way that respects the preferences of funding organizations.

As another example, the literature on multiwinner elections suggests many applications to recommendation problems [SFL16]. For instance, one might want to display a limited number of news articles, movies, or advertisements in a way that fairly represents the preferences of the audience. These preferences might be expressed not over individual pieces of content, but over content producers (such as newspapers, studios, or advertising companies), in which case our setting provides rules that decide how many items should be contributed by each source. Expressing preferences on the level of content producers is natural in repeated settings, where the relevant pieces of content change too frequently to elicit voter preferences on each occasion. Besides, content producers might reserve the right to choose which of their content should be displayed.

In the general candidate-approval setting, the search continues for rules that satisfy EJR and house monotonocity, or core stability. But for the applications mentioned above, these guarantees are already achievable today.

---


8.1 Introduction

The Constitution of the United States says that

“Representatives [in the US House of Representatives] shall be apportioned among the several States according to their respective numbers, counting the whole number of persons in each State ...”

These “respective numbers,” or populations, of the states are determined every decade through the census. For example, on April 1, 2020, the population of the United States was 331,108,434, and the state of New York had a population of 20,215,751. New York therefore deserves 6.105% of the 435 seats in the House, which is 26.56 seats, for the next ten years.

The puzzle of apportionment is what to do about New York’s 0.56 seat — in this round of apportionment it was rounded down to 0, and New York lost its 27th seat — or, more generally, how to allocate fractional seats. This mathematical question has riveted the American political establishment since the country’s founding [Szpi10].

In 1792, Congress approved a bill that would enact an apportionment method proposed by Alexander Hamilton,¹ the first secretary of the treasury and star of the eponymous musical. If we denote the standard quota of state $i$ by $q_i$ ($q_i = 26.56$ in the case of New York in 2020), Hamilton’s method allocates to each state its lower quota $\lfloor q_i \rfloor$ (26 for NY). Then, Hamilton’s method goes through the states in order of decreasing residue $q_i - \lfloor q_i \rfloor$ (0.56 for NY) and allocates an additional seat to each state until all house seats are allocated.

As sensible as Hamilton’s method appears, it repeatedly led to bizarre results, which became known as apportionment paradoxes.

The Alabama paradox: Using the 1880 census results, the chief clerk of the Census Office calculated the apportionment according to Hamilton’s method for all House sizes between 275 and 350, and discovered that, as the size increased from 299 to 300, Alabama lost a seat. In 1900, the Alabama paradox reappeared, this time affecting Colorado and Maine.

The population paradox: In 1900, the populations of Virginia and Maine were 1,854,184 and 694,466, respectively. Over the following year, the populations of the two states grew by 19,767 and 4,649, respectively. Even though Virginia’s growth was larger even relative to its population, Hamilton’s method would have transferred a seat from Virginia to Maine.

Past occurrences of these paradoxes invited partisan strife, which is only natural since a state’s representatives have a strong personal stake in their state not losing seats. Both in Congress and the courts, this strife took the form of a tug-of-war over the choice of apportionment method, the size of the House,² and the census

¹: In fact, the bill was vetoed by George Washington and Hamilton’s method was only adopted in 1850.
²: For a long time, the House kept growing such that no state ever lost a seat, even though the influence of each seat diminished.
numbers, driven by the states’, parties’, and individual representatives’ self-interest rather than the public good.

This state of affairs improved in 1941 when Congress adopted an apportionment method that provably avoids the Alabama and population paradoxes, which had been developed by Edward Huntington, a Harvard mathematician, and Joseph Hill, the chief statistician of the Census Bureau. While the Huntington–Hill method is house monotone (i.e., it avoids the Alabama paradox) and population monotone (i.e., it avoids the population paradox), it has a different, equally bizarre weakness: it does not satisfy quota, that is, the allocation of some states may be different from \([q_i]\) or \([\lceil q_i \rceil]\). A striking impossibility result by Balinski and Young [BY01] shows that this tension is inevitable: no apportionment method can simultaneously satisfy quota and be population monotone.³

While the Balinski–Young impossibility is troubling, in our view there is an even larger source of unfairness that plagues apportionment methods, which is rooted in their determinism. In addition to introducing bias (the Huntington-Hill method disadvantages larger states), deterministic methods often lead to situations where small counting errors can change the outcome.⁴ For example, based on the 2020 census, New York lost its 27th House seat, but it would have kept it had its population count been higher by 89 residents! After the 1990 and 2000 censuses, similar circumstances were the basis for lawsuits brought by Massachusetts and Utah.

To address these issues, an obvious solution is to use randomization in order to realize the standard quota of each state in expectation, as Grimmett proposed in 2004 [Gri04]. If such a randomized method was used, 89 additional residents would have shifted New York’s expected number of seats by a negligible 0.0001, and the decision between 26 or 27 seats would have been made by an impartial random process, which is less accessible to political maneuvering than, say, the census [Sto11].

Grimmett’s proposed apportionment method is easy to describe. First, we choose a random permutation of the states; without loss of generality, that permutation is identity. Second, we draw \(U\) uniformly at random from \([0,1]\), and let \(Q_i := U + \sum_{j=1}^{i} q_j\). Finally, we allocate to each state \(i\) one seat for each integer contained in the interval \([Q_i-1, Q_i)\). (In particular, this implies that the allocation will satisfy quota.)

Why this particular method? Grimmett writes [Gri04, p. 302]:

“We offer no justification for this scheme apart from fairness and ease of implementation.”

Grimmett’s method is easy to implement for sure, and what he refers to as “fairness” — realizing the fractional quotas in expectation — is arguably a minimal requirement for any randomized apportionment method. But his two axioms, “fairness” and quota, allow for a vast number of randomized methods: Indeed, after allocating \([q_i]\) seats to each agent, the problem of determining which states to round up reduces to so-called “rps sampling” (“inclusion probability proportional to size”), and dozens of such schemes have been proposed in the literature [BH83]. We believe, therefore, that additional criteria are needed to guide the design of randomized apportionment methods. To identify such criteria, we return to the classics: house and population monotonicity.

³ Balinski and Young (2001): Fair Representation.
⁴ We will revisit this result in Section 8.3 and show that, while Balinski and Young’s theorem makes additional implicit assumptions, the incompatibility between quota and population monotonicity continues to hold without these assumptions.
⁵ A second shortcoming of deterministic apportionment methods is a lack of fairness over time: For example, if the states’ populations remain static, a state with a standard quota of, say, 1.5 might receive a single seat in every single apportionment and therefore only receive 2/3 of its deserved representation. Using randomized apportionment, the long-term average of a state’s number of seats is proportional to the state’s average share of the total population.
8.1.1 Our Approach and Results

In this paper, we seek randomized apportionment methods that satisfy natural extensions of house and population monotonicity to the randomized setting. We want these monotonicity axioms to hold even ex post, i.e., after the randomization has been realized. We find such methods by taking a parameterized class of deterministic methods all of which satisfy the desired ex post axioms (in our case, subsets of population monotonicity, house monotonicity, and quota), and to then randomize over the choice of parameters such that ex ante properties hold (here: ex ante proportionality).\(^5\)

Guaranteeing monotonicity axioms ex post is helpful for preventing certain kinds of manipulation in the apportionment process. For instance, say that the census concludes and a randomized apportionment is determined, and only then does a state credibly contest that its population was undercounted (in the courts or in Congress with the support of a majority). Using an apportionment method without population monotonicity, states might strategically undercount their population in the census and only reveal the true count in case this turns out to be beneficial once the randomness is revealed. When using a population monotone method, by contrast, any revised apportionment would be made using the same deterministic and population monotone method, which implies that immediately revealing the full population count is a dominant strategy, even for coalitions of states.

In Section 8.3, we first show that no such randomized methods exist for population monotonicity. This impossibility is not due to randomization or ex ante proportionality, but due to the fact that population monotonicity and quota are outright incompatible. Thus, there do not exist suitable deterministic apportionment methods that a randomized apportionment method could randomize over. That population monotonicity and quota are incompatible is well-known from the Balinski–Young impossibility theorem [BY01], but their proof uses some "mild" background conditions (notably neutrality), which are not mild for our randomized purposes. We are able to prove a stronger version of their theorem, which derives the impossibility with no assumptions other than population monotonicity and quota. The deterministic apportionment methods that are most commonly used in practice (so called divisor methods, including the Huntington–Hill method) satisfy population monotonicity but fail quota. So it makes sense to ask whether population monotonicity can be combined with ex ante proportionality (without requiring quota). We construct such a method, which is reminiscent of the family of divisor methods, except that the so-called “divisor criterion” [BY01] is specific to each state and is given by a sequence of Poisson arrivals.

For house monotonicity, we provide in Section 8.4 a randomized apportionment method that satisfies house monotonicity, quota, and ex ante proportionality. To obtain this result, we generalize the classic result of Gandhi et al. [GKPS06] on dependent rounding in a bipartite graph. We call this method cumulative dependent randomized rounding or just cumulative rounding (Theorem 8.4). Cumulative rounding allows to correlate dependent-rounding processes in multiple copies of the same bipartite graph such that the result satisfies an additional guarantee across copies of the graph. This guarantee, which we describe in the next paragraph, generalizes the quota axiom of apportionment. As a side product,

\[^5\] In mechanism design, a similar approach extends strategyproofness to universal strategyproofness [NR01].
our existence proof for house monotonicity provides a new characterization of the deterministic apportionment methods satisfying house monotonicity and quota, which is based on the corner points of a bipartite matching polytope.

To describe cumulative rounding more precisely, we first sketch the result of Gandhi et al. [GKPS06]. For a bipartite graph \((V, E)\) and edge weights \(\{w_e\}_{e \in E}\) in \([0,1]\), dependent rounding randomly generates a subgraph \((V, E')\) with \(E' \subseteq E\) providing three properties: marginal distribution (each edge \(e \in E\) is contained in \(E'\) with probability \(w_e\)), degree preservation (in the rounded graph, the degree of a vertex \(v\) is the floor or the ceiling of \(v\)'s fractional degree \(\sum_{e \in E} w_e\)), and negative correlation. Cumulative rounding allows us to randomly round \(T\) many copies of \((V, E)\), where each copy \(1 \leq t \leq T\) has its own set of weights \(\{w^t_e\}_{e \in E}\). Each copy will provide marginal distribution, degree preservation, and negative correlation. As we prove in Section 8.5, cumulative rounding additionally guarantees cumulative degree preservation: for each vertex \(v\) and \(1 \leq t \leq T\), the sum of degrees of \(v\) across copies 1 through \(t\) equals the sum of fractional degrees of \(v\) across copies 1 through \(t\), either rounded up or down. For example, node \(v_1\) in Figure 8.1 is incident to edges with a total fractional weight of \(2 \cdot \frac{1}{4} + 2 \cdot \frac{1}{2} = 1.5\) across copies \(t = 1, 2\), and must hence be incident to 1 or 2 edges in total across the rounded versions of copies \(t = 1, 2\). Since, across copies \(t = 1, 2, 3\), \(v_1\)'s total fractional degree is \(1.5 + 2 \cdot \frac{3}{4} = 3\), \(v_1\) must be incident to a total of exactly 3 rounded edges across the copies \(t = 1, 2, 3\). Applying cumulative rounding to a star graph yields the desired randomized apportionment method satisfying house monotonicity, quota, and ex ante proportionality.

We believe that cumulative rounding is of broader interest, and in Section 8.6, we present applications of cumulative rounding beyond apportionment. First, we look at a proposal of Buchstein and Hein [BH09] for a reform of the European Commission of the European Union: They propose to use a weighted lottery to choose which countries get to nominate commissioners. Using cumulative rounding to implement this lottery would eliminate two key problems the authors identified in a simulation study, in particular the possibility that some member states might go without any commissioners for a long period of time. We also describe how cumulative rounding can be applied to round fractional allocations of goods or chores, and we discuss a specific application of assigning faculty to teach courses.

8.1.2 Related Work

Randomized apportionment was first suggested by Grimmett [Gri04], whose proposal we have already discussed. More recently, Aziz et al. [ALM+19] developed a randomized rounding scheme as part of a mechanism for strategy-proof peer
8.2 Model

Throughout this paper, fix a set of \( n \geq 2 \) states \( N = \{1, 2, \ldots, n\} \). For a given population profile \( \vec{p} \in \mathbb{N}_+^n \), which assigns a population of \( p_i \in \mathbb{N}_+ \) to each state \( i \), and for a house size \( h \in \mathbb{N}_+ \), an apportionment solution deterministically allocates to each state \( i \) a number \( a_i \in \mathbb{N} \) of house seats such that the total number of allocated seats is \( h \). Formally, a solution is a function \( f : \mathbb{N}_+^n \times \mathbb{N}_+ \rightarrow \mathbb{N}^n \) such that, for all \( \vec{p} \) and \( h \), \( \sum_{i \in N} f_i(\vec{p}, h) = h \). For a population profile \( \vec{p} \) and house selection, which they simultaneously propose as a randomized apportionment method. Just like Grimmett’s method, their method satisfies ex ante proportional-ity and quota. Aziz et al. argue that the main advantage of their method is that its support consists of only linearly (not exponentially) many deterministic apportionments. This, they claim, is useful in repeated apportionment settings, where one could repeat a periodic sequence of these deterministic apportionments and thereby limit the possibility of selecting the same state much too frequently or much too rarely due to random fluctuations. If this is the goal, cumulative rounding will arguably give better guarantees (see Section 8.6.1).

As a consequence of the Birkhoff–von Neumann Theorem [Bir46; vNeu53], any fractional matching in a bipartite graph can be implemented as a lottery over integral matchings, in the sense that each edge is present in the random matching with probability equal to its weight in the fractional matching. One algorithm for rounding a bipartite matching is pipage rounding [AS04], which Gandhi et al. [GKPS06] randomized in their dependent rounding technique. This rounding technique is powerful since it can directly accommodate fractional degrees larger than 1 and can provide negative-correlation properties such that Chernoff concentration bounds apply [PS97]. The technique of Gandhi et al. has found many applications in approximation algorithms [BGL+12; GKPS06; KMPS09] and in fair division [AN20; CJMW19; SS18a].

Steiner and Yeomans [SY93] study a problem in just-in-time industrial manufacturing: how to alternate between the production of different types of goods in a way that produces each type in specified proportions. As pointed out by Bautista et al. [BCC96], this problem is related to apportionment. In particular, a production schedule resembles a deterministic house monotone apportionment method: as the available production time increases by one slot, the schedule needs to decide which type to produce in the next slot. Steiner and Yeomans end up with a property that nearly guarantees quota because they aim to minimize how far the prevalence of types among the goods produced so far deviates from the desired proportions. Now, they only produce deterministic schedules, and the existence of deterministic house monotone and quota apportionment methods has long been known [BY75; Sti79]. But we believe that the main construction in their proof could be randomized to obtain an alternative proof of Theorem 8.6, without however providing the generality of cumulative rounding. In fact, a similar graph construction to that by Steiner and Yeomans is randomly rounded within a proof by Gandhi et al. [GKPS06] to obtain an approximation result about broadcast scheduling.

[BCC96] Bautista et al. (1996): A Note on the Relation between the Product Rate Variation (PRV) Problem and the Apportionment Problem.
[BY75] Balinski and Young (1975): The Quota Method of Apportionment.
size $h$, state $i$’s standard quota is $q_i := \frac{p_i}{\sum_{i \in \mathbb{N}} p_i}$ $h$. Next, we define three axioms for solutions:

**Quota:** A solution $f$ satisfies quota if, for any $\vec{p}^j$ and $h$, it holds that $f_j(\vec{p}^j, h) \in \{[q_i], [q_i]\}$ for all states $i$.

**House monotonicity:** A solution $f$ satisfies house monotonicity if, for any $\vec{p}$ and $h$, increasing the house size to $h' = h + 1$ does not reduce any state’s seat number, i.e., if $f_j(\vec{p}, h) \leq f_j(\vec{p}, h + 1)$ for all $i \in \mathbb{N}$

**Population monotonicity:** We say that a solution $f$, some $\vec{p}, \vec{p}' \in \mathbb{N}_n^+$, and some $h, h' \in \mathbb{N}_+$ exhibit a population paradox if there are two states $i \neq j$ such that $p'_i \geq p_i, p'_j \leq p_j, f_j(\vec{p}', h') < f_j(\vec{p}, h)$, and $f_j(\vec{p}', h') > f_j(\vec{p}, h)$, or, in words, if state $i$ loses seats and $j$ wins seats even though $i$’s population weakly grew and $j$'s population weakly shrunk. A solution $f$ is population monotone if it exhibits no population paradoxes for any $\vec{p}, \vec{p}', h, h'$. By setting $\vec{p} = \vec{p}'$, one easily verifies that population monotonicity implies house monotonicity.

Finally, we will define randomized apportionment methods. One potential definition, used by Grimmett [Gri04], is a function that for each $\vec{p}$ and $h$ specifies a probability distribution over seat allocations $(a_i)_{i \in \mathbb{N}}$. Instead, we are looking for a random process whose outcome $\omega \in \Omega$ simultaneously determines apportionments for all population vectors $\vec{p}$ and house sizes $h$, which will allow us to formulate axioms relating these different apportionments. Conceptually, we think of such a method as a solution-valued random variable. Formally, a randomized apportionment method, which we will just call a method, consists of a probability space $\Omega = (\Omega, \mathcal{F}, \mathbb{P})$ and a function $F$ mapping elements of $\Omega$ to solutions such that, for all $\vec{p}$ and $h, F(\vec{p}, h)$ is a random vector specifying the seat allocation. Typically, we will not need to think about the internal structure of $\Omega$ and therefore leave it implicit. Using a programming metaphor, the “randomness” of a program is really determined by an implicit random seed. We can think of a method $F$ as a procedure that is initialized with a seed $\omega$ and then takes $\vec{p}$ and $h$ as its input in order to return an apportionment. When $\omega$ is chosen at random, then $F$ behaves as a random procedure, but for any fixed $\omega, F_{\omega}$ is just a deterministic procedure mapping $\vec{p}, h$ to apportionments. Our axioms, described in the next paragraph, constrain both the random behavior of $F$ and the consistency of any $F_{\omega}$ across inputs.

A method $F$ satisfies ex ante proportionality if, for any $\vec{p}, h$ and for any state $i$, $i$’s expected number of seats equals $i$’s standard quota, i.e., if $\mathbb{E}[F(\vec{p}, h)] = q_i$. A method $F$ satisfies quota, house monotonicity, or population monotonicity if all solutions in the method’s support satisfy the respective axiom. In this paper, we mainly search for apportionment methods that combine quota and ex ante proportionality — the two axioms obtained by Grimmett [Gri04] — with either population or house monotonicity.

---

6: This definition of population monotonicity, taken from Robinson and Ullman [RU10], is slightly weaker than the definition of other authors, whose violation we describe in the introduction. All results extend to the alternative notion of relative population monotonicity [RU10]: the proof of Theorem 8.1 immediately applies, and the proof of Theorem 8.2 is easy to adapt.


7: This is also how we would implement an apportionment method on a computer. A seed obtained using physical randomness would determine the solution, and the solution would be computed from the seed using a pseudo-random number generator.
8.3 Population Monotonicity

8.3.1 Population Monotonicity Is Incompatible with Quota

We begin by showing that no apportionment method satisfies population monotonicity, quota, and ex ante proportionality. In fact, quota and population monotonicity alone are incompatible: We will show that no solution satisfies these two axioms. Since a method satisfying quota and population monotonicity would be a random choice over such solutions, no such method exists either.

At first glance, the incompatibility of quota and population monotonicity might seem to follow from existing results, but these results implicitly make neutrality assumptions that are not appropriate for randomized apportionment. Indeed, Balinski and Young [BY01], who originally proved this incompatibility, as well as variations of their proof [El-19; RU10] all assume what Robinson and Ullman [RU10] call the order-preserving property, i.e., if state $i$ has strictly larger population than state $j$, then $i$ must receive at least as many seats as $j$. This property is usually proved as a consequence of neutrality together with population monotonicity.

While the order-preserving property is reasonable for developing deterministic apportionment methods, it is not desirable for the component solutions of a randomized apportionment method. This is clear for $h = 1$: The order-preserving property would mean that only the very largest state(s) can get a seat with positive probability; by contrast, the strength of randomization is that it allows us to allocate the seat to smaller states. To our knowledge, the existence of quota and population monotone solutions without the assumption of the order-preserving property was an open problem.

**Theorem 8.1** No (deterministic) apportionment solution satisfies population monotonicity and quota.

**Proof.** Fix a set of 5 states, and let $f$ be a solution satisfying quota. We will show that $f$ must violate population monotonicity by analyzing three types of population profiles, which are given in Table 8.1, all for house size $h = 10$. The starting profile is $\vec{p}^A$ in this table. By quota, state 1 must receive either 8 or 9 seats on this profile, but we will show that either choice leads to a violation of population monotonicity: First, we show that allocating 9 seats implies a violation of population monotonicity with respect to profile $\vec{p}^B$; second, we show that allocating 8 seats contradicts population monotonicity with respect to $\vec{p}^C$.

<table>
<thead>
<tr>
<th>state $i$</th>
<th>profile $\vec{p}^A$</th>
<th>profile $\vec{p}^B$</th>
<th>profile $\vec{p}^C$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_i^A$ $q_i^A$</td>
<td>$p_i^B$ $q_i^B$</td>
<td>$p_i^C$ $q_i^C$</td>
</tr>
<tr>
<td>1</td>
<td>824 8.24</td>
<td>824 6.99</td>
<td>824 9.02</td>
</tr>
<tr>
<td>2</td>
<td>44 0.44</td>
<td>44 0.37</td>
<td>1 0.01</td>
</tr>
<tr>
<td>3</td>
<td>44 0.44</td>
<td>44 0.37</td>
<td>1 0.01</td>
</tr>
<tr>
<td>4</td>
<td>44 0.44</td>
<td>44 0.37</td>
<td>44 0.48</td>
</tr>
<tr>
<td>5</td>
<td>44 0.44</td>
<td>222 1.88</td>
<td>44 0.48</td>
</tr>
</tbody>
</table>

Table 8.1: Populations and standard quotas for three population profiles, used in showing that population monotonicity and quota are incompatible. The house size is $h = 10$.  

Allocating 9 seats contradicts population monotonicity. Suppose that $f_1(\vec{p}_A, 10) = 9$. Then, the remaining seat must be given to either state 2, 3, 4, or 5. Without loss of generality, we may assume that $f(\vec{p}_A, 10) = (9, 0, 0, 0, 1)$.

Next, consider the profile $\vec{p}_B$. Since quota prevents us from allocating more than 7 seats to state 1 or more than 2 seats to state 5, at least one of the states 2, 3, and 4 must receive a seat on $\vec{p}_B$. Thus, this state’s allocation strictly increases from its allocation of zero seats on $\vec{p}_A$, even though the state’s population has not changed. Moreover, state 1 can receive at most 7 seats on this profile by quota, which is strictly below the 9 seats on $\vec{p}_A$, and state 1’s population has also remained the same. But population monotonicity forbids there to be a pair of states with unchanged population, such that one gains a seat and the other loses a seat. Hence, if state 1 receives 9 seats on $\vec{p}_A$, then $f$ violates population monotonicity.

Allocating 8 seats contradicts population monotonicity. Suppose that $f_1(\vec{p}_A, 10) = 8$. The remaining two seats must be given to two states out of 2, 3, 4, and 5; without loss of generality, we may assume that $f(\vec{p}_A, 10) = (8, 0, 0, 1, 1)$.

On profile $\vec{p}_C$, quota implies that state 1 receives at least 9 seats — strictly more than the 8 given on $\vec{p}_A$ even though the population has not changed. Given that there is at most one more seat to hand out, at least one state out of 4 and 5 must receive zero seats on $\vec{p}_C$, which is a strict reduction with respect to $\vec{p}_A$ even though the state’s population is the same. Thus, allocating 8 seats to state 1 on $\vec{p}_A$ also leads to a violation of population monotonicity.

Since both possible choices for $f_1(\vec{p}_A, 10)$ imply a monotonicity violation, no solution can satisfy both quota and population monotonicity.

### 8.3.2 A Population Monotone and Ex Ante Proportional (But Not Quota) Method

The incompatibility between population monotonicity and quota leaves open the question of whether there are apportionment methods satisfying population monotonicity and ex ante proportionality. The answer is positive, as the following proposition shows:

**Theorem 8.2** There exists an apportionment method $F$ that satisfies population monotonicity and ex ante proportionality.

**Proof.** Which solution is randomly chosen by the method will depend on the values taken on by $n$ independent Poisson arrival processes with rate $1$. We fix an outcome $\omega \in \Omega$ and will construct a solution $F(\omega)$. For each state $i$, $\omega$ determines an infinite sequence $0 < x_1^i < x_2^i < \ldots$ of arrival times. We will describe the apportionment given by $F(\omega)$ on input $\vec{p}$ and $h$, which we illustrate in Figure 8.2: First, we divide each arrival time $x_t^i$ by the corresponding state’s population, i.e., we set $y_t^i := x_t^i/p_i$. Second, we combine the $y_t^i$ for all $t$ and $i$ in a single arrival sequence $(z_1, i_1), (z_2, i_2), \ldots$ labeled with states, i.e., each $(z_t, i_t)$ corresponds to some arrival $y_t^i$ for some $i$ and $t$, such that $z_t = y_t^i$ is the arrival time, $i_t = i$ is the agent label, and the $z_t$ are sorted in increasing order. Third, we
allocate \(|1 ≤ j ≤ h | i_j = 0\)| many seats to each state \(i\), i.e., a number of seats equal to how many among the \(h\) smallest scaled arrival times belonged to \(i\)'s arrival process. This specifies the solution \(F(\omega)\), and, moreover, the method \(F\).

First, we show that \(F\) satisfies ex ante proportionality. For this, fix some \(\bar{p}\) and \(h\). Then, the \(\{y_t\}_{t \geq 1}\) for each \(i\) are distributed as the arrival sequences of independent Poisson processes, where \(i\)'s arrival process has a rate of \(p_i\). By the coloring theorem for Poisson processes [King93, p. 53], our labeled arrival sequence \((z_j, i_j)\) has the same distribution as if we had sampled a Poisson arrival process \(0 < z_1 < z_2 < ...\) with arrival rate \(\sum_{i \in N} p_i\) and had drawn each \(i_j\) independently, choosing each \(i \in N\) with probability proportional to \(p_i\). Since the \(z_j\) and \(i_j\) are independent in this way, \(F(\bar{p}, h)\) is distributed as if sampling \(h\) states, with probability proportional to the states' populations and with replacement. In particular, this implies ex ante proportionality.

It remains to show that \(F\) satisfies population monotonicity. Fix an \(\omega\), i.e., the \(x_j\), as well as two inputs \(\bar{p}, h\) and \(\bar{p}', h'\), for which we will show that \(F(\omega)\) does not exhibit a population paradox. Denoting the inputs' respective variables by \(y_j, z_j\) and \(y_j', z_j'\), it is easy to see that, for all \(i\) for which \(p_i' ≥ p_i\), \(y_j' ≥ y_j\) for all \(t\), and that, for all \(i\) for which \(p_i' < p_i\), \(y_j' ≥ y_j\) for all \(t\). Observe that each state \(i\) receives a number of seats equal to the number of its scaled arrival times \(y_i\) (resp., \(y_i'\)) that are at most \(z_h\) (resp., \(z_h'\)).

Suppose that \(z_i' ≥ z_h\) (the reasoning for the case \(z_i' ≤ z_h\) is symmetric). Then, whenever \(y_j' ≤ z_h\) for a state \(i\) for which \(p_i' ≥ p_i\), then \(y_j' ≤ y_j ≤ z_h ≤ z_i'\), which shows that \(i\)'s seat number must weakly increase. One verifies that this rules out a population paradox on \(\bar{p}, h\) and \(\bar{p}', h'\). Together with the symmetric argument for \(z_i' ≤ z_h\), this establishes population monotonicity.

Though the apportionment solutions used in the last theorem might seem esoteric, it is interesting to compare them to divisor methods (for consistency with our terminology, divisor solutions), which, under widely assumed regularity assumptions, exactly characterize the space of all population monotone solutions [BY01]. A divisor solution is characterized by a divisor criterion, which is a monotone increasing function \(d: \mathbb{N} → \mathbb{R}_{>0}\) such that, for all \(t \in \mathbb{N}\), \(t ≤ d(t) ≤ t + 1\). For instance, the Huntington-Hill solution is induced by \(d(t) := \sqrt{t(t + 1)}\). For a population profile \(\bar{p}\) and house size \(h\), the divisor solution corresponding to \(d\) can be calculated by considering the sets \(\{p_i / d(t) | t \in \mathbb{N}\}\) for each state \(i\), determining the \(h\) largest values across all sets, and allocating to each state \(i\) a number of seats equal to how many of the \(h\) largest values came from \(i\)'s set. The
solutions in the above proof could have been cast in similar terms, where state \( i \)'s set is \( \{1/\gamma_i \mid t \in \mathbb{N}\} = \{p_i/x_i^t \mid t \in \mathbb{N}\} \), i.e., where, for each state \( i \), \( t \mapsto x_i^t \) plays the role of a state-specific divisor criterion.

Clearly, the solutions’ resemblance to divisor solutions enabled our proof of population monotonicity. At the same time, using different “divisor criteria” for different states allowed to avoid the order-preserving property, which would have prevented ex ante proportionality as described in Section 8.3.1. Less satisfying is that these “divisor criteria” do not satisfy any bounds such as \( t \leq d(t) \leq t + 1 \), which makes it likely that solutions substantially deviate from proportionality ex post. An interesting question for future work is whether Theorem 8.2 can be strengthened to additionally satisfy lower quota (“\( F_i(\vec{p}, h) \geq \lfloor q_i \rfloor \)”) or upper quota (“\( F_i(\vec{p}, h) \leq \lceil q_i \rceil \)”).

8.4 House Monotonicity

While we cannot obtain population monotonicity without giving up on quota, we now propose an apportionment method that combines house monotonicity with quota and ex ante proportionality.

8.4.1 Examples of Pitfalls

An intuitive strategy for constructing a house monotone randomized apportionment methods is to do it inductively, seat-by-seat. Thus, we would need a strategy for extending a method that works for all house sizes \( h' \leq h \) to a method that also works for house size \( h + 1 \). In this section, we give examples suggesting that this does not work, by showing that some reasonable methods cannot be extended without violating quota or ex ante proportionality. This motivates a search for a more “global” strategy for constructing a house-monotone method.

Our first example will show that there are apportionments for a given \( h \) that satisfy quota, but that are “toxic” in that they can never be chosen by a house monotone solution which satisfies quota:

Example 8.1 Suppose that we have four states with populations \( \vec{p} = (1, 2, 1, 2) \). The distribution that we will consider is the one given by Grimmett’s method [Grio04] (as described in the introduction) for these inputs. Let \( h = 2 \). Observe that, if the random permutation chosen by Grimmett’s method is identity and if furthermore \( U > 2/3 \), then Grimmett’s method will return the allocation \((1,0,1,0)\). But we will show that no solution \( f \) such that \( f(\vec{p}, 2) = (1,0,1,0) \) can satisfy house monotonicity and quota. Indeed, if \( f \) is house monotone, then at least one out of state 2 or state 4 must still be given zero seats by \( f \) when \( h = 3 \), but quota requires that both states receive exactly one seat when \( h = 3 \). It follows that Grimmett’s method, or any other method satisfying quota and whose support contains solutions \( f \) with \( f(\vec{p}, 2) = (1,0,1,0) \), cannot be house monotone.


9: It is easy to correlate an outcome for \( h = 1 \) with this distribution in a way that preserves house monotonicity: Draw an apportionment \( \vec{a} \) from the \( h = 2 \) distribution and then flip a coin to determine if the seat for \( h = 1 \) should go to the smaller or the larger one of the states receiving a seat in \( \vec{a} \). This satisfies quota, ex ante proportionality, and house monotonicity across the inputs \((\vec{p}, 1)\) and \((\vec{p}, 2)\).
Thus, a first challenge that any quota and house monotone method must overcome is to never produce a toxic apportionment for a specific $h$ that cannot be extended to all larger house sizes in a house monotone and quota-compliant way. Still [Sti79] and later Balinski and Young [BY79] give a characterization of non-toxic apportionments, but we found no way of transforming this characterization into an apportionment method that would be ex ante proportional.

Our second example shows that, even if there are no toxic apportionments in the support of a distribution, the wrong distribution over apportionments might still lead to violations of one of the axioms:

**Example 8.2** Let there be four states with populations $\vec{p} = (45, 25, 15, 15)$ and let $h = 3$; thus, the standard quotas are $(1.35, 0.75, 0.45, 0.45)$. We consider the following distribution over allocations:

$$\vec{\tilde{a}} = \begin{cases} (2, 1, 0, 0) & \text{with probability 35\%}, \\ (1, 1, 1, 0) & \text{with probability 20\%}, \\ (1, 1, 0, 1) & \text{with probability 20\%}, \\ (1, 0, 1, 1) & \text{with probability 25\%}. \end{cases}$$

As we show in Appendix A of the full version, none of these allocations is toxic, and the distribution can be part of an apportionment method in which all three axioms hold for $\vec{p}$ and all $h' \leq 3$. Nevertheless, we show in the following that any apportionment method $F$ that satisfies house monotonicity and quota and that has the above distribution for $F(\vec{p}, 3)$ must violate ex ante proportionality. Indeed, fix such an $F$. On the one hand, note that, for $h = 4$, state 2’s standard quota is $4 \cdot \frac{25}{100} = 1$, so any quota apportionment must give the state 1 seat. Since any solution $f$ in the support of $F$ satisfies house monotonicity and quota by assumption, any $f$ such that $f(\vec{p}, 3) = (1, 0, 1, 1)$ must satisfy $f(\vec{p}, 4) = (1, 1, 1, 1)$. Thus, with at least 25\% probability, $F(\vec{p}, 4) = 1$. On the other hand, since state 1’s standard quota for $h = 4$ is $1.8 \leq 2$, $F(\vec{p}, 4) \leq 2$ holds deterministically, by quota. It follows that $\mathbb{E}[F(\vec{p}, 4)] \leq 25\% \cdot 1 + 75\% \cdot 2 = 1.75 < 1.8$, which means that $F$ must violate ex ante proportionality as claimed. To avoid this kind of conflict between house monotonicity, ex ante proportionality, and quota, the distribution of $F(\vec{p}, 3)$ must allocate at least 5\% combined probability to the allocations $(2, 0, 1, 0)$ and $(2, 0, 0, 1)$, which to us is not obvious other than by considering the specific implications on $h = 4$ as above.

### 8.4.2 Cumulative Rounding

The examples of the last section showed that it is difficult to construct house monotone apportionment methods seat-by-seat. In this section, we develop an approach that is able to explicitly take into account how rounding decisions constrain each other across house sizes. Our approach will be based on dependent randomized rounding in a bipartite graph that we construct. First, we state the main theorem by Gandhi et al. [GKPS06]:

**Theorem 8.3** (Gandhi et al.) Let $(A \cup B, E)$ be an undirected bipartite graph with bipartition $(A, B)$. Each edge $e \in E$ is labeled with a weight $w_e \in [0, 1]$. For
Each $v \in A \cup B$, we denote the fractional degree of $v$ by $d_v := \sum_{e \in E} w_e$.

Then there is a random process, running in $O\left( (|A| + |B|) \cdot |E| \right)$ time, that defines random variables $X_e \in [0, 1]$ for all $e \in E$ such that the following properties hold:

**Marginal distribution:** For all $e \in E$, $\mathbb{E}[X_e] = w_e$.

**Degree preservation:** For all $v \in A \cup B$, $\sum_{e \in E} X_e \in \{\lfloor d_v \rfloor, \lceil d_v \rceil\}$, and

**Negative correlation:** For all $v \in A \cup B$ and $S \subseteq \{e \in E \mid v \in e\}$, $\mathbb{P}[\bigwedge_{e \in S} X_e = 1] \leq \prod_{e \in S} w_e$ and $\mathbb{P}[\bigwedge_{e \in S} X_e = 0] \leq \prod_{e \in S} (1 - w_e)$.

If $X_e = 1$ for an edge $e$, we say that $e$ gets rounded up, and if $X_e = 0$ then $e$ gets rounded down. We do not use the negative correlation property in our apportionment results, but it is crucial in many other applications of dependent rounding: It implies that linear combinations of the shape $\sum_{e \in S} a_e X_e$ for some $a_e \in [0, 1]$ obey Chernoff concentration bounds [PS97].

To see the connection to apportionment, let $\bar{p}$ be a population profile. Then to warm up, the problem of apportioning a single seat can be easily cast as dependent rounding in a bipartite graph: Indeed, let $A$ consist of a single special node $a$ and let $B$ contain a node $b_i$ for each state $i$. We draw an edge $e = \{a, b_i\}$ with weight $w_e = p_i / \sum_{j \in N} p_j$ for each state $i$. Apply dependent rounding to this star graph. Then $a$’s fractional degree of exactly 1 means that, by degree preservation, exactly one edge $\{a, b_i\}$ gets rounded up, which we interpret as the seat being allocated to state $i$. Moreover, marginal distribution ensures that each state receives the seat with probability proportional to its population. This shows that randomized rounding can naturally express ex ante proportionality, which will become a useful building block in the following.

Next, we will expand our construction to multiple house seats, and to satisfying house monotonicity across different house sizes. The most natural way is to duplicate the star-graph structure from the last paragraph, once per house size $h = 1, 2, \ldots, 10$ with nodes $a^h, b^h_i \in \mathbb{N}$ and edges $\{a^h, b^h_i\} \in \mathbb{N}$. If $\{a^h, b^h_i\}$ gets rounded up in the $h$-th copy of the star graph, we interpret this as the $h$-th seat going to state $i$. In other words, we determine how many seats get apportioned to state $i$ for a house size $h$ by counting how many edges $\{a^h, b^h_i\}$ got rounded up across all $h' \leq h$. This construction automatically satisfies house monotonicity, and satisfies ex ante proportionality by the marginal distribution property, but it may violate quota by arbitrary amounts.

To explain how randomized rounding might be useful for guaranteeing quota, let us give a few details on how Gandhi et al.’s pipage rounding procedure randomly rounds a bipartite graph. In each step, pipage rounding selects either a cycle or a maximal path consisting of edges with fractional weights in $(0, 1)$. The edges along this cycle or path are then alternatingly labeled “even” or “odd”. Depending on a biased coinflip and appropriate numbers $\alpha, \beta > 0$, the algorithm either (1) increases all odd edge weights by $\alpha$ and decreases all even edge weights by $\alpha$, or (2) decreases all odd edge weights by $\beta$ and increases all even edge weights by $\beta$. In this process, more and more edge weights become zero or one, which determines the $X_e$ once no fractional edges remain.

The cycle/path rounding steps in pipage rounding represent an opportunity to couple the seat-allocation decisions across $h$, in a way that ultimately will allow

---

[8 Monotone Randomized Apportionment] 10: In this intuitive exposition, we will not consider any explicit upper bound on the house sizes we consider. Our formal result in Theorem 8.6 will round a finite graph but this will suffice to obtain house monotonicity for all house sizes $h \in \mathbb{N}$.


[11] This is possible because, in a bipartite graph, any cycle has an even number of edges.
us to guarantee quota. In our current graph consisting of disjoint stars, there are no cycles and the maximal paths are always pairs of edges \( \{a^h, b^i\}, \{a^h, b^j\} \) for two states \( i, j \) and some \( h \). Thus, pipage rounding correctly anti-correlates the decision of giving the \( h \)-th seat to state \( i \) and the decision of giving the \( h \)-th seat to state \( j \), but decisions for different seats remain independent. To guarantee quota, increasing (resp., decreasing) the probability of the \( h \)-th seat going to state \( i \) should also decrease (resp., increase) the probability of some nearby seats \( h' \) going to state \( i \) and increase (resp., decrease) the probability of seats \( h' \) going to some other state \( j \). The difficulty is to choose these \( h' \) and \( j \) to provide quota, which is particular tricky since, in the course of running pipage rounding, some of the edge weights will be rounded to zero and one and no longer be available for paths or cycles.

Not only are we able to use pipage rounding to guarantee quota, but we will do so through a general construction that adds quota-like guarantees to an arbitrary instance of repeated randomized rounding; we refer to this technique as cumulative rounding. In the following statement, the “time steps” \( t \) take the place of our possible house sizes \( h \).

**Theorem 8.4** Let \((A \cup B, E)\) be an undirected bipartite graph. For each time step \( t = 1, \ldots, T \), consider a set of edge weights \( \{w_t^e\}_{e \in E} \) in \([0,1]\) for this bipartite graph. For each \( v \in A \cup B \) and \( 1 \leq t \leq T \), we denote the fractional degree of \( v \) at time \( t \) by \( d_t^v := \sum_{e \in E} w_t^e \).

Then there is a random process, running in \( O(T^2 \cdot (|A| + |B|) \cdot |E|) \) time, that defines random variables \( X_t^e \in \{0,1\} \) for all \( e \in E \) and \( 1 \leq t \leq T \), such that the following properties hold for all \( 1 \leq t \leq T \). Let \( D_t^v := \sum_{e \in E} X_t^e \) denote the random degree of \( v \) at time \( t \).

**Marginal distribution:** for all \( e \in E \), \( \mathbb{E}[X_t^e] = w_t^e \),

**Degree preservation:** for all \( v \in A \cup B \), \( D_t^v \in \{\lfloor d_t^v \rfloor, \lceil d_t^v \rceil\} \),

**Negative correlation:** for all \( v \in A \cup B \) and \( S \subseteq \{e \in E \mid v \in e\} \), \( \mathbb{P}[\bigwedge_{e \in S} X_t^e = 1] \leq \prod_{e \in S} w_t^e \) and \( \mathbb{P}[\bigwedge_{e \in S} X_t^e = 0] \leq \prod_{e \in S} (1 - w_t^e) \),

**Cumulative degree preservation:** for all \( v \in A \cup B \), it holds that \( \sum_{t'=1}^t D_{t'}^v \in \{\lfloor \sum_{t'=1}^t d_{t'}^v \rfloor, \lceil \sum_{t'=1}^t d_{t'}^v \rceil\} \).

The first three properties could be achieved by applying Theorem 8.3 in each time step independently. Cumulative rounding correlates these rounding processes such that cumulative degree preservation (a generalization of quota) is additionally satisfied.

### 8.4.3 House Monotone, Quota-Compliant, and Ex Ante Proportional Apportionment

Before we prove Theorem 8.4, we will explain how cumulative rounding can be used to construct an apportionment method that is house monotone and satisfies quota and ex ante proportionality.
None of these three axioms connects the outcomes at different population profiles \( \vec{p} \) and so it suffices to consider them independently. Thus, let us fix a population profile \( \vec{p} \). Denote the total population by \( p := \sum_{i \in N} p_i \). The behavior of a house monotone solution on inputs with profile \( \vec{p} \) and arbitrary house sizes can be expressed through what we call an infinite seat sequence, an infinite sequence \( \alpha = \alpha_1, \alpha_2, ... \) over the states \( N \). We will also define finite seat sequences, which are sequences \( \alpha = \alpha_1, ..., \alpha_p \) of length \( p \) over the states. Either sequence represents that, for any house size \( h \) (in the case of a finite seat sequence \( h \leq p \)), the sequence apportions \( a_i(h) := |\{1 \leq h' \leq h \mid \alpha_{h'} = i\}| \) seats to each state \( i \). We can naturally express the quota axiom for seat sequences: \( \alpha \) satisfies quota if, for all \( h \) (\( h \leq p \) if \( \alpha \) is finite) and all states \( i \), we have \( a_i(h) \in \lfloor h \frac{p_i}{p} \rfloor, \lceil h \frac{p_i}{p} \rceil \).

The main obstacle in obtaining a house monotone method via cumulative rounding is that we can only apply cumulative rounding to a finite number \( T \) of copies, whereas the quota axiom must hold for all house sizes \( h \in \mathbb{N}_+ \). However, it turns out that for our purposes of satisfying quota, we can treat the allocation of seats \( 1, 2, ..., p \) independently from the allocation of seats \( p + 1, ..., 2p \), the allocation of seats \( 2p + 1, ..., 3p \), and so forth. The reason is that, when \( h \) is a multiple of \( k \frac{p}{p_i} \) (for some \( k \in \mathbb{N}_+ \)), each state \( i \)’s standard quota is an integer \( k \frac{p_i}{p} \). Thus, any solution that satisfies quota is forced to choose exactly the allocation \((k \frac{p}{p_1}, ..., k \frac{p}{p})\) for house size \( h \). At this point, the constraints for satisfying quota and house monotonicity reset to what they were at \( h = 1 \). We make this precise in the following lemma, proved in Appendix B of the full version.

**Lemma 8.5** An infinite seat sequence \( \alpha \) satisfies quota iff it is the concatenation of infinitely many finite seat sequences \( \beta_1, \beta_2, \beta_3, ... \) of length \( p \) each satisfying quota, i.e.,

\[
\alpha = \beta_1^1, \beta_2^1, ..., \beta_p^1, \beta_1^2, \beta_2^2, ..., \beta_p^2, \beta_3^3, ...
\]

This lemma allows us to apply cumulative rounding to only \( T = p \) many copies of a star graph. Then, cumulative rounding produces a random matching that encodes a finite seat sequence satisfying quota, and Lemma 8.5 shows that the infinite repetition of this finite sequence describes an infinite seat sequence satisfying quota. This implies the existence of an apportionment method satisfying all three axioms we aimed for. The formal proof is in Appendix B of the full version.

**Theorem 8.6** There exists an apportionment method \( F \) that satisfies house monotonicity, quota, and ex ante proportionality.

**Implications for deterministic methods** Our construction also increases our understanding of deterministic apportionment solutions satisfying house monotonicity and quota: Indeed, the possible roundings of the bipartite graph constructed for cumulative rounding turn out to correspond one-to-one to the finite seat sequences satisfying quota. Together with Lemma 8.5, this gives a characterization of all seat sequences that satisfy quota, providing a geometric (and graph-theoretic) alternative to the characterizations by Balinski and Young [BY79] and Still [Sti79].

Theorem 8.7 For each population vector \( \vec{p} \), we can construct a bipartite graph \((A \cup B, E)\) such that the set \( S \) of all finite seat sequences satisfying quota for \( \vec{p} \) is in one-to-one correspondence to the corner points of the polytope of all perfect fractional matchings on \((A \cup B, E)\). Together with Lemma 8.5 this characterizes the set of infinite seat sequences satisfying quota as the set of infinite sequences over \( S \).

Since a fractional matching assigning each edge \( \{a, b_i\} \) a weight of \( p_i/p > 0 \) lies in the interior of this polytope of perfect fractional matchings, one immediate consequence of this characterization (equivalently, of ex ante proportionality in Theorem 8.6) is that, for each state \( i \) and \( h \in \mathbb{N}_+ \), there is a house monotone and quota-compliant solution that assigns the \( h \)-th seat to \( i \). To our knowledge, this result is not obvious based on the earlier characterizations. More generally, the polytope characterization might be useful in answering questions such as “For a set of pairs \((h_1, i_1), (h_2, i_2), \ldots, (h_t, i_t)\), is there a population-monotone and quota-compliant solution that assigns the \( h_j \)-th seat to state \( i_j \) for all \( 1 \leq j \leq t \)?” To answer this question, one can remove the nodes \( a_{h_j} \) and \( b_{h_j}^{i_j} \) from the graph (simulating that they got matched) and check whether the remaining graph still permits a perfect matching, say, with the help of Hall’s marriage theorem [Hal35].

Computation Before we prove the cumulative rounding result in Section 8.5, let us quickly discuss computational considerations of our house-monotone apportionment method. While it is possible to run dependent rounding on the constructed graph (for a given population profile \( \vec{p} \)), the running time would scale in \( O(p^2 n^2) \), and the quadratic dependence on the total population \( p \) might be prohibitive. In practice, we see two ways to avoid this computational cost:

First, one might often not require a solution that is house monotone on all possible house sizes \( h \in \mathbb{N}_+ \); instead, it might suffice to rule out Alabama paradoxes for house sizes up to an upper bound \( h_{max} \). In this case, it suffices to apply cumulative rounding on \( h_{max} \) many copies of the graph, leading to a much more manageable running time of \( O(h_{max}^2 n^2) \).

A second option would be to apply cumulative rounding on all \( p \) copies of the graph, but to stop pipage rounding once all edge weights in the first \( h \) copies of the graph are integral, even if edge weights for higher house sizes are still fractional. This would allow to return an apportionment for inputs \( \vec{p}, h \) while randomly determining not a single house-monotone solution, but a conditioned distribution \( F^c \) over house-monotone solutions, all of which agree on the apportionment for \( \vec{p} \) and \( h \). Since all solutions are house monotone, the expected number of seats for a party will always monotonically increase in \( h \) across the conditioned distribution.

Should it become necessary to determine apportionments for larger house sizes, one can simply continue the cumulative-rounding process where it left off. Since the pipage rounding used to prove Theorem 8.4 leaves open which cycles or maximal paths get rounded next, it seems likely that one can deliberately choose cycles/paths such that the apportionment for the first \( h \) seats is determined in few rounds.
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$v^t$  
“edge $[v, v']$ is rounded up at time $t$”  
$(X^t_{v,v'} = 1)$

$v^t_i$  
“$v$’s degree is rounded down at time $t$”  
$(D^t_v = \lfloor d^t_v \rfloor)$

$v^t, v^t_i$  
“$v$’s degree is rounded up at time $t$”  
$(D^t_v = \lceil d^t_v \rceil + 1)$

$v^{t+1}$  
“up to time $t$, $v$’s cumulative degree was rounded up”  
$(\sum_{t'=1}^{t-1} d^t_{v'} = \lfloor \sum_{t'=1}^{t-1} d^t_{v'} \rfloor + 1)$

$v^{t+1}$  
“up to time $t$, $v$’s cumulative degree was rounded down”  
$(\sum_{t'=1}^{t} d^t_{v'} = \lfloor \sum_{t'=1}^{t} d^t_{v'} \rfloor)$

8.5 Proof of Cumulative Rounding

We will now prove Theorem 8.4 on cumulative rounding. Our proof will construct a weighted bipartite graph including $T$ many copies of $(A \cup B, E)$, connected by appropriate additional edges and nodes, and then applying dependent rounding to this constructed graph. The additional edges and vertices ensure that if too many edges adjacent to some node $v$ are rounded up in one copy of the graph, then this is counterbalanced by rounding down edges adjacent to $v$ in another copy.

Construction 8.1 Let $(A \cup B, E)$, $T$, and $\{w^t_{a,b}\}_{a,b}$ be given as in Theorem 8.4. We construct a new weighted, undirected, and bipartite graph as follows: For each node $v \in A \cup B$ and for each $t = 1, \ldots, T$, create four nodes $v^t, v^t_i, v^t, v^t_i$; furthermore, create a node $v^{0,1}$ for each node $v$. For each $\{a, b\} \in E$ and $t = 1, \ldots, T$, connect the nodes $a^t$ and $b^t$ with an edge of weight $w^t_{a,b}$. Additionally, for each node $v \in A \cup B$ and each $t = 1, \ldots, T$, insert edges with the following weights:

$\Sigma_{t'=1}^{t-1} d^t_{v'} - \lfloor \sum_{t'=1}^{t-1} d^t_{v'} \rfloor$  
$\lfloor d^t_v \rfloor - \lfloor d^t_v \rfloor$  
$\Sigma_{t'=1}^{t} d^t_{v'} - \lfloor \sum_{t'=1}^{t} d^t_{v'} \rfloor$  
$1 - \lfloor d^t_v \rfloor$  

Before we go into the proof, we give in Figure 8.3 an interpretation for what it means for each edge in the constructed graph to be rounded up. One can easily verify that, under the (premature) assumption that cumulative rounding satisfies marginal distribution, degree preservation, and cumulative degree preservation, the edge weights coincide with the probabilities of each interpretation’s event. We want to stress that it is not obvious that these descriptions will indeed be consistent for any dependent rounding of the constructed graph, and we will not make use of these descriptions in the proof of Theorem 8.4. Instead, the characterizations will follow from intermediate results in the proof. We give these interpretations here to make the construction seem less mysterious. We begin the...
formal analysis of the construction with a sequence of simple observations about
the constructed graph (proofs are in Appendix C of the full version).

**Lemma 8.8** The graph produced by **Construction 8.1** is bipartite.

**Lemma 8.9** All edge weights lie between 0 and 1.

**Lemma 8.10** For each node \( v \in A \cup B \), the following table gives the fractional
degrees of various nodes in the constructed graph, all of which are integer:

<table>
<thead>
<tr>
<th>nodes</th>
<th>fractional degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v^t ) (( 1 \leq t \leq T ))</td>
<td>( \lfloor d_v^t \rfloor + 1 )</td>
</tr>
<tr>
<td>( \bar{v}^t ) (( 1 \leq t \leq T ))</td>
<td>( \sum_{t' = 1}^{t} d_v^{t'} - \lfloor \sum_{t' = 1}^{t-1} d_v^{t'} \rfloor - \lfloor d_v^{t} \rfloor + 1 )</td>
</tr>
<tr>
<td>( \bar{v}^{t+1} ) (( 1 \leq t \leq T-1 ))</td>
<td>1</td>
</tr>
<tr>
<td>( v^0 )</td>
<td>0</td>
</tr>
</tbody>
</table>

**Proof of Theorem 8.4.** We define cumulative rounding as the random process
that follows **Construction 8.1** and then applies dependent rounding (**Theorem 8.3**) to
the constructed graph, which is valid since the graph is bipartite and all edge
weights lie in \([0,1]\) (**Lemmas 8.8** and **8.9**). For an edge \( e \) in the constructed graph,
let \( \bar{X}_e \) be the random variable indicating whether dependent rounding rounds it
up or down. For any edge \( \{a, b\} \in E \) in the underlying graph and some \( 1 \leq t \leq T \),
we define the random variable \( X^t_{\{a,b\}} \) to be equal to \( \bar{X}_{(a',b')} \). Recall that we defined
\( D_v^t = \sum_{e \in E} X^t_e \).

To prove the theorem, we have to bound the running time of this process, and
provide the four guaranteed properties: marginal distribution, degree preservation,
negative correlation, and cumulative degree preservation, out of which the last
property takes by far the most work.

**Running time.** Without loss of generality, we may assume that each vertex \( v \in A \cup B \) is incident to at least one edge, since, otherwise, we could remove this vertex
in a preprocessing step. From this, it follows that \(|E| \in \Omega(|A| + |B|)\). Constructing
the graph takes \( O(T |E|) \) time, which will be dominated by the time required for
running dependent rounding on the constructed graph. The constructed graph
has \((1 + 4T)(|A| + |B|) \in O(T (|A| + |B|))\) nodes and \( T |E| + 4T(1 + T(|A| + |B|) \in O(T |E|)\)
edges. Since the running time of dependent rounding scales in the product
of the number of vertices and the number of edges, our procedure runs in
\( O(T^2 (|A| + |B|)|E|) \) time, as claimed.

**Marginal distribution.** For an edge \( \{a, b\} \in E \) and \( 1 \leq t \leq T \), \( \mathbb{E}[X^t_{\{a,b\}}] = \mathbb{E}[\bar{X}_{(a',b')}], \) where the last equality follows from the marginal-distribution
property of dependent rounding.
Degree preservation. Fix a node $v ∈ A ∪ B$ and $1 ≤ t ≤ T$. By Lemma 8.10, the fractional degree of $v'$ is $\lfloor d'_t v \rfloor$, and thus, by degree preservation of dependent rounding, exactly $\lfloor d'_t v \rfloor + 1$ edges adjacent to $v'$ must be rounded up. The only of these edges that does not count into $D'_t v$ is $\{v_t, v'_t\}$; depending on whether this edge is rounded up or down, $D'_t v$ is either $\lfloor d'_t v \rfloor$ or $\lfloor d'_t v \rfloor + 1$. If $d'_t v$ is not integer, the latter number equals $\lceil d'_t v \rceil$, which proves degree preservation. Else, if $d'_t v$ is an integer, the edge weight of $\{v_t, v'_t\}$ is 1. Dependent rounding always rounds up edges with weight 1, which means that $D'_t v$ is definitely $\lfloor d'_t v \rfloor$ in this case. Thus, degree preservation holds in either case.

Negative correlation. Negative correlation for $v ∈ A ∪ B$, $S ⊆ \{e ∈ E \mid v ∈ e\}$, and $1 ≤ t ≤ T$ directly follows from the negative-correlation property of dependent rounding for the node $v'_t$ and the edge set $S' := \{(v', (v'_t))' \mid (v, v'_t) ∈ S\}$.

Cumulative degree preservation. Fix a node $v ∈ A ∪ B$ and $1 ≤ t ≤ T$. We will consider the “rounded version” of the constructed graph, i.e., the unweighted bipartite graph over the nodes of the constructed graph in which exactly those edges are present that got rounded up by the randomized rounding process. We define five sets of nodes in the rounded graph (Figure 8.4):

$$
V := \{v' \mid 1 ≤ t' ≤ t\} \\
V' := \{(v')' \mid v' ∈ (A ∪ B) \setminus \{v\}, 1 ≤ t' ≤ t\} \\
\overline{V} := \{\overline{v}' \mid 1 ≤ t' ≤ t\} \\
\overline{V'} := \{\overline{v}' \mid 1 ≤ t' ≤ t\} \\
V^+ := \{v'_t + 1 \mid 0 ≤ t' ≤ t\}
$$

For any set of nodes $V_1$ in the rounded graph, we denote its neighborhood by $N(V_1)$, and we will write $\deg(V_1)$ for the sum of degrees of $V_1$ in the rounded graph. For any two sets of nodes $V_1, V_2$, we write $\text{cut}(V_1, V_2)$ to denote the number of edges between $V_1$ and $V_2$ in the rounded graph.

Note that $\sum_{t'=1}^t D'_t v$, which we must bound, equals $\text{cut}(V, V')$. We will bound this quantity by repeatedly using the following fact, which we refer to pivoting: For pairwise disjoint sets of nodes $V_0, V_1, V_2$, if $N(V_0) ⊆ V_1 ∪ V_2$, then $\deg(V_0) = \text{cut}(V_0, V_1) + \text{cut}(V_0, V_2)$. Since Lemma 8.10 gives us a clear view of the fractional degrees of nodes in the constructed graph, and since, by degree preservation, a
node's degree in the rounded graph must equal the fractional degree whenever the latter is an integer, this property allows us to express cuts in terms of other cuts. Figure 8.4 illustrates which of these sets border on each other, and helps in following along with the derivation.

\[
\sum_{t'=1}^{t} D_{t'}^v = \text{cut}(V, V')
\]

\[
= \deg(V) - \text{cut}(V, \overline{V})
\]

(pivot \(V_0 = V, V_1 = V', V_2 = \overline{V}\))

\[
= t + \sum_{t'=1}^{t} [d_{t'}^v] - \text{cut}(V, \overline{V})
\]

\[
= t + \sum_{t'=1}^{t} [d_{t'}^v] - \deg(\overline{V}) + \text{cut}(\overline{V}, \overline{V})
\]

(pivot \(V_0 = \overline{V}, V_1 = V, V_2 = \overline{V}\))

\[
= \sum_{t'=1}^{t} [d_{t'}^v] + \text{cut}(\overline{V}, V)
\]

\[
= \sum_{t'=1}^{t} [d_{t'}^v] - \text{cut}(\overline{V}, V') + \sum_{t'=1}^{t} \left( [\sum_{t''=1}^{t'} d_{t''}^v] - [\sum_{t''=1}^{t'-1} d_{t''}^v] - [d_{t'}^v] + 1 \right)
\]

(Lemma 8.10)

\[
= \sum_{t'=1}^{t} [d_{t'}^v] + \text{cut}(\overline{V}, V') - \sum_{t'=1}^{t} [d_{t'}^v] + t
\]

(telescoping sum)

\[
= t - \text{cut}(\overline{V}, V').
\]

To bound \(\text{cut}(\overline{V}, V')\) in the last expression, observe that \(N(V' \setminus \{v^{t+1}\}) \subseteq \overline{V}\), from which it follows that \(\text{cut}(\overline{V}, V' \setminus \{v^{t+1}\}) = \deg(V' \setminus \{v^{t+1}\}) = t - 1\). Thus, \(\text{cut}(\overline{V}, V') = t - 1 + 1[\hat{X}_{(t',vt+1)}]\), and we resume the above equality

\[
= [\sum_{t'=1}^{t} d_{t'}^v] + t - (t - 1 + 1[\hat{X}_{(t',vt+1)}]) = [\sum_{t'=1}^{t} d_{t'}^v] + 1 - 1[\hat{X}_{(t',vt+1)}].
\]

If \(\sum_{t'=1}^{t} d_{t'}^v\) is not an integer, the above shows that \(\sum_{t'=1}^{t} D_{t'}^v\) is either the floor or ceiling of \(\sum_{t'=1}^{t} d_{t'}^v\), establishing cumulative degree preservation. Else, if \(\sum_{t'=1}^{t} d_{t'}^v\) is integer, note that the weight of the edge \([\overline{v'} t_{t+1}\]) in the constructed graph is 1. Since dependent rounding always rounds such edges up, \(\sum_{t'=1}^{t} D_{t'}^v = [\sum_{t'=1}^{t} d_{t'}^v]\). This establishes cumulative degree preservation, the last of the properties guaranteed by the theorem.

\[\square\]

8.6 Other Applications of Cumulative Rounding

Our exploration of house monotone randomized apportionment led us to the more general technique of cumulative rounding, which we believe to be of broader interest. We next illustrate this by discussing additional applications.

8.6.1 Sortition of the European Commission

The European Commission is one of the main institutions of the European Union, in which it plays a role comparable to that of a government. The commission consists of one commissioner from each of the 27 member states, and each commissioner is charged with a specific area of responsibility. Since the number of EU member states has nearly doubled in the past 20 years, so has the size of the commission. Besides making coordination inside the commission less efficient,
the enlargement of the commission has led to the creation of areas of responsibility much less important than others. Since the important portfolios are typically reserved for the largest member states, smaller states have found themselves with limited influence on central topics being decided in the commission.

To remedy this imbalance, Buchstein and Hein [BH09] propose to reduce the number of commissioners to 15, meaning that only a subset of the 27 member states would send a commissioner at any given time. Which states would receive a seat would be determined every 5 years by a weighted lottery ("sortition"), in which states would be chosen with degressive proportional weights. Degressive means that smaller states get non-proportionately high weight; such weights are already used for apportioning the European parliament. The authors argue that by the law of large numbers, political representation on the commission would be essentially proportional to these weights in politically relevant time spans.

However, a follow-up simulation study by Buchstein et al. [BHJ13] challenges this assertion on two fronts: (1) First, the authors find that their implementation of a weighted lottery chooses states with probabilities that deviate from proportionality to the weights in a way that is not analytically tractable (see [BH83, p. 24]). (2) Second, and more gravely, their simulations undermine "a central argument in favor of legitimacy" in the original proposal, namely, that "in the long term, the seats on the commission would be distributed approximately like the share of lots" [BHJ13, own translation]. From a mathematical point of view, the authors had overestimated the rate of concentration across the independent lotteries. Instead, in the simulation, it takes 30 lotteries (150 years) until there is a probability of 99% that all member states have sent at least one commissioner.

These serious concerns could be resolved by using cumulative rounding to implement the weighted lotteries. Specifically, we would again construct a star graph with a special node $a$ and one node $b_i$ for each state $i$, setting $T$ to the desired number of consecutive lotteries. For each $1 \leq t \leq T$, each edge $\{a, b_i\}$ would be weighted by $\frac{15w_i}{\sum_{j \in N} w_j}$ where $w_j$ is state $j$'s degressive weight.\footnote{Degree preservation on $a$ would ensure that in each lottery $t$, exactly 15 distinct states are selected. By marginal distribution, the selection probabilities would be exactly proportional to the degressive weights, resolving issue (1). Furthermore, cumulative degree preservation on the state nodes would eliminate issue (2).} Degree preservation on $a$ would ensure that in each lottery $t$, exactly 15 distinct states are selected. By marginal distribution, the selection probabilities would be exactly proportional to the degressive weights, resolving issue (1). Furthermore, cumulative degree preservation on the state nodes would eliminate issue (2). If we take the effective selection probabilities of Buchstein et al. [BHJ13] as the states' weights, even the smallest states $i$ would have an edge weight $w_i^{15w_i} \approx 0.187$. Then, cumulative quota prevents any state from getting rounded down in $11 = \lceil 2/0.187 \rceil$ consecutive lotteries: Indeed, fixing any $0 \leq t_0 \leq T - 11$,\footnote{This assumes that each state's weight is at most $1/15 \sum_{j \in N} w_j$, which is in fact not the case for the largest member states [BHJ13]. Therefore, proportionality to the weights is incompatible with Buchstein and Hein’s requirement that each state may not send more than a single commissioner. To obtain proportionality, there are three solutions: increasing the number of commissioners, allowing a state to receive multiple commissioners (which can be expressed in cumulative rounding by splitting the state into multiple copies), or adjusting the weights. If desired, cumulative rounding can accommodate weights that change across lotteries according to population projections, which Buchstein et al. do for some of their experiments.}

$$\sum_{t=0}^{t_0+11} D_{b_i} \geq [t_0 + 11]0.187 \geq [t_0 0.187] + 2 \geq [t_0 0.187] + 1 \geq \sum_{t=0}^{t_0} D_{b_i} + 1,$$

which means that state $i$ must have been selected at least once between time $t_0 + 1$ and $t_0 + 11$. In political terms, this means that 55, not 150, years would be enough to deterministically ensure that each member state send a commissioner at least once in this period.
8.6.2 Repeated Allocation of Courses to Faculty Or Shifts to Workers

A common paradigm in fair division is to first create a fractional assignment between agents and resources, and to then implement this fractional assignment in expectation, through randomized rounding. Below, we describe a setting of allocating courses to faculty members in a university department, in which implementing a fractional assignment using cumulative rounding is attractive.

For a university department, denote its set of faculty members by $A$ and the set of possible courses to be taught by $B$. For each faculty member $a$ and course $b$, let there be a weight $w_{(a,b)} \in [0,1]$ indicating how frequently course $b$ should be taught by $a$ on average. These numbers could be derived using a process such as probabilistic serial [BM01], the Hylland-Zeckhauser mechanism [HZ79], or the mechanisms by Budish et al. [BCKM13], which would transform preferences of the faculty over which courses to teach into such weights.\footnote{Although these mechanisms are formulated for goods, they can be applied to bads when the number of bads allocated to each agent is fixed, as it is when allocating courses to faculty or shifts to workers.} We will allow arbitrary fractional degrees on the faculty side (so one person can teach multiple courses) while assuming that the fractional degree of any course $b$ is at most 1.

When applying cumulative rounding to this graph (using the same edge weights in each period) for consecutive semesters $1 \leq t \leq T$, we observe the following properties.

- Marginal distribution implies that, in each semester, faculty member $a$ has a probability $w_{(a,b)}$ of teaching course $b$.
- Degree preservation on the course side means that a course is never taught by two different faculty members in the same semester.
- Degree preservation on the faculty side implies that a faculty member $a$’s teaching load does not vary by more than 1 between semesters; it is either the floor or the ceiling of $a$’s expected teaching load.
- Cumulative degree preservation on the course side ensures that courses are offered with some regularity. For example, if a course’s fractional degree is $1/2$, it will be taught exactly once in every academic year (either in Fall or in Spring).
- Cumulative degree preservation on the faculty side allows for non-integer teaching load. For example, a faculty member with fractional degree 1.5 will have a “2-1” teaching load, i.e., they will teach 3 courses per year, either 2 in the Fall and one in the Spring or vice versa.

The same approach is applicable for matching workers to shifts.

One could also use cumulative rounding to repeatedly round a fractional assignment of general chores, such as the ones computed by the online platform spliddit.org [GP14]. In this case, a caveat is that (cumulative) degree preservation only ensures that the number of assigned chores is close to its expected number per time period, not necessarily the cost of the assigned chores. However, if many chores are allocated per time step, and if costs are additive, then an agent’s per-timestep cost is well-concentrated, which follows from the negative-correlation property that permits the application of Chernoff concentration bounds [PS97].

\[BM01\] Bogomolnaia and Moulin (2001): A New Solution to the Random Assignment Problem.

\[HZ79\] Hylland and Zeckhauser (1979): The Efficient Allocation of Individuals to Positions.


8.7 Discussion

Though our work is motivated by the application of apportioning seats at random, the technical questions we posed and addressed are fundamental to the theoretical study of apportionment. In a sense, any deterministic apportionment solution is “unproportional” — after all, its role is to decide which agents receive more or fewer seats than their standard quota. By searching for randomized methods satisfying ex ante proportionality, we ask whether these unproportional solutions can be combined (through random choice) such that these deviations from proportionality cancel out to achieve perfect proportionality, and whether this remains possible when we restrict the solutions to those satisfying subsets of the axioms population monotonicity, house monotonicity, and quota. Naturally, this objective pushes us to better understand the whole space of solutions satisfying these subsets of axioms, including the space’s more extreme elements. Therefore, it is in hindsight not surprising that our work led to new insights for deterministic apportionment: a more robust impossibility between population monotonicity and quota (Theorem 8.1), an exploration of solutions generalizing the divisor solutions (Theorem 8.2), and a geometric characterization of house monotone and quota compliant solutions (Theorem 8.7).

Concerning the cumulative rounding technique introduced in this paper, we have only scratched the surface in exploring its applications. In particular, we hope to investigate whether cumulative rounding can extend existing algorithmic results that use dependent rounding, and whether it can be used to construct new approximation algorithms. For both of these purposes, the negative-correlation property, which we have not used much so far, will hopefully turn out to be valuable.

Despite their advantageous properties, randomized mechanisms have in the past often met with resistance by practitioners and the public [KPS18], but, as we described in the first part of this thesis, we see signs of a shift in attitudes in the area of citizens’ assemblies. These citizens’ assemblies proudly point to their random selection — and to complex selection algorithms such as the one we developed in Chapter 2 — as a source of legitimacy. If citizens’ assemblies continue to become more prominent, randomness will be associated by the public with neutrality and fairness, not with haphazardness, and randomized apportionment methods might receive serious consideration.

PROPOSAL FOR REFUGEE RESETTLEMENT
Online Refugee Placement

9.1 Introduction

There are 27 million refugees around the world [UNH22]. The United Nations High Commissioner for Refugees (UNHCR) considers over 1.4 million of them to be in need of resettlement, that is, permanent relocation from a temporary country of asylum to the country of resettlement [UNH20]. Resettlement is mainly targeted at the most vulnerable refugees, such as children at risk, survivors of violence and torture, and those with urgent medical needs. Dozens of countries around the world resettle refugees; in 2019, for example, around 108,000 refugees were resettled [UNHnd]. Still, the number of refugees in need of resettlement far exceeds the number that is actually resettled in every year.

Historically, most countries taking in resettled refugees have paid little attention to where inside the country these refugees are placed. This policy might be worth reconsidering, however, since there is ample evidence that the initial local resettlement destination dramatically affects the outcomes of refugees [ÅEFG11; ÅF09; ÅÖZ10; ÅR07; BFH+18; Dam14; MHH19]. One specific variable impacted by community placement is whether and when resettled refugees find employment. Employment plays a key role in the successful integration of a refugee by “promoting economic independence, planning for the future, meeting members of the host society, providing opportunity to develop language skills, restoring self-esteem and encouraging self-reliance” [AS08].

Since promoting employment is so crucial, the American resettlement agency HIAS began in 2017 to match refugees to communities using the matching software Annie™ MOORE (Matching and Outcome Optimization for Refugee Empowerment), which is designed to maximize the total number of refugees who obtain employment soon after arrival [AAM+21]. Each week, the US government assigns a new batch of refugees to HIAS, and Annie™ suggests which community each refugee in the batch should be placed in. Before this work, Annie™ made its suggestions using a greedy algorithmic approach, that is, each batch of arrivals was allocated by separately maximizing the expected employment of this batch (subject to the remaining community capacities and ensuring that refugees have access to necessary services). Allocating affiliate capacity in such a greedy way will likely lead to suboptimal employment, however: A placement algorithm could achieve better employment by weighing in each placement decision whether a slot of capacity is more beneficial when used by a refugee in the current batch or when saved up for some refugee potentially arriving later in the year.

In this chapter, we improve the optimization approach of Annie™ by intentionally incorporating the dynamic nature of the matching problem. For this, we design two closely related algorithms — one based on stochastic programming and another based on Walrasian equilibrium — that optimize the dynamic matching of refugees to communities in the United States. Our focus is to study these algorithms in a rich model that captures all of the relevant practical features of the...
refugee resettlement process, including indivisible families of refugees, batching, and unknown numbers of refugee arrivals. We evaluate the performance of our algorithms on HIAS data from 2014 until 2019. We show that both algorithms achieve over 98 percent of the hindsight-optimal employment in all years whereas the greedy baseline achieves only around 90 percent. We then describe how we implemented our algorithms within Annie™ to create Annie™ 2.0.

9.1.1 Related Work

This chapter extends a line of work initiated by Bansak et al. [BFH+18], which aims to increase refugees’ employment outcomes through data- and optimization-driven placement. This approach consists of two components: using machine learning to estimate the probability that a given refugee placed at a given community would find employment, and using mathematical programming to perform the optimization. Ahani et al. [AAM+21] adopted a similar approach to develop Annie™; they also pointed out the practical relevance of indivisible families and the possibility of batching. Both papers seek to maximize employment with respect to a current batch of refugees, without considering future arrivals; it is in this sense that we think of deployed algorithms as greedy, and that is indeed our benchmark in this chapter.

Our dynamic refugee placement problem generalizes the classic edge-weighted online bipartite matching problem, but most algorithms in the theoretical literature are not promising for our application since they are optimized for overly pessimistic arrival scenarios. Whereas competitive analysis was quite successful for unweighted online bipartite matching [KVV90], no constant-factor approximation algorithm is possible for the weighted setting if arrivals are adversarial [FHTZ20]. In the random-order arrival model, a 1/\(e\)-approximation is possible [KRTV13], but the algorithm is impractical; in particular, it leaves the first 37% of arrivals entirely unmatched. Even if arrivals are drawn i.i.d. from a known distribution, Manshadi et al. [MGS12] show that no online algorithm can obtain a better approximation ratio than 0.823, far below the performance of even the greedy baseline in our setting. Since this impossibility is based on contrived arrival distributions, many papers additionally assume that arrivals belong to finitely many types determining their edge weights. In this setting, constructing matchings that are optimal up to lower-order terms (with high probability) is not difficult [AHL13], and multiple papers obtain such results, often in generalizations of edge-weighted online bipartite matching [AHL12; AHL13; VB21]. What limits the applicability of these algorithms to our setting, however, is that these algorithms require the distribution over types explicitly in their input, and are often constructed based on the assumption that multiple arrivals of each type will occur in a single run of the algorithm. By contrast, we estimate employment scores based on 20 independent features, which means the number of refugee “types” is too large to enumerate and we do not expect to see identical refugees.

Our algorithmic approach can be seen as an instantiation of the Bayes Selector, an algorithmic paradigm that has yielded impressive theoretical and empirical results across various problems with stochastic online arrivals [BGV20; FB19; SFCS22; VB21; VBG21]. Conceptually, the Bayes Selector takes in a prediction of
future arrivals and then performs the action (in our setting: chooses the affiliate for the current arrival) that seems most likely to coincide with the action taken by an optimal benchmark. Under some regularity conditions on the arrivals, algorithms following this methodology have constant regret, that is, the expected difference between the algorithm's performance and that of the optimal benchmark does not grow with the size of the problem. The prediction of future arrivals often takes other shapes, but can be a sampled trajectory of arrivals as in our work [BGV20]. In most papers, the choice of action is based on how often the optimal benchmark would take an action in the simulated future rather than, as in our work, on the marginal effect of an action on the optimal value. Very recently, however, Sinclair et al. [SFCSS22] analyze the same variant of the Bayes Selector (the “hindsight planning policy”) as our Equation (9.1), and show that it gives constant regret for the problem of stochastic online bin packing. Even though we do not provide theoretical guarantees in this chapter, the success of the Bayes Selector across related settings partially explains our good empirical performance.

Shadow prices have been used to guide decisions in online settings in a variety of contexts, including advertising [DH09; MSVV07; VVS10], revenue management [TVV04], worker assignment [HV12; JKK21], and resource allocation [AWZ20]. Agrawal et al. [AWY14] develop a dynamic learning approach where prices are calculated in a similar manner to ours; while they update their match scores upon every doubling of the arrival history, we update our match scores upon every batch. Ho and Vaughan [HV12] extend the advertising context of Devanur and Hayes [DH09] to assign workers to tasks when match scores are initially unknown and must be learned. Like Ho and Vaughan [HV12], Johari et al. [JKK21] also consider the worker-to-job context, but learn scores while matching via an explore-then-exploit approach. In our setting, our scores are known in advance independent of arrivals [AAM+21].

In independent and concurrent work, Bansak [Ban20] also considers dynamic refugee resettlement; the algorithm obtaining the highest employment in that study is equivalent to our two-stage stochastic programming formulation in the simplest setting. Our model is much richer as we include non-unit family sizes, incompatibilities between families and communities, and allow for uncertain arrival numbers. A second limitation of their work is that their best algorithm is prohibitively slow. This lack of computational efficiency pushes them to consider algorithms with worse employment outcomes, and it limits their empirical evaluation to a single month of arrivals. By contrast, we leverage multiple algorithmic insights to speed up the algorithm by two orders of magnitude without substantially trading off employment. This speed-up allows us to empirically evaluate our algorithms for realistic matching periods, which last for an entire fiscal year. We compare the running times of both algorithms in Section 9.6. Finally, very recent work by Bansak and Paulson [BP22] extends the earlier work by Bansak [Ban20] by incorporating a secondary objective that seeks to consume capacity at similar rates across affiliates, improving case wait times across affiliates without sacrificing much employment.


[SFCSS22] Sinclair et al. (2022): Hindsight Learning in MDPs with Exogenous Inputs.


[VVS10] Vee et al. (2010): Optimal Online Assignment with Forecasts.


9.1.2 Chapter Outline

In Section 9.2, we provide an overview of the US refugee resettlement process. In Section 9.3, we outline our model of dynamic refugee matching. In Section 9.4, we propose our two algorithms and show that they obtain near-optimal employment in a baseline setting that ignores the indivisibility of families, batching, and uncertainty about the total number of arrivals. In the next three sections, we layer on complexity toward the setting encountered in practice: indivisible families (Section 9.5), batching (Section 9.6), and unknown arrival numbers (Section 9.7). In these sections, we demonstrate that indivisible families and batching do not substantially change our algorithms’ employment performance, and that employment remains high unless the number of arrivals widely deviates from the numbers announced by the government. In Section 9.8, we then explain how we implemented our approach within Annie™ and conclude in Section 9.9.

9.2 Institutional Background

The federal Office of Refugee Resettlement was created by the Refugees Act in 1980. The Act established funding rules and authorized the President of the United States to set annual capacities for resettlement. The resettlement process is managed by the US Refugee Admissions Program (USRAP) of the US Department of State, in conjunction with a number of federal agencies across federal departments as well as the International Organization for Migration and the UNHCR.

Applications for the resettlement program take place from outside of the US, typically in refugee camps. The US government conducts security checks, medical screening, and performs cultural orientation, which can take upwards of 18 months [Jon15]. After clearance, USRAP decentralizes the process of welcoming refugees to nine NGOs known as resettlement agencies, of which one is HIAS. Each agency works with their own network of local affiliates, each supported by local offices as well as religious entities like churches, synagogues, or mosques, which serve as community liaisons for refugees. Each agency typically works with dozens of affiliates, though the number of affiliates can fluctuate over time. Some affiliates lack services to host certain kinds of refugees. For example, certain affiliates do not have translators for non-English-speaking refugees or lack support for single-parent families.

Agencies have no influence on which refugees are cleared for resettlement by USRAP or on when the refugees might arrive. Resettlement agencies meet on a weekly or fortnightly basis in order to allocate among themselves the refugees that have been cleared by USRAP. Refugees are usually resettled with members of their family. Such an indivisible group of refugees is referred to as a case. As a family can split when its members are fleeing their home country, some refugees who are applying for resettlement might already have existing relatives or connections in the US. Such cases with US ties are automatically resettled near their existing ties. All other refugees, referred to as free cases, can be resettled by any agency into any of the agency’s affiliates. 

Each affiliate has an assigned annual capacity for the number of refugees (rather than cases) it can admit in a given fiscal year. These capacities are approved by USRAP and, in theory, agencies cannot exceed them. In practice, capacities can be slightly adjusted towards the end of the year or, as in recent years, substantially revised in the course of the year. Since capacities limit the number of refugees arriving in a fiscal year rather than allocated in it, and since there is typically a delay of multiple months between the two events, the Department of State tells the resettlement agencies an estimated arrival date for each cleared case. Agencies are assessed annually by USRAP on their performance in finding employment for refugees within 90 days of their arrival. Data on 90-day employment is therefore diligently collected by the affiliates and monitored by the agencies.

9.3 Model

An instance of the matching problem first defines a set \( L \) of affiliates, and each affiliate \( \ell \) has a capacity \( c_\ell \in \mathbb{N} \cup \{\infty\} \) of how many refugees it can host. We call a collection \( \{c_\ell\}_{\ell \in L} \) of capacities for all affiliates a capacity profile \( c \). To describe changes in capacity, it will be useful to manipulate the capacity profiles as vectors. Specifically, we write \( c - e_\ell \) to describe the capacity profile obtained from \( c \) by reducing the capacity of affiliate \( \ell \) by 1.

On the other side of the matching problem is a set \( N = \{1, \ldots, n\} \) of cases. Each case \( i \) represents an indivisible family of \( s_i \in \mathbb{N} \geq 1 \) refugees. Furthermore, each case \( i \), for each affiliate \( \ell \), has an employment score \( u_{i,\ell} \), which indicates the expected number of case members that will find employment if the case is allocated to \( \ell \). Typically, these employment scores \( u_{i,\ell} \) are real numbers in \([0, s_i]\), but we will also allow to set \( u_{i,\ell} = -\infty \) to express that case \( i \) is not compatible with affiliate \( \ell \). We will refer to the combination of a case’s size and vector of employment scores as the characteristics of the case. To ensure that the matching problem is always feasible, we will assume that \( L \) contains a special affiliate \( \bot \) that represents leaving a case unmatched, where \( u_{i,\bot} = 0 \) for all cases \( i \) and \( c_\bot = \infty \).

We use the employment scores developed by Ahani et al. [AAM+21], and we give details on data preprocessing and training in Appendix A of the full version. Throughout this chapter, we consider these employment scores as ground truth, which means that we evaluate algorithms directly based on the employment scores. An evaluation of how accurately the employment scores predict employment outcomes is outside of the scope of this chapter, and has already been performed by Ahani et al.

The goal of the matching problem is to allocate cases to affiliates such that the total employment, that is, the sum of employment scores, is maximized, subject to not exceeding capacities. For a set \( I \subseteq N \) and a capacity profile \( c = \{c_\ell\}_{\ell \in L} \), define MATCHING\((I, c)\) as the matching integer linear program (ILP) below, where variables \( x_{i,\ell} \) indicate whether case \( i \in I \) is matched to affiliate \( \ell \in L \):

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in I} \sum_{\ell \in L} u_{i,\ell} x_{i,\ell} \\
\text{subject to} & \quad \sum_{\ell \in L} x_{i,\ell} = 1 \quad \forall i \in I
\end{align*}
\]

1: Each fiscal year ranges from October 1 of the previous calendar year to September 30. For example, fiscal year 2017 ranges from October 1, 2016 to September 30, 2017.

2: For example, allowing cases to be unmatched is necessary since an arriving case might only be compatible with affiliates whose capacity is already exhausted. When these situations occur in practice, such cases do not remain unmatched; instead, capacities can be increased or case–affiliate incompatibilities overruled manually by the arrivals officer. For our sequence of models, we report the fraction of matched refugees in Appendix D.7 of the full version, and find that our algorithms do not lead to fewer refugees being matched than in the greedy baseline. To lower the number of unmatched refugees at the cost of reducing employment, one can add a constant reward per refugee to the \( u_{i,\ell} \) with \( \ell \neq \bot \).

\[ \sum_{i \in I} s_i x_{i, \ell} \leq c_{\ell} \quad \forall \ell \in L \]
\[ x_{i, \ell} \in \{0,1\} \quad \forall i \in I, \ell \in L. \]

Let Opt\((I,c)\) denote the optimal objective value of Matching\((I,c)\). The linear programming (LP) relaxation of Matching\((I,c)\) is obtained by replacing the constraint \(x_{i,\ell} \in \{0,1\}\) by \(0 \leq x_{i,\ell} \leq 1\) for all \(i \in I, \ell \in L\). For a fixed matching, we define the match score of a case \(i\) as its employment score \(u_{i,\ell_i}\) at the affiliate \(\ell_i\) where it is allocated; we will also refer to its match score per refugee, \(u_{i,\ell_i}/s_i\).

Finally, cases arrive online, that is, they arrive one by one and, when case \(i\) arrives, the decision of which affiliate to place it in must be made irrevocably, before the characteristics of the subsequent arrivals \(i+1, \ldots, n\) are known.\(^3\) Thus, although an online matching algorithm must still produce a matching whose indicator variables \(x_{i,\ell}\) satisfy the constraints of Matching\((N,c)\), the total employment \(\sum_{i \in N, \ell \in L} u_{i,\ell} x_{i,\ell}\) typically will not attain the benchmark Opt\((N,c)\) of the optimal matching in hindsight. While we will not commit to a specific model of how the characteristics of arriving cases are generated, these arrivals should be thought of as stochastic rather than worst-case, and the distribution of case characteristics as changing slowly enough that sampling from recent arrivals is a reasonable proxy for the distribution of future arrivals.

Throughout the following sections, we will consider a sequence of models, which incorporate an increasing number of features of the real-world refugee allocation problem: in Section 9.4, we consider traditional online bipartite matching, which results from requiring \(s_i = 1\) in the above model; from Section 9.5 onward, we allow cases to have arbitrary size; from Section 9.6 onward, we also allow cases to arrive in batches rather than one by one; in Section 9.7, we no longer assume that the total number \(n\) of arriving cases is known to the algorithm.

### 9.4 Online Bipartite Matching \((s_i = 1)\)

In this section, we will consider the special case of online bipartite (weighted) matching. We stress that this classic problem does not capture key features of the refugee-allocation problem in practice, which we will add in later sections. Instead, online bipartite matching allows us to more cleanly draw connections to theoretical arguments, which help motivate our algorithm design. Later in the chapter, we will empirically show that the approach continues to work well in richer and more realistic settings.

Formally, this section considers the model defined in the previous section, with the restriction that all cases consist of single refugees, that is, that \(s_i = 1\) for all \(i \in N\). Under this assumption, it is well-known that the optimum matching for the ILP Matching\((I,c)\) can be found by solving its LP relaxation.

#### 9.4.1 Algorithmic Approach

To motivate our algorithmic approach, we begin by describing why matching systems currently deployed in practice lead to suboptimal employment. These systems assign cases greedily, which — putting aside batching for now — means

---

3: From Section 9.6 onward, cases will instead arrive in batches, which can be allocated simultaneously.
that an arriving case $i$ is matched to the affiliate $\ell$ with highest employment score $u_{i,\ell}$ among those that have at least $s_i$ remaining capacity. The main problem with greedy assignment is that it exhausts the capacity of the most desirable affiliates too early. In particular, we observe on the real data that a large fraction of cases have their highest employment score in the same affiliate $\ell'$, but that the size of the employment advantage of affiliate $\ell'$ over the second-best affiliate varies. Since it only considers the highest-employment affiliate for each case, greedy assignment will fill the entire capacity of $\ell'$ early in the year, including with some cases that benefit little from this assignment. Consequently, cases that would particularly profit from being placed in $\ell'$ but arrive later in the year no longer fit within the capacity.

Intuitively, the decision to match a case $i$ to an affiliate $\ell$ has two effects: the immediate increase of the total employment by $u_{i,\ell}$ but also an opportunity cost for consuming $\ell$’s capacity, which might prevent profitable assignments for later arrivals. Since greedy assignment only considers the former effect, it leaves employment on the table.

A better approach is two-stage stochastic programming, which allocates an arriving case $i$ to the affiliate $\ell$ maximizing the sum of the immediate employment $u_{i,\ell}$ and the expected optimal employment obtainable by matching the future arrivals subject to the remaining capacity. That is, if, at the time of $i$’s arrival, the remaining capacities are given by $c$, two-stage stochastic programming allocates $i$ to the affiliate

$$\arg\max_{\ell \in L : c_\ell \geq s_i} u_{i,\ell} + \mathbb{E}\left[\text{Opt}(i + 1, \ldots, n, c - s_i \cdot e_\ell)\right],$$

where the expectation is taken over the characteristics of cases $j = i + 1, \ldots, n$. Since adding a constant term does not change the argmax, this can be rewritten as

$$= \arg\max_{\ell \in L : c_\ell \geq s_i} u_{i,\ell} - \mathbb{E}\left[\text{Opt}(i + 1, \ldots, n, c)\right] + \mathbb{E}\left[\text{Opt}(i + 1, \ldots, n, c - s_i \cdot e_\ell)\right]$$

$$= \arg\max_{\ell \in L : c_\ell \geq s_i} u_{i,\ell} - \mathbb{E}\left[\text{Opt}(i + 1, \ldots, n, c)\right] - \mathbb{E}\left[\text{Opt}(i + 1, \ldots, n, c - s_i \cdot e_\ell)\right] \quad (9.1)$$

Using our assumption that $s_i = 1$, this can be simplified to

$$= \arg\max_{\ell \in L : c_\ell \geq 1} u_{i,\ell} - \mathbb{E}\left[\text{Opt}(i + 1, \ldots, n, c)\right] - \mathbb{E}\left[\text{Opt}(i + 1, \ldots, n, c - e_\ell)\right].$$

Note that the expectation that is subtracted in either of the last two lines is exactly the expected opportunity cost of reducing the capacity of $\ell$ by placing case $i$ there. This motivates our algorithmic approach: in every time step, we first compute a potential $p_\ell$ for each affiliate $\ell$. Then, rather than myopically maximizing the utility of the match as does greedy assignment, our algorithm $\text{PM}$ (“potential match”) myopically maximizes the utility of the current match minus the potential of the capacity used, as shown in Algorithm 2. (Note that an affiliate $\ell$ can always be defined as $c_\perp = \infty$.)

We estimate the expected value of the opportunity cost by averaging over a fixed number $k$ of trajectories, each of which consists of randomly sampled characteristics of all arrivals $i + 1$ through $n$. As the characteristics of arriving
Algorithm 2: PM(Potential)

Parameter: a subroutine Potential to determine affiliate potentials
1 initialize the capacities \( c_\ell \) for each affiliate \( \ell \);
2 for \( t = 1, \ldots, n \) do
3    observe the case size \( s_t \) and the employment scores \( \{u_{t,\ell}\}_\ell \);
4    call Potential() to define a potential \( p_\ell \) for each affiliate \( \ell \);
5    \( \ell \leftarrow \text{argmax}_{\ell \in \mathcal{L} : c_\ell \geq s_t} u_{t,\ell} - s_t p_\ell \);
6    allocate case \( t \) to \( \ell \) and set \( c_\ell \leftarrow c_\ell - s_t \);

Refugees change over time, and as these changes tend to be gradual, we draw these arrival characteristics uniformly with replacement from the arrivals in the six months prior to the current allocation decision. In Appendix D.3 of the full version, we evaluate different lengths of this sampling window.

For each sampled trajectory, it remains to calculate the potential, which we would like to equal the opportunity cost
\[
\text{Opt}\{i+1, \ldots, n\}, \{c \} - \text{Opt}\{i+1, \ldots, n\}, \{c - e_\ell \}.
\]
Clearly, this could be computed by solving \( O(|\mathcal{L}|) \) matching LPs, which is what the flagship algorithm by Bansak [Ban20] does.

Instead, we make use of a celebrated result in matching theory [Leo83] to compute the opportunity costs for all affiliates with remaining capacity as the shadow prices of a single LP:

Fact 9.1 Fix a matching-problem instance, in which all cases \( i \) have size \( s_i = 1 \). In the LP relaxation of MATCHING(\( N, c \)), let \( \{p_\ell\}_\ell \) denote the unique element-wise maximal set of shadow prices for the constraints
\[
\sum_{i \in \mathcal{N}} s_i x_{i, \ell} \leq c_\ell.
\]
Then, for each \( \ell \) with \( c_\ell \geq 1 \),
\[
p_\ell = \text{Opt}\{i+1, \ldots, n\}, \{c \} - \text{Opt}\{i+1, \ldots, n\}, \{c - e_\ell \}.
\]
This suggests the procedure Pot1 for computing potentials, which is shown in Algorithm 3.

We also develop a second method Pot2 for computing potentials, which is based on a slightly different LP and has different theoretical underpinnings:

- whereas the matching LP for Pot1 does not include the current batch of arrivals, the current batch is included in the LP for Pot2,
- whereas Pot1 uses the element-wise maximal set of shadow prices, Pot2 uses the element-wise minimal one, and
- whereas Pot1 is theoretically derived from two-stage stochastic programming, Pot2 is motivated by a connection to Walrasian equilibria.

For conciseness, we defer the formal definition of Pot2 and its connection to the Walrasian equilibrium to Appendix B of the full version.
9.4.2 Empirical Evaluation

We evaluate the employment of our potential-based matching algorithm on real yearly arrivals at HIAS. For each fiscal year, we consider all refugees who arrived in this period, and we consider them in the order in which they were received for allocation by HIAS. For the capacities, we use the year's final, i.e. most revised, capacities.\(^4\) We also immediately take into account that affiliates are restricted in which nationalities, languages, and family sizes they can accommodate, as well as in whether they can host single parents and the constraints on tied cases.

**Algorithm 3: Pot\(1(k)\)**

Parameter: \(k \in \mathbb{N}_{\geq 1}\), the number of trajectories per potential computation

Input: remaining capacities \(c\), the index \(t\) of the last observed case, characteristics of cases arriving in the past 6 months

Output: a set of potentials \(p_\ell\) for all affiliates \(\ell\)

\begin{algorithm}
\begin{algorithmic}[1]
\State for \(j = 1, \ldots, k\) do
\State \hspace{1em} for each \(i = t+1, \ldots, n\), set \(s_i\) and \(\{u_{i,\ell}\}\) to the size and employment scores of a random, recently arrived case;
\State \hspace{1em} solve the following bipartite-matching LP:
\begin{align}
\text{maximize} & \quad \sum_{i=t+1}^{n} \sum_{\ell \in L} u_{i,\ell} x_{i,\ell} \\
\text{subject to} & \quad \sum_{\ell \in L} x_{i,\ell} = 1 \quad \forall i = (t+1), \ldots, n \\
& \quad \sum_{i=t+1}^{n} s_i x_{i,\ell} \leq c_\ell \quad \forall \ell \in L \quad (*) \\
& \quad 0 \leq x_{i,\ell} \quad \forall i = (t+1), \ldots, n, \forall \ell \in L.
\end{align}
\State \hspace{1em} for each \(\ell\), set \(p^j_\ell\) to be the maximal shadow price\(^5\) of the constraint (*)
\State \hspace{1em} set \(p_\ell \leftarrow \frac{\sum_{j=1}^{k} p^j_\ell}{k}\) for all \(\ell\)
\State return \(\{p_\ell\}_{\ell \in L}\)
\end{algorithmic}
\end{algorithm}

The main way in which this experiment deviates from reality is the assumption (made throughout this section) that cases have unit size. To satisfy this assumption, we split each case of size \(s_i > 1\) into \(s_i\) identical single-refugee cases with a \(1/s_i\) fraction of the original employment scores. In subsequent sections, we will repeat the experiments without this modification.

We study 6 fiscal years, from 2014 to 2019. As affiliates closed and opened across these years, the number of affiliates varies between 16 and 24 (not counting the unmatched affiliate \(\perp\)). Finally, the number of arriving refugees (respectively, cases) varies between 1 670 (resp., 640) and 4 150 (resp., 1 630) across fiscal years.

As shown in Figure 9.1, even the greedy baseline obtains a total employment of between 89% and 92% of \(\text{Opt}(N, c)\), the optimum matching in hindsight. (One outlier is the year 2018, which we discuss below.) Nevertheless, the greedy algorithm leads to between 50 and 100 fewer refugees finding employment every year compared to what would have been possible in the optimum matching. Our potential algorithms close a large fraction of this gap, obtaining between 98% and 99% of the optimal total employment, both for algorithms based on

\(^4\): When the number of refugees resettled in the fiscal year exceeds the official capacity, we use the number of resettled refugees instead. In these situations, HIAS negotiated an increase in capacity that is not always recorded in our data.

\(^5\): One way of finding the maximal shadow price is to first solve the dual LP to find its objective value, then adding a constraint that constrains the objective of the dual LP to be equal to this optimal objective value, and to finally maximize the sum of dual variables \(p_\ell\) over this new restricted LP.
Figure 9.1: Total employment obtained by different algorithms, assuming that cases are split into multiple cases of size 1. Capacities are the final capacities of the fiscal year. For the potential algorithms, total employment is averaged over 10 random runs. The numbers in the bars denote the absolute total employment; the bar height indicates the proportion of the optimum total employment in hindsight.

Figure 9.2: Evolution of the per-refugee match score in order of arrival, for fiscal years 2016 and 2019 in the experiment of Figure 9.1 (split cases, final capacities). Consecutive match scores are smoothed using triangle smoothing with width 500.

Pot1 and for those based on Pot2. Since experiments in this model take much longer to run than those in subsequent models, we defer a comparison between the two potential methods and between values of $k$ to Section 9.6.1, where we can run the potential algorithms a sufficient number of times to discern smaller differences.

The fiscal year 2018 stands out from the others due to the fact that the greedy algorithm performs on par with the potential algorithms, at 99% of the hindsight-optimal total employment. This is easily explained by the fact that the capacities are much looser than in other fiscal years: whereas, in all other fiscal years between 2014 and 2019, the number of arriving refugees amounts to between 84% (2019) and 97% (2016) of the final total capacity across all affiliates, this fraction is only 48% in 2018. Since capacity is so abundant, the optimal matching will match a large fraction of cases to their maximum-score affiliate, and the greedy matching is close to optimal.

We also compare to the employment obtained by the allocation chosen by HIAS (“historical”). This comparison gives the historical matching a slight advantage, as HIAS sometimes overrides the incompatibility between an affiliate and a case, which we do not allow any other algorithm to do.⁶

In Figure 9.2, we investigate how the match score changes over the course of two fiscal years, 2016 and 2019, chosen to contain one year in which the greedy and historical baselines perform relatively poorly (2016) and one in which they perform well (2019). As the match score of subsequently arriving refugees can greatly differ, these graphs are heavily smoothed over time. If arrivals were drawn from a time-invariant distribution, we would expect the curves for the optimum matching in hindsight to be level, since how much employment the optimum matching can extract from a case would be independent of the case’s arrival time. Instead, we see that the employment prospects of arrivals fluctuate noticeably over time; in particular, the early refugees in fiscal year 2016 and the late refugees

6: In these cases, we estimate the employment achieved by the case using the regression rather than using $u_{i,t} = -\infty$. 
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in fiscal year 2019 seem to have worse employment prospects than other refugees in the plot.

The curves for both potential algorithms are nearly indistinguishable from one another, which shows that the algorithms make very similar decisions. In 2016, these curves start out closely tracking the curve of the optimal-hindsight matching, but fall behind for the last cases, which we observe in most fiscal years. The similarity of the curves over most of the year indicates that our approach of sampling trajectories from past arrivals is nearly as useful as the optimum algorithm’s perfect knowledge of future arrivals and that it leads to a similar trade-off in extracting immediate employment versus preserving capacity for later arrivals. Of course, the imperfect knowledge of the future incurs a small loss towards the end of the fiscal year, likely because the amount of capacity reserved per affiliate does not perfectly match the demand, which explains the gap in total employment between the hindsight optimum and the potential algorithms. This typical end-of-year effect is not very pronounced in fiscal year 2019, likely because the final arrivals of fiscal year 2019 have lower employment probabilities than what would be expected based on past arrivals. Instead, the potential algorithms fall behind the optimum algorithm for some period in the middle of the year, perhaps because they are reserving capacity for late arrivals which the optimum already knows to hold little promise.

The most striking curve is that of the greedy algorithm, which lies above those of all other algorithms in the first quarter of arrivals, but then falls clearly below the other curves in the second half. This observation can be explained by the effect we predicted in the motivation of our potential approach: the greedy algorithm extracts small additional gains in employment early in the arrival period, at the cost of prematurely consuming the capacity of the most desirable affiliates. Then, the lack of capacity limits the match scores of later arrivals, resulting in an overall unfavorable trade-off. This effect can be directly seen in Figure 9.3, in which we visualize the amount of capacity remaining in the most valuable affiliates. Specifically, looking at all arrivals of the fiscal year, we compute the shadow prices of the matching LP. At any point in time, we can then weight the remaining capacity by these prices to obtain a priced capacity. In Figure 9.3, we see that the optimum-hindsight matching and the potential algorithms use up the priced capacity at a roughly constant pace and essentially consume it all. By contrast, the greedy algorithm uses up the capacity very quickly, such that at the
median refugee, only 22% (2016) or 17% (2019) of the priced capacity is left.

The historical matching made by HIAS does not have such obvious defects, but still falls short in terms of total employment. In both reference years, the average employment moves in parallel with the optimum matching, meaning that HIAS does not overly focus on extracting employment at certain parts of the fiscal year at the expense of others. However, the average employment consistently lies below that of the optimum and of the potential algorithms. We see in Figure 9.3 that, in 2019, HIAS started consuming the priced capacity at a near-constant pace very similar to that of the optimum algorithm. Around the median arrival, however, the historical matching slowed down its capacity consumption and ended up not consuming all priced capacity, which explains some loss in total employment. One reason for this behavior might be that HIAS staff treat the last 9% of the capacity as a reserve that they are more reluctant to use. In a year such as 2019, in which the overall arrivals were only 84% of the total capacity, this heuristic might have actually kept much of the reserve capacity free, including in the affiliates that could have generated higher employment. By contrast, the total arrivals in 2016 amounted to 97% of the overall capacity, which could explain why nearly all priced capacity was consumed in this year. Despite using up priced capacity in a similar pattern as the optimum matching in 2016, the historical assignment achieved lower matching scores throughout the year. This indicates that the low employment of the historical matching is not just due to a reluctance to use the entire capacity, but that the priced capacity is furthermore inefficiently allocated.

9.5 Non-Unit Cases \((s_i \geq 1)\)

The most pressing aspect of refugee matching that we have ignored thus far is that many cases do not consist of individual refugees. Instead, they consist of an entire family of refugees, which has to be resettled to the same affiliate.

To accommodate cases consisting of multiple family members, we will from now drop the assumption that the \(s_i\) are 1. The main effect of this change is that the LP relaxation of the ILPs Matching\((I, c)\) can now be a strict relaxation. Indeed, the LP relaxation might allow for higher objective values because it allows fractional solutions.\(^7\) As a result, our dual prices will no longer exactly compute the marginal value of a unit of capacity. In any case, to retain the exact connection to stochastic programming in Equation (9.1), \(PM\) would have to subtract the opportunity cost of \(s_i\) units of capacity from \(u_{i,\ell}\), which might exceed \(s_i\) times the opportunity cost of a single unit of capacity.

However, as the capacity of most affiliates is much larger than the size of a typical case, both approximations can be expected to be relatively close, which is what we find empirically: we repeat the experiment of the previous section, but without splitting up cases into individual refugees. The results are nearly indistinguishable, which supports our decision to use LP relaxations even in the setting with indivisible cases. The full figures are deferred to Appendix D.1 of the full version.

\(^7\): One can always find a fractional solution that splits cases into \(1/s_i\) fractions similarly to what we did in the evaluation of Section 9.4.2.
9.6 Batching

A second aspect that we have not considered thus far is that HIAS does not actually process arriving cases one by one, but in batches containing one or multiple cases. Most of these batches result from the weekly meetings between the resettlement agencies, but smaller batches with urgent cases are allocated between the weekly meetings.

The fact that cases arrive in batches does not make the problem harder; after all, a matching algorithm that does not support batching can still be used by presenting the cases of each batch to the algorithm one by one. As we will argue, however, batching represents an opportunity to improve on this strategy: there is a (limited) opportunity to increase total employment and a (substantial) opportunity to reduce running time.

Concerning total employment, using a non-batching algorithm in a batching setting is wasteful since it ignores potentially valuable information. Specifically, when the earliest cases of the batch are allocated, a non-batching algorithm presumes that the characteristics of the other cases in the batch are not yet known. Arguably, as the sizes of batches tend to be much smaller than the total number of cases \( n \), the amount by which accounting for this information can increase total employment is likely to be limited.

As for running time, given that the matching algorithm receives no new information between the first and last case of a batch, it seems reasonable not to recompute potentials within a batch. As there tend to be 5 to 10 times more cases than batches and as the computation of potentials is the bottleneck in the running time of the potential algorithms, this promises to substantially speed up the algorithm.

In adapting our algorithm \( \text{PM} \) to batching, we will not change how we compute the potentials \( p_\ell \). However, the algorithm now allocates all cases in the batch at once, still with the objective of optimizing the immediate utility of the assignment less the sum of potentials consumed. Thus, our extended algorithm \( \text{PMB} \) (“potential match with batching”, Algorithm 4 in Appendix C of the full version) allocates the current batch according to the solution to a matching ILP, in which the utility of matching case \( i \) to affiliate \( \ell \) is set to \( u_{i,\ell} - s_i p_\ell \). Note that, if all batches have size \( b = 1 \), this algorithms coincides with our previous algorithm \( \text{PM} \). Moreover, \( \text{PMB} \) also generalizes the greedy algorithm previously implemented in Annie™, which can be recovered by setting all potentials \( p_\ell \) to zero.

We can now compare the running time of our algorithms to the flagship algorithm by Bansak [Ban20], which is very closely related, but does not use dual prices to compute opportunity costs and handles batching in a way that does not improve running time. The computational bottleneck in both of our algorithms and theirs is the computation of bipartite-matching LPs over the trajectories of simulated future arrivals. Whereas we compute a single such program per batch of arrivals, Bansak solves \( |L| \cdot b \) many such LPs per batch, where \( |L| \) is the number of affiliates and \( b \) is the number of cases in the batch. In our dataset, a typical value of \( |L| \cdot b \) is around 150, so these speed-ups are substantial.

9.6.1 Empirical Evaluation

We repeat the experiment measuring the total employment obtained by the algorithms, this time with the greedy algorithm and the potential algorithms allocating cases in batches. As shown in Figure 9.4, the results again look very close to those in the restricted setting of online bipartite matching, confirming that our algorithmic approach generalizes well not only to non-unit case sizes but also to batching as it is used in practice.

Since processing entire cases in batches is much faster than processing cases (or individual refugees) one by one, we are now in a position to run each potential algorithm many times and analyze the distribution of total employments. As shown in Figure 9.5, the total employment produced by each potential algorithm is sharply concentrated, especially when the algorithms use \( k \geq 3 \) trajectories to compute duals.

Running each algorithm many times enables us to compare the relative performance of the potential algorithms. Across both ways of computing potentials, and all fiscal years (with the exception of 2018, where everything is very close together), we see a clear tendency that averaging the potentials across more trajectories improves the employment outcome. These effects are somewhat limited, though, as going from a single trajectory to nine trajectories improves the median employment by less than half a percent of the hindsight optimum. As is to be expected, increasing \( k \) exhibits diminishing returns.
For \( k \) held constant, we observe that the Pot2 variants quite consistently outperform the Pot1 variants; again with the exception of 2018, in which a small inversion of this trend can be seen. While all potential algorithms perform very well, based on these results, we recommend the Pot2 potentials with a relatively large \( k \) for practical implementation. Of course, increasing \( k \) increases the running time of the matching algorithm. However, since a resettlement agency computes only one set of potentials per day, the algorithm runs in few seconds even for \( k = 9 \) (see Appendix D.2 of the full version).

To additionally support our observation that the potential algorithms outperform the greedy algorithm and the historical matching, we repeat the experiment from Figure 9.4 for additional arrival sequences derived from the historical data. As we show in Appendix D.5 of the full version, we obtain similar employment performance as in Figure 9.4 if the arrival sequence for each year is reversed, or if we consider shifted yearly arrival periods from, say, April to the March of the following year rather than fiscal years (from October to September). In Section 9.7.2, we also evaluate the algorithms on bootstrapped arrivals. While we discuss more specific observations there, the potential algorithms perform similarly well or slightly better in that setting, consistently at 99% of the hindsight optimum.

### 9.7 Uncertainty in the Number of Future Arrivals

Given that our algorithm PMB supports non-unit sized cases and batching, it might seem that we are ready to replace the greedy algorithm in Annie™ by our potential algorithm. However, our algorithm crucially relies on one piece of input that the greedy algorithm did not need, namely, the total number of cases arriving in the fiscal year. This number determines the length of the sampled trajectories, which can greatly impact the shadow prices and, thus, how the algorithm allocates cases.

In principle, the information given to resettlement agencies should provide a fairly precise estimate of how many cases are expected to arrive. Indeed, before the start of each fiscal year, the US Department of State announces how many refugees it intends to resettle in that fiscal year, and resettlement agencies are instructed to prepare for a certain fraction of this total number. In fact, HIAS sets its affiliate capacities to sum up to 110% of this number of announced refugees, which is intended to give local affiliates a good idea of how many refugees they will receive while affording the resettlement agency some freedom in its allocation decisions.

#### 9.7.1 Relying on Capacities

It is thus natural to run our potential algorithms under the assumption that the number of arriving refugees will be \( 1/(110\%) \approx 91\% \) of the total announced capacity.\(^8\) The result of this strategy is shown in Figure 9.6. Since these experiments use the initial, unrevised capacities, the employment scores of the hindsight optimum and the greedy algorithm may differ from those in previous experiments, which used the most revised capacities.\(^9\) In all fiscal years other than 2017 and 2018, the

---

8: To convert the number of remaining refugees into a number of cases, we divide by the average case size of recent arrivals (over the years, this average size fluctuates between 2.4 and 2.6). While the number of refugees who have arrived is below 91% of the total capacity, this gives us a total number of cases \( n \) for the algorithms. Once the number of arrivals exceeds 91% of the total capacity, we make the algorithms assume that the current case is the last to arrive, that is, all subsequently sampled trajectories have length zero.

9: This means that the comparison to the historical algorithm is not quite on equal terms, since the latter is constrained by a different set of capacities. In all fiscal years except for 2017 and 2018, the final capacities are element-wise larger than the original capacities.
imprecise knowledge of future arrivals deteriorates the approximation ratio of the potential algorithms, but the potential algorithms continue to clearly outperform the greedy baseline overall, and they outperform the historical matching in every single year.

Setting aside the outlier years of 2017 and 2018 for the moment, we investigate the fiscal years 2016 and 2019, in which arrivals were otherwise highest and lowest relative to the announced capacity. In fiscal year 2016, the total arrivals were particularly large relative to the initial capacity: the arrival numbers added up to 100% of the initial capacity rather than 91%, which means that our potential algorithms expected around 3770 refugees to arrive rather than the 4150 that ended up arriving. As a result, the potential algorithms consume the priced capacity at an approximately constant rate, consuming it all around the expected number of expected refugees (Figure 9.7, bottom left). Up to this point, the potential algorithms are more generous in consuming capacity than would be ideal given the actual number of arriving cases, which is why the potential algorithms obtain a slightly higher average employment over the first three quarters of arrivals (Figure 9.7, top left) than the optimal matching in hindsight. For refugees arriving after the 3770 expected refugees, however, the capacity
Figure 9.8: Evolution of the per-refugee match score and remaining priced capacity in order of arrival, for fiscal years 2017 and 2018 in the experiment of Figure 9.6 (whole cases, batches, initial capacities, potential algorithms do not know $n$). Dashed line shows evolution if potential algorithm updates its expected arrival number at time of capacity revision (dotted line).

In the best affiliates is used up, which is why the averaged employment sharply drops after this point.\textsuperscript{10}

In 2019, by contrast, fewer refugees arrived than expected, only 86% of the total capacity. At the bottom right of Figure 9.7, it is visible that the potential algorithms consume priced capacity at a slightly lower rate than the optimal algorithm in hindsight, as they aim to use up the capacity around 2,440 refugees rather than the 2,310 who ended up arriving. This effect is reflected in the average employment rates (top right), which lie below that of the optimal algorithm throughout most of the year.\textsuperscript{11}

The fiscal years of 2017 and 2018 stand out due to the fact that the total number of arriving refugees fell far short of the announced number reflected in the approved capacities: in 2017, arrivals amounted to 65% of the approved capacities, while they amounted to only 46% in 2018. Both of these years fall into the beginning of the Trump administration, which not only sharply reduced the announced intake of resettled refugees, but furthermore abruptly halted the intake of refugees from six predominantly Muslim countries starting from early 2017.

As the potential algorithm depicted in Figure 9.8 severely overestimates how many cases will arrive, it holds back much more priced capacity than would be optimal (bottom, solid lines). This causes the potential algorithms to extract less employment throughout the year than the optimal algorithm (top, solid lines). As observed in Section 9.4.2, the capacities in 2018 are so loose that the greedy algorithm performs close to optimal.

In these two years, the US Department of State eventually reacted by correcting the expected arrivals downward and instructing the resettlement agencies to reduce their capacities. In fiscal year 2017, this revision came quite late and ended up underestimating the arrivals: where the arrivals amounted to only 65% of

\textsuperscript{10} Note that, due to the triangle smoothing, the drop starts dragging down the curve 500 arrivals before its actual start.

\textsuperscript{11} The drop in employment probabilities at the end of the fiscal year affects all algorithms including the hindsight optimum and must therefore be caused by an anomaly in arrival characteristics.
the initial capacities, they exceeded the revised total capacity at a level of 103%, rather than amounting to the 91% that was intended. Even if imperfect, this signal that arrivals are much lower than originally announced is still useful to the potential algorithms. Indeed, in Figure 9.8, the dashed curve corresponds to a potential algorithm that still starts out expecting 91% of the initial capacities to arrive, but expects only 91% of the revised capacities to arrive from the point on where they were announced (vertical line). While this information comes late, the algorithm in fiscal year 2017 uses the new information to burn through the remaining priced capacity more aggressively (bottom left), which allows for higher employment among refugees arriving after the revision of arrival numbers (top left). As a result, the employment reaches 97% of the optimum in hindsight, exceeding the value of 95% without the updated information that we showed in Figure 9.6.

By contrast, the revision in fiscal year 2018 did not yield much useful information; whereas the arrivals amounted to 46% of the initial capacities, they still amounted to 48% of the revised capacities. This seems to indicate that, even after half of the fiscal year’s refugees had already been allocated, the administration overestimated the number of arriving refugees by a factor of two. Because the revision barely changed the number of expected arrivals, giving the potential algorithm access to this revised information does not have much effect (Figure 9.8, right).

While we have considered the informational value of revisions above, our experiments have not considered that these revisions actually reduced the allowable capacities. Although we include a variant of the experiment in Appendix D.6 of the full version, it is difficult to meaningfully compare the employment achieved by different algorithms if the parameters of the matching problem are changed so drastically during the matching period. One particular challenge is that, while the amount of reduction was extraneously decided, HIAS was involved in deciding which capacities to decrease, which was done in a way that depended on previous allocation decisions.\footnote{While the sum of capacities did not change much in fiscal year 2018, the capacities of some affiliates were substantially decreased and those of others were substantially increased.} Since we only know the revised capacities that were agreed upon, not the counterfactual revision of capacities that would be made, the greedy algorithm and the potential algorithms might have already exceeded a reduced capacity before it was announced. This means that the experiment rewards algorithms for greedily using up the capacity in the best affiliates before the revision, which we do not expect to be a good policy in practice. More generally, a substantial change in capacities is an exceptional situation, outside of our model, and cannot be addressed by our algorithm alone without manual intervention.

9.7.2 Arrival Misestimation on Bootstrapped Data and Incorporating Uncertainty

To obtain more systematic insights into the robustness of potential algorithms to misestimated arrival numbers, we study bootstrapped case arrivals, which allows us to simulate varying numbers of arrivals. The results of this experiment are displayed in Figure 9.9. As a baseline, consider the greedy algorithm, which obtains optimal employment when the number of arrivals is much lower than the total capacity (say, 25% of the expected arrivals, which is $\frac{25}{110} \approx 23\%$ of the capacity), but becomes more and more suboptimal the more refugees arrive.
By contrast, the potential algorithms perform best (around 99% of the optimal employment) when the number of arriving refugees matches what the algorithm expects. On average, this number is around half of a percentage point higher than in the corresponding non-bootstrapped experiments (Figure 9.4). Such an increase is to be expected as the bootstrapping setup ensures that the algorithm draws trajectories from the same distribution from which the arrivals are generated. In particular, the real arrival sequence used for Figure 9.4 might contain a drift in refugee characteristics or a seasonality not captured by our algorithm, and the lack of these features in the bootstrapped experiment allows for slightly higher employment. It is just as noticeable, however, that this increase is only half a percentage point, revealing that a drift of arrival characteristics and seasonality does not account for most of the remaining optimality gap of our algorithm.

The further the actual arrival number deviates from this expectation, the further the relative employment performance of the potential algorithm decreases. Noticeably, the performance more quickly deteriorates when the arrival numbers exceed the expectation, versus falling short. This sharp decline makes sense for two reasons. First, the algorithms aim to exploit all useful capacity exactly at the expected number of refugee arrivals; thus, only a subset of the affiliates remain available for subsequent arrivals. Second, once the number of arrivals exceeds the expectation, the trajectories in the potential algorithms add no cases beyond those that have already arrived, which means that the algorithm serves
subsequent arrivals greedily. In the six fiscal years we observe, arrivals below the expectation seem like a more urgent problem than arrivals above the expectation, but over-arrivals might well become a problem under different political circumstances or when applying potential algorithms to other matching settings.

A natural way to make the potential algorithms more robust to inaccurate arrival estimates is to treat arrival estimates not as exact predictions but as subject to some uncertainty. Concretely, we adapt the potential algorithms by sampling trajectories of different lengths, each drawn from a “prior” distribution whose mean is the arrival estimate, conditioning this distribution such that trajectory lengths are never less than the number of refugees who have already been allocated. Conceivably, these adapted trajectories could generate potentials that are robust across a wider range of arrival numbers, and the adapted algorithm could therefore lead to higher employment when the official arrival numbers are inaccurate. The most obvious distribution is perhaps a Poisson distribution. As shown by the dotted line in Figure 9.9, using Poisson trajectories hardly changes the employment outcomes for any of the experiments relative to the baseline of fixed trajectory sizes. This is most likely due to the low variance of the Poisson distribution. For a quite typical mean of 3,000 arriving refugees, 95% of the probability mass lies within a distance of only 3.6% of the mean. For this reason, we also try a distribution with overdispersion, specifically a negative binomial distribution parameterized to have its mean equal to the expected arrivals and its standard deviation equal to 10% of the expected arrivals. For example, if again 3,000 arrivals are expected, 95% of the probability mass deviates up to 20% from the mean. As the figure shows, negative-binomial trajectories lead to decent improvements in employment when more refugees arrive than expected. When fewer refugees arrive than expected, using random trajectory lengths helps more often than not, though with different degrees of success. Overall, negative-binomial arrivals seem to make the potential algorithms marginally more robust to misestimated arrival numbers, though not by enough to make misestimation less of an overall concern. Additionally, this additional robustness comes at a nonnegligible cost when arrival estimates are accurate.

9.7.3 Better Knowledge of Future Arrivals

In Section 9.7.1, we demonstrated that, even without outside supervision, our potential algorithms lead to substantial employment increases over the baselines, unless the announced capacities miss the eventual arrival numbers by an extreme margin. Even in these typical years, however, more accurate arrival predictions could increase the total employment on the order of percentage points of the hindsight optimum. Obviously, more accurate information about arrivals would be even more useful in years like 2017 and 2018, in which the official information is unreliable.

One approach would be to use time-series prediction to estimate the number of arrivals. For instance, when the US Department of State revised the capacities for the fiscal year 2018 in January 2018 (several months into the fiscal year), the announcement that 2.5 times more refugees were still to come than had already arrived might have raised some doubts. However, the graph of monthly arrivals
in Figure 9.10 shows that late increases in arrival rates may actually happen as they did in fiscal year 2016.13

A fundamental challenge that any data-driven approach faces is that there is very little data to learn from. Indeed, while HIAS has data on hundreds of thousand of refugees, they only have data on 15 fiscal years, which is, moreover, incomplete and smaller-scale in earlier years. Thus, there is a limited foundation to learn about how arrival patterns change between years. This task becomes especially difficult given that arrival numbers are heavily influenced by external events such as elections, the emergence of humanitarian disasters, and changes in immigration policy, which cannot be deduced from past arrival patterns. Thus, while a time-series prediction approach might lead to marginal improvements over naively expecting 91% of the capacity to arrive, past arrival numbers are unlikely to give enough information to accurately predict future arrival numbers.

Fortunately, resettlement agencies such as HIAS already possess much richer information and insights into the dynamics of refugee arrivals than a pure data approach would consider. In fiscal year 2017, for example, HIAS foresaw a worsening climate for refugee resettlement immediately after the November 2016 election14 and was aware of concrete plans to drastically reduce refugee intake in January 2017,15 both before these changes were reflected in arrival numbers and before the capacities were officially updated in March 2017. Similarly, HIAS continuously monitors domestic politics and international crises for their potential impact on resettlement, and moreover it has some limited insight into the resettlement pipeline, which allows it to prepare for changes in arrivals. We therefore believe that, rather than building a sophisticated tool for predicting arrivals in a fully autonomous manner, it is preferable to allow HIAS staff to override our prediction with more advanced information.

9.8 Implementation in Annie™ MOORE

To enable HIAS to benefit from dynamic allocation via potentials, we have integrated new features into its matching software Annie™ Moore. A crucial design requirement is that HIAS staff must be able to override the allocation recommendations of Annie™ when they are aware of requirements outside of our model. From an interface-design perspective, the challenge is to visualize the effect of such overrides on total employment, enabling HIAS staff to make informed trade-offs. In the original, static model, this was easy enough: as the quality of a matching was just the total employment of the current batch, the interface labeled each case–locality match with its associated employment score, and staff could drag the case to other localities to see the respective employment scores.
In a dynamic setting, however, presenting only the employment scores may unintentionally encourage HIAS staff to greedily use capacity in their overrides, at the expense of future arrivals.

As we illustrate in Figure 9.11, the new interface of Annie™ augments the original interface with information about affiliate potentials, thereby taking future arrivals into account. Specifically, the background color of the tile for case $i$ encodes the adjusted employment score, that is, the original employment score $u_{i,\ell}$ less the potential $s_{i,p_{\ell}}$ of the capacity consumed in affiliate $\ell$. The fact that the algorithm PMB always maximizes the sum of adjusted employment scores in its allocation of the current batch means that the algorithm is explainable in terms of the information presented to the user. In the interface, the green color spectrum indicates positive adjusted employment scores (meaning that the employment score of the case outweighs the loss in future employment), while the red color spectrum highlights negative adjusted scores (where a placement reduces future employment by more than its employment score). Darker colors signify greater magnitudes.

In overriding the allocation recommended by Annie™, HIAS staff should be able to quickly find alternative placements for a case that do not reduce immediate and future employment by more than necessary. To support this workflow, our interface shows the adjusted employment scores of a case across all affiliates at a glance: as shown in Figure 9.12, upon dragging a particular case tile from its current placement, all other case tiles temporarily fade in appearance, and the shading of every affiliate tile temporarily assumes the adjusted employment score relative to the selected case. By hovering a selected case tile over a new affiliate, the original (numeric) employment score and the adjusted match score (background color of the case tile) dynamically update. Moreover, incompatibilities with affiliates due to nationality, language, family size, and single parent households can be seen via an exclamation mark in the lower left corner of the affiliate tile. After dropping the case tile in a new affiliate, the background color for each affiliate returns to its original blue shade, and all affiliate-tile exclamation marks disappear.

On a separate screen (not shown), Annie™ enables the entry of a prediction for total refugee arrivals, as mentioned in Section 9.7.3. This estimate can be critical to inform the process of estimating proper shadow prices, as at times HIAS is in a better position to give more accurate case arrival predictions than officially announced capacities.
9.9 Discussion

We have developed and implemented algorithms for dynamically allocating refugees in a way that promotes refugees’ prospects of finding employment. These algorithms outperform the baselines, even when taking into account how refugee placement in practice deviates from a classic matching setting.

While we have tested the algorithms as an autonomous system, the success of Annie™ in increasing employment outcomes in practice will depend on how it performs in interaction with HIAS resettlement staff. In Section 9.7.3, we already saw that the allocation decisions of Annie™ can greatly profit from human decision makers providing better estimates of future arrivals. Human input is equally crucial in dealing with uncertainty in several other places: for example, HIAS staff might intervene by correcting the arrival year of a case should the Department of State’s estimate seem off, or they might increase some affiliate capacities late in the year if they anticipate that these capacities can be increased. By allowing all parameters of the matching problem to be changed, Annie™ allows HIAS resettlement staff to improve the matching using all available information.

Ideally, the human-in-the-loop system consisting of the matching algorithm and HIAS staff can combine the strengths of both of its parts: on the one hand, the algorithms in Annie™ capitalize on subtle patterns in employment data and manage capacity more effectively over the course of the fiscal year. On the other hand, the expert knowledge of HIAS staff enables the system to handle the uncertainty that is inherent in a matching problem involving the actions of multiple government agencies, dozens of affiliates, and thousands of refugees. In light of the administration’s recent increase of the total resettlement capacity from 15,000 to 125,000, we foresee both parts playing a crucial role: the increasing scale of the problem will make data-based algorithms more effective, and human guidance will be necessary to navigate the evolving environment of a rapidly growing operation.

Conclusions
Conclusions and Future Work

Throughout the chapters of this thesis, we have already drawn conclusions from individual pieces of research. We conclude by reflecting more globally on the work included, by answering two questions: How can computer science guide democratic innovations, and which future directions can advance the study of democracy in computer science?

10.1 How Can Computer Science Guide Democratic Innovations?

Why, of all sciences, should computer science study democracy, and what does it fundamentally have to offer? In the introduction, we answered a narrow version of this question, by identifying three different modes of our work: designing algorithms, analyzing processes, and identifying alternative processes. Here, we posit three broader answers (neither disjoint nor exhaustive) to these guiding questions, on which we elaborate below:

1. Computer scientists can bring expertise to practitioners’ algorithms.
2. Computer scientists can provide a precise language for the desiderata of democratic processes.
3. Computer scientists can support the daily operations of practitioners.

Answer 1: Bringing Algorithmic Expertise to Practitioners’ Algorithms

Whether computer scientists are involved or not, democratic practitioners develop and use algorithms. In some cases, such as the baselines in Chapters 2 and 5, these algorithms are already implemented as code and publicly accessible.¹ In other cases, these algorithms are harder to spot, which was the case for four additional selection algorithms that we learned of over the course of our discussions with other sortition organizations.² These organizations did not think of their sampling procedures as algorithms, and typically implemented them not in code but using spreadsheets, dice, and flexibility for manual intervention. Nonetheless, the goal of making combinatoric decisions in an impartial way pushed each organization towards a distinct algorithmic approach.

A first contribution that computer scientists can make to these naturally emerging algorithms is the methodology of algorithmic analysis. In our experience, questions that are natural from a computer science perspective played little role in the discussion between practitioners prior to our involvement: Which properties does an algorithm satisfy? Which inputs does the algorithm perform worst³ on? Which algorithms are better than others? In both Chapters 2 and 5, our work started by explaining shortcomings of the existing algorithms to practitioners, which built the foundation for our development of new algorithms.

¹: In both cases, this availability was made possible by the Sortition Foundation’s unusual technical expertise and its commitment to open sourcing their tools.
²: See supplementary information 12 of Flanigan et al. [FGG+21].
³: “Worst” and “better” need not refer to running time, but might also refer to the quality of the solution, for example some notion of the solution’s fairness.
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As a second contribution, where limitations of the existing algorithms call for the development of a new one, computer scientists can employ a large toolbox of algorithmic techniques. In this thesis, we mostly applied techniques from optimization (integer linear programming, column generation, submodular optimization, linear programming duality), but most techniques taught in courses on algorithm design are likely to be new to practitioners and therefore potentially valuable.

Answer 2: Providing a Precise Language for Desiderata

The field of political theory, where the desiderata of democratic innovations are primarily discussed, formulates these goals in abstract terms that leave many details unspecified. For example, Carson and Martin [CM99] categorize the benefits of sortition into "(1) promotion of equality, (2) representativeness, (3) efficiency, and (4) protection against conflict and domination." Trying to preserve these benefits gives some direction in designing a selection algorithm (see Appendix A.1), but political theory does not make these desiderata so concrete as to, say, make them measurable. In the few cases where political theory discusses practical details, this is often in the context of a critique: For instance, political theorists might point out that certain desiderata cannot be realized in practice, but typically without suggesting what practitioners should do in the face of these impossibilities.

Due to computer science's roots both in mathematics and engineering, computer scientists tend to formulate desiderata in a way that is highly different from and complementary to political theory. First, since (theoretical) computer scientists analyze processes through mathematics, the desiderata they study are mathematical statements whose satisfaction can be objectively determined. For example, in Chapters 2 and 3, we operationalized "promotion of equality" with the more specific interpretation of "each agent has an equal marginal probability of being selected to the panel." Second, computer science's origins in engineering might explain why computer scientists tend to take on a constructive rather than critical stance: when computer scientists show that a desirable property is currently violated (or even impossible to satisfy), they are expected to build an alternative process that satisfies the property (or an approximate version of it). For instance, whereas multiple political theorists have pointed out that equal chances of selection cannot be achieved in practical sortition, we were the first to suggest a notion of "as close to equal chances as possible" in Chapter 2.

Of course, the choice of objectives is up to political theorists and practitioners, not computer scientists. But work in computer science can act as a catalyst for discussions among those former two groups: by confronting practitioners with the choice between different algorithms, and by explaining the properties underlying the computer science work, practitioners and political theorists are nudged to more precisely state what they see as the goal.

Answer 3: Supporting Practitioners' Daily Operations

By offering hands-on support to practitioners, computer scientists can contribute a technical expertise that is typically outside the main focus of democratic or-
nizations. Throughout the work on this thesis, this support of course included helping practitioners use our website and tools, which has immediate benefits for both sides. But our support extended to tasks not directly related to research, such as building websites and forming diverse focus groups for screening materials.

Besides the immediate benefits of such close collaboration to practitioners, it allows researchers to learn about practical problems and practitioners to learn the range of what researchers can do. Both of these learning processes help identify opportunities for computer science to support and inform practitioners’ efforts. For example, the following three questions emerged in our collaborations and are prime targets for future work:

- How can we incorporate the fact that some panel members drop out of the assembly and must be replaced into our conception of fairness?
- How can panel organizers trade off the cost of the recruitment process with the level of representativeness and fairness?
- If a panel organizer prefers to use a selection algorithm that can be executed without a computer, which one should they use?

### 10.2 Future Directions for the Study of Democracy in Computer Science

Going forward, we identify three priorities for directing our field towards interesting mathematics, practical impact, and coherence: deliberation, incentivizing participation, and engaging with normativity.

**Direction 1: Deliberation as the Frontier of Computational Social Choice**

Traditionally, the field of computational social choice\(^5\) studies the *aggregation* of individual preferences through voting. The success of deliberative democracy, however, raises the question whether *deliberation*, not aggregation, should be seen as the ideal of democracy — and how computational social choice can reflect this shift.

Recent papers [CD20; FGMS17; GL16; PP15; ZLT21] have taken first steps on this path by proposing procedural models of deliberation. So far, however, models of deliberation are “toy models” that are only loosely inspired by deliberation; as a result, these models can hardly claim to be stand-ins for deriving insights about real-world deliberation. One way to develop more realistic models is to root them firmly in the deliberation literature. A good starting point for this agenda could be a paper by Dryzek and List [DL03], which disentangles the “informational, argumentative, reflective and social” effects of deliberation, which is a much broader perspective on deliberation than the one that underlies existing models. There is also an urgent need to develop theoretical models based on empirical observations of deliberation, since such work can identify the most important conditions for promoting the success of deliberation in practice. Once
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5: And, more generally, its parent discipline of social choice.

such models are available, problems such as our group-allocation problem in Chapter 5 can and should be revisited with much greater depth.

Besides modeling deliberative processes, the success of deliberation raises questions about how computational social choice conceives of agents: *What drives real people towards successful deliberation, and how can we represent this drive in our agent models?* Currently, the agents studied in computational social choice have fully-formed preferences, know the precise effects of possible outcomes, are purely self-interested, and pursue this interest in a coldly calculating manner. If real-world agents indeed had these characteristics, we would not expect deliberation to have much effect on group decision making. By contrapositive, the impact of deliberation should make us look for what our models are missing — new forms of partial information and bounded rationality, altruism, or social norms?

**Direction 2: Designing Processes in Which Voting Feels Worthwhile**

One of the worrying signs for the state of democracy is a global decrease in voter turnout over the past decades [KB21]. How can democratic innovations encourage larger turnout? One possible lever is an agent’s *expected benefit of voting*, which is the probability that the agent’s vote changes the outcome times the expected change in the agent’s utility conditioned on their vote changing the outcome. It is theoretically and empirically well-supported that the expected benefit influences turnout [AK75; FOSY78; RO68], but increasing the benefit of voting is also an appealing goal in its own right: over time, voters should feel that participation in the democratic process “pays off.” In single-winner plurality elections (say, most national presidential elections), the expected benefit of voting tends to be low because the probability of casting a pivotal vote is minuscule, even more so when one candidate has a stable lead in support.

Other forms of elections offer more opportunities for votes to change the outcome, and can thus potentially make voting more rewarding. Participatory budgeting seems like a particularly promising candidate since its outcome structure (i.e., sets of budget-feasible projects) allows to satisfy both majority and minority interests with part of the budget. Recent work on voting rules that provide strong proportionality guarantees in participatory budgeting [PPS21] is exciting from this angle because these rules ensure a form of responsiveness: if a project (say, renovating a local school) would not be funded by default, but a modest number of agents join the voting process from the political sidelines to support this project, their participation must be rewarded by the project getting funded. In the best case, such responsiveness might incentivize marginalized communities to turn out at higher rates and thus decrease the demographic distortions in voter turnout [LN14]. It seems highly attractive to strengthen these proportionality guarantees (especially towards the elusive notion of *core stability* [PPS21]), but also to think whether the perspective of encouraging participation inspires other axioms for participatory budgeting.

Underlying these technical directions, the fundamental objective is a political one: to create spaces where constituents can experience democracy benefitting their daily lives. In a time of democratic cynicism [OEC22; WSC19], in which adherents
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of technocracy challenge the possibility of effective democratic governance [Bel15; Kha17], proving the opposite is vital to defending democracy.

**Direction 3: Embracing Normativity**

As computer scientists, we are trained to derive factual statements such as “in model X, algorithm Y satisfies property Z” or “on dataset X, algorithm A runs faster on average than algorithm B,” which philosophers refer to as *positive* statements. But when working on democracy, motivating our work or defining desirable properties is inherently *normative*, i.e., dependent on subjective notions of what is desirable for society. For example, a reader who is generally opposed to citizens’ assemblies, or who has a very different conception of the objectives of sortition, might not be convinced of the value of our work on selection algorithms. But, if motivations are subjective, how can our field avoid being a collection of arbitrary directions, just up to the authors’ personal beliefs?

One pragmatic tool for making directions less arbitrary is writing the motivation of the paper for a broad audience of democrats, which is ideologically and geographically unspecific. This approach is already the norm in the field. We have aimed to follow this approach in our work as well; for instance, we aimed to present citizens’ assemblies such that our work seems relevant not only to, say, proponents of far-reaching reforms towards sortition, but also to readers interested in citizens’ assemblies as a more modest instrument of citizen consultation.

A more far-reaching approach to avoid arbitrary directions we want to propose is for computer scientists to directly engage with the related normative literature. Disciplines such as political theory, in which normative statements play a large role, have long developed conventions that regulate how new positions must be defended and connected to existing thought to avoid arbitrariness. By anchoring itself to normative research, computer science can profit from these conventions. Admittedly, we have not done so for most of the work in this thesis, but have aimed to root our approach in Appendix A to political theory in Appendix A.1, which we see as a model for our future work.

In fact, the need of connecting computer science research to normative literature applies far beyond the study of democracy. Popular movements towards *artificial intelligence for social good* or *mechanism design for social good* by definition require normative justification for how a piece of work in this area does indeed serve the “social good.” Recently, there has been an increased focus on negative social consequences of information technology; for example, the machine learning conference NeurIPS instructed authors to discuss “potential negative societal impacts” of their work in 2022 [Neu22]. We believe that claims of *positive* social impact deserve equal attention, and more systematic attention than is currently the norm.
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Appendix
A.1 Desiderata for Sortition in the Political Science Literature

In this paper, we approach the problem of panel selection from a pragmatic angle. We ask: taking as given the overall panel selection process (sending out invitations uniformly at random, and then using quotas to enforce representativeness), what is the best selection algorithm for practitioners to use?

To identify desirable properties of a selection algorithm, it is natural to take inspiration from political theory, where advantages and disadvantages of sortition have been discussed in detail [Cou19; Eng89; Fis18; Smi09; Sto16]. However, one should not expect the political theory literature to give concrete instructions for a practical selection algorithm, since the literature focuses on an idealized sortition process that ignores the complications of the real-world settings in which panels must be selected. In particular, the literature assumes that panels can be selected by sampling directly from the population, whereby each member of the population is selected with equal probability and will agree to participate if invited [CM99; Par11; Sto11]. We refer to this procedure as idealized sortition. Usually, in practice, a large majority of people decline to participate when invited [Smi09].

Though this literature does not immediately prescribe a practical selection algorithm, it informs our approach by identifying the values that should be pursued when designing selection algorithms. In this section, we outline several prominently advocated properties of idealized sortition, discuss how they are or are not conducive to algorithmic implementation, and describe how these properties complement or contradict one another. Ultimately, our approach of making selection probabilities as equal as possible strives for promotion of equality, while guaranteeing the achievement of representativeness as implemented by practitioners via quotas.

A.1.1 Properties of Idealized Sortition

Following a model developed by Engelstad [Eng89] and elaborated upon by others [CM99; Sto11], sortition should simultaneously (1) promote equality, (2) ensure representativeness, (3) maximize efficiency, and (4) protect against conflict and domination.

Equality

According to Engelstad, “The strongest normative argument in favour of sortition is linked to the idea of social equality and individual welfare”, which stems from the fact that every constituent has an equal selection probability [Eng89]. Subsequent work in political theory has reaffirmed the importance of equal
selection probabilities, even if different authors deduce this importance from slightly different ideals: Some [Fis09; Fis18; Par11; Sto16] see the equal selection probabilities of idealized sortition as an embodiment of democratic equality, the ideal that a democratic decision-making process should give equal consideration to all of its constituents’ preferences. Other authors [CM99; Par11] stress equal probabilities as the hallmark of (prospect-regarding [Rae89]) equality of opportunity. A related argument is made by Stone [Sto11; Sto16]. Rather than seeing equality as the goal in its own right, he views random allocation with equal probability as the only way to satisfy allocative justice in the distribution of public offices among constituents who all have equal claims to authority. As we discuss in the introduction, perfect equality of selection probabilities is not attainable within the constraints of practical sortition. In this paper, we handle this impossibility by proposing a more gradual version of this goal: Subject to achieving descriptive representation, one should make selection probabilities as equal as possible. The view of political office as a good, and of sortition as a means to allocative justice [Sto16], is a natural foundation for the approach of treating panel selection as a problem of fair division (see supplementary information 9 of the full version).

Representativeness

Another important benefit of ideal sortition is that, with high probability, the composition of the panel will resemble the population along all dimensions of interest [Sto11]. Descriptive representation is a crucial assumption in Fishkin’s argument that the result of a deliberative minipublic can reveal the likely outcome of the whole population deliberating [Fis09; Fis18]. In addition to its contribution to the quality of deliberation, descriptive representation is particularly valuable in contexts of mistrust and marginalization [Man99].

As stated above, the statistical properties of idealized sortition imply that any possible division of the population is likely to be represented close to proportionally on the panel, provided that the panel size is sufficiently large. By contrast, no such guarantee can be provided in the realistic setting where constituents decline to participate, which forces practitioners to select specific features for which they want to enforce descriptive representation using quotas. Whereas our approach focuses on making selection probabilities close to equal, we do not sacrifice descriptive representation for this goal. Rather, organizing bodies can still set quotas to ensure a desired level of descriptive representation, and our methods only use the remaining freedom within these constraints to promote equality. In this way, our method allows an assembly organizer to trade off representation and equality by tightening or loosening the quotas.

Efficiency

In comparison to selecting representatives by election, some authors argue that sortition is more efficient because it requires fewer resources [CM99; Eng89]. For instance, campaigning and organizing elections are not necessary. Arguably, this argument is more specific to the benchmark of elections than to sortition, and subsequent works have put little emphasis on this point [Sto11].
When considering the design of the selection algorithm, the only major resource one might seek to use efficiently is time — namely, the time the algorithm takes to run. Given that the selection of the panel from the pool is only a minor task in organizing and convening a citizens’ assembly, as organizers spend much more time recruiting the pool and organizing the deliberation. For this reason, reducing the running time of the algorithm seems a frivolous efficiency. As we show in Table 1, our algorithm LexiMin runs in seconds for most instances and an hour at most. This is significantly longer than the running time of the benchmark algorithm Legacy, but much faster than the process of executing other selection algorithms using dice and spreadsheets, as practiced by some organizations. We take this as an indicator that hours versus minutes of running time is not a significant consideration in terms of efficiency.

Existing algorithms often confront practitioners with a hard trade-off between representation and computational efficiency, since more numerous and tighter quotas may drastically increase the running time of these algorithms. While such a concern cannot be theoretically ruled out for any known algorithm (supplementary information 6of the full version), our algorithms delegate the task of finding panels to a state-of-the-art ILP solver, a mature technology routinely used to solve much harder tasks [GHG+21] than all panel-selection subtasks we have encountered. Therefore, we expect our algorithm to allow for much more complex quotas without substantial increases in running time; the fundamental trade-offs between representativeness and equality, of course, persist. Our algorithms also have an advantage in the (undesirable) situation where no panel formed from the pool can satisfy the quotas. Whereas existing algorithms enter an infinite loop in this situation until the user gives up, our algorithms’ first call to the ILP solver will immediately reveal that the quotas are infeasible; in these situations, our implementation solves a second ILP to suggest a minimal relaxation of the quotas that can be satisfied.

**Protection against Conflict and Domination**

A final family of arguments stresses that, if the members of a panel are chosen via idealized sortition, this procedure prevents interested parties from swaying the selection for their benefit [CM99; Dow09; Eng89]. Stone summarizes these arguments as follows:

"First, [sortition] can prevent wrongful action on the part of the agent who must select officials. […] Second, it can prevent wrongful action on the part of the officials selected. If the method of selection is in any way predictable, outside interests might bribe or threaten officials into conformity with their wishes. If the method is unpredictable, then such wishes cannot be expressed at least until the results of the lottery become known. […] Finally, competing elites unable to stack the political process in their favor have less to fight about." [Sto11]

In the practical setting of sortition, the additional stages of the selection process (as compared to idealized sortition) inherently create opportunities for dishonest agents to influence the composition and the decisions of the panel in ways that cannot be remedied by a change of selection algorithm. First, with respect to...
concerns about wrongful action on the part of the officials, the panel organizers wield a lot of influence in sending out the invitations, setting the quotas, and handling the process of selecting the panel from the pool.

More fundamentally, when any selection algorithm enforcing descriptive representation is used, a dishonest pool member can significantly increase their chances of selection by misrepresenting their features. For example, this pool member might pretend to have a different political orientation because they know that people with this orientation are unlikely to participate, and thus are likely to be underrepresented in the pool. Since, on average, the selection algorithm must choose pool members from this group with higher probability, reporting this feature will likely increase the agent's probability of being selected for the panel. So long as practitioners seek to enforce descriptive representation in the presence of unequal rates of participation across subgroups, this type of manipulation seems unavoidable.

If, despite these challenges, one wanted to design a selection algorithm to discourage manipulation, one would have to target a specific kind of manipulation. For instance, for reducing the effect of bribing or intimidating pool members before they are selected, the algorithm within our framework minimizing the largest selection probabilities might be appropriate. Such an algorithm would increase the cost to the manipulator since any bribed pool member would have a substantial chance of not being selected to the panel, rendering the bribe futile. For other threat models, it would be natural for the selection algorithm to maximize not only the uncertainty of each agent being selected for the panel individually but the uncertainty about the composition of the whole panel. A selection algorithm maximizing this objective of maximum entropy could, in principle, be implemented by uniformly drawing sets of \( k \) pool members, repeating this process until one set satisfies all quotas. Whether this selection algorithm can be sped up to the degree of being practically relevant is an interesting question for future work.

A.1.2 Beyond Idealized Sortition, and the Objective of Maximal Fairness

As we have described, a large body of political theory literature characterizes the desiderata and benefits of idealized sortition. However, there is also research that engages, as we do in this work, with sortition beyond the idealized assumption that everyone is willing to participate. Such work often mentions stratified sampling [CM99; Ley19; Par11; SBJB20; Smi09] as a sampling method that can be used to reestablish descriptive representation despite differing response rates across subpopulations. For details on stratified sampling and how it relates to our work, see supplementary information 3 of the full version. In the political theory literature touching on stratified sampling, several authors point out that the benefits of idealized sortition do not perfectly extend to stratified sampling [Dow08; Par11; Smi09; Sto11]. To our knowledge, however, the literature stops short of proposing more gradual ideals, such as the maximal fairness objective we propose to approximate equality.

[SBJB20] Steel et al. (2020): Rethinking Representation and Diversity in Deliberative Minipublics.
A.2 Additional Figures and Tables

Table A.1: Gini coefficient and geometric mean of probability allocations of both algorithms, for each instance. On every instance, LEGACY has a lower Gini coefficient and a larger geometric mean. For computing the geometric mean, we slightly correct upward empirical selection probabilities of LEGACY that are close to zero (as described in methods section “Statistics” of the full version).

<table>
<thead>
<tr>
<th>Instance</th>
<th>Gini coefficient of LEGACY (lower is fairer)</th>
<th>Gini coefficient of LexiMin (lower is fairer)</th>
<th>Geometric mean of LEGACY (higher is fairer)</th>
<th>Geometric mean of LexiMin (higher is fairer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sf(a)</td>
<td>51.2%</td>
<td>37.3%</td>
<td>6.5%</td>
<td>8.1%</td>
</tr>
<tr>
<td>sf(b)</td>
<td>59.6%</td>
<td>47.4%</td>
<td>3.5%</td>
<td>4.8%</td>
</tr>
<tr>
<td>sf(c)</td>
<td>57.0%</td>
<td>52.5%</td>
<td>8.3%</td>
<td>16.3%</td>
</tr>
<tr>
<td>sf(d)</td>
<td>59.3%</td>
<td>48.7%</td>
<td>3.5%</td>
<td>6.0%</td>
</tr>
<tr>
<td>sf(e)</td>
<td>64.4%</td>
<td>51.2%</td>
<td>2.2%</td>
<td>3.9%</td>
</tr>
<tr>
<td>cca</td>
<td>75.3%</td>
<td>67.8%</td>
<td>0.7%</td>
<td>3.5%</td>
</tr>
<tr>
<td>hd</td>
<td>64.5%</td>
<td>52.9%</td>
<td>3.1%</td>
<td>7.3%</td>
</tr>
<tr>
<td>mass</td>
<td>14.9%</td>
<td>14.8%</td>
<td>32.6%</td>
<td>32.7%</td>
</tr>
<tr>
<td>nexus</td>
<td>30.8%</td>
<td>25.4%</td>
<td>40.9%</td>
<td>44.2%</td>
</tr>
<tr>
<td>obf</td>
<td>58.9%</td>
<td>42.7%</td>
<td>3.7%</td>
<td>6.2%</td>
</tr>
</tbody>
</table>

Table A.2: For each instance, the share of pool members selected with lower probability by LEGACY than the minimum selection probability of LexiMin is shown. This corresponds to the width of the shaded boxes in Figures 2.2, A.1, and A.2.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Share selected by LEGACY with probability below LexiMin minimum selection probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>sf(a)</td>
<td>47.1%</td>
</tr>
<tr>
<td>sf(b)</td>
<td>44.8%</td>
</tr>
<tr>
<td>sf(c)</td>
<td>40.4%</td>
</tr>
<tr>
<td>sf(d)</td>
<td>38.6%</td>
</tr>
<tr>
<td>sf(e)</td>
<td>48.4%</td>
</tr>
<tr>
<td>cca</td>
<td>55.8%</td>
</tr>
<tr>
<td>hd</td>
<td>53.1%</td>
</tr>
<tr>
<td>mass</td>
<td>12.9%</td>
</tr>
<tr>
<td>nexus</td>
<td>33.6%</td>
</tr>
<tr>
<td>obf</td>
<td>51.1%</td>
</tr>
</tbody>
</table>
Figure A.1: Selection probabilities given by LEGACY and LexiMin to the bottom 60% of pool members on the 4 instances that are not shown in Figure 2.2. Pool members are ordered across the x axis in order of increasing probability given by the respective algorithms. Shaded boxes denote the range of pool members with a selection probability given by LEGACY that is lower than the minimum probability given by LexiMin. LEGACY probabilities are estimated over 10,000 random panels and are indicated with 99% confidence intervals (as described in methods section “Statistics” of the full version). Green dotted lines show the equalized probability ($k/n$).

Figure A.2: Selection probabilities given by LEGACY and LexiMin on all ten instances. Pool members are ordered across the x axis in order of increasing probability given by the respective algorithms. In contrast to Figures 2.2 and A.1, this graph shows the full range of selection probabilities (up to the 100th percentile). Shaded boxes denote the range of pool members with a selection probability given by LEGACY that is lower than the minimum probability given by LexiMin. LEGACY probabilities are estimated over 10,000 random panels and are indicated with 99% confidence intervals (as described in methods section “Statistics” of the full version). Green dotted lines show the equalized probability ($k/n$).