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Abstract

Human-centered research on emerging technological applications can inform the
development of secure, privacy-preserving, products and procedures that align with
social and legal standards. Directly engaging with stakeholders situated in particular
contexts can provide detailed perspectives that reveal limitations, problems, or unmet
needs in security approaches, data collection, data use, and accuracy of technologies.

This thesis demonstrates how direct engagement with stakeholders illuminates
crucial problems and perspectives, consisting of four research studies consulting
potential users or data subjects of technologies with broad social implications, fo-
cusing on four emerging technological applications: 1) AR glasses with advanced
sensor capabilities, 2) Al analysis of voice data for decision-making in employment
and education, 3) the convergence of information technology (IT) and operational
technology (OT) in energy grid infrastructure, and 4) patient-facing medical trans-
lation tools. We first consider current AR users’ context-sensitive privacy attitudes,
preferences, and concerns regarding how future hypothetical AR glasses could col-
lect and use data. Second, we report on how speakers of four US English dialects
perceived potential benefits and harms of Al-enabled voice analysis in high-stakes
employment and educational contexts. Third, we compare approaches to vulnerabil-
ity impact assessment among experts in critical infrastructure and computer security,
identifying notable differences in the self-reported approaches to assessing risk in en-
ergy systems between these two groups. Finally, we present attitudes, preferences,
and concerns of Mandarin- and Spanish-speaking individuals with limited English
proficiency (LEP) towards existing and emerging translation services and technolo-
gies in medical contexts.

We contribute an interdisciplinary approach to eliciting and analyzing firsthand
stakeholder insights about privacy and security problems with emerging technolo-
gies. We use human-computer interaction methods to obtain rich, qualitative data
and apply thematic coding, discourse analysis, and sociocultural anthropological
considerations to contextualize participants’ responses. Our approach elucidates
context-sensitive and socially situated perceptions and attitudes regarding the pri-
vacy and security of various technologies, highlighting social dimensions often over-
looked in usable privacy and security literature and revealing broader implications
for policy and technology design.
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Chapter 1

Introduction

Consulting stakeholders of emerging technologies can shed light on potential privacy and secu-
rity problems posed by these technologies, as well as societal and policy implications. Taking
proactive approaches to solicit context-specific insights and socially situated concerns of end-
users and data subjects can expose how problems such as privacy violations, computer vulnera-
bility exploits, or algorithmic errors can cause harm with far-reaching social impacts, including,
as conveyed in this thesis, threatening legal rights, social norms, critical infrastructure security,
and patient understanding of medical care. Human-centered investigations of existing and poten-
tial problems is thus essential for developing secure, privacy-protecting, and socially acceptable
technologies.

We contribute a set of human-centered qualitative research studies with interdisciplinary data
collection and analysis of privacy and security problems with emerging technologies. Using HCI
and usable privacy and security (UPS) methods, we employ semi-structured interviews and a sur-
vey to engage stakeholders and elicit attitudes, preferences, concerns, and expectations informed
by their lived experiences. In our final three studies, we apply sociocultural anthropological con-
siderations throughout the research process, which enables us, as well as participants, to make
connections to emerging technologies or practices that might go unexplored in a broader study.
As we are not conducting ethnographies of specific populations in situ, we enable such cultural
analysis by intentionally choosing populations, use cases, or locations that ground our investiga-
tions in particular social, cultural, and linguistic contexts.

To interpret our data, we employ thematic coding and discourse analysis to categorize partici-
pants’ responses, extracting themes that align with our research questions about privacy, security,
and algorithmic harms. In addition to using typical HCI and UPS qualitative analysis methods, we
apply sociocultural anthropology considerations, keeping in mind factors such as location, lan-
guage, social roles and relationships, and behavioral and institutional norms. We also consider
participants’ self-reported lived experiences, expertise, characteristics, and other sociocultural
factors when analyzing the data. Additionally, we acknowledge our own practice of interpre-
tation and meaning-making and the academic and epistemological influences on our thematic
coding processes. Each participant’s response is an act of meaning-making, and the researcher
who receives it and analyzes it, in turn, also engages in an act of meaning-making.

The four studies described in this thesis illustrate this interdisciplinary approach. We focus on
four emerging applications of technologies: hypothetical future AR glasses, Al analysis of voice



data in education and employment decision-making use cases, IT/OT convergence in energy crit-
ical infrastructure, and machine translation in medical settings. Our results, based on qualitative
analyses of participant responses, demonstrate that context-specific insights can reveal important
socially relevant considerations for the design and deployment of emerging technologies. These
insights include privacy, security, fairness, and accuracy problems that stakeholders anticipate,
their attitudes, preferences, and concerns, and connections they make to experiences, history, and
cultures relevant to them.

In our final study, we applied this interdisciplinary approach to interview speakers of lan-
guages other than English (LOE), Mandarin and Spanish, and elicit their attitudes and preferences
for using existing and emerging translation technologies and services in medical contexts. We
ground our analysis in their self-reported experiences with translation and interpretation services
and technologies in the local area and in broader social and policy contexts of medical language
access in Pennsylvania.

Our work documents expectations for technical systems with broad and varied social implica-
tions. Elucidating context-specific stakeholder insights into emerging technologies is especially
pertinent use cases for which regulations and social norms are still developing. As part of each
study, we make recommendations for policy makers and technology professionals, such as en-
acting privacy laws and developing auditing practices for Al systems.

Overall, this thesis provides a deeper understanding of conducting interdisciplinary human
factors research in cybersecurity, digital privacy, and ethics for emerging technological contexts
by interviewing and surveying stakeholders about context-specific use cases and conducting qual-
itative analysis of their self-reported privacy and security attitudes, concerns, experiences, and
approaches. We provide valuable insights into how such individual and context-specific data
can shed light on policy implications and the potential societal impact of emerging technologi-
cal applications. Based on these insights, we make recommendations for policymakers, industry
professionals, and technology designers.

1.1 Thesis Statement

We contribute a set of human-centered qualitative research studies with interdisciplinary data col-
lection and analysis of firsthand stakeholder insights about privacy and security problems with
emerging technologies. We use human-computer interaction methods to obtain rich, qualitative
data and apply thematic coding, discourse analysis, and sociocultural anthropological consider-
ations to contextualize participants’ responses. Our approach elucidates context-sensitive and
socially situated perceptions and attitudes regarding the privacy and security of various technolo-
gies, highlighting social dimensions often overlooked in usable privacy and security literature
and revealing broader implications for policy and technology design.

1.2 Roadmap

In the following chapters, we present four qualitative studies that exemplify our human-centered
and interdisciplinary research approach to studying stakeholder perceptions and concerns about

2



emerging technologies and contexts. Specifically, we first present an interview study on the po-
tential privacy concerns of current AR users regarding the collection and use of AR glasses data.
We then present an interview study on an emerging technological security problem: the integra-
tion of digital and information technology (IT) components and software into energy operational
technology (OT) used to operate the energy grid. We then consider a survey study considering
US southerners’ perceived benefits and harms of Al analysis of voice data in high-stakes employ-
ment and education contexts. completing Finally, we present a study on the use of Al-augmented
machine translation in medical contexts.

In the overview section of each study, we draw connections between the works, emphasiz-
ing the context-dependent nature of stakeholder considerations regarding emerging technological
applications and their potential social implications. Below, I provide a summary of the studies
included in the thesis.

1.2.1 Speculative Augmented Reality Glasses Data Collection

Our PoPETS °23 study examined the attitudes and perceptions of a specific population: current
users of augmented reality (AR). Participants’ self-reported comfort levels and concerns about
various current and potential AR glasses data collection features, such as video recording or
facial recognition, highlight the context-dependent nature of privacy concerns and the need for
customizable privacy solutions that meet users’ diverse needs.

1.2.2 Emerging I'T/OT Convergence in Critical Infrastructure

Our CHI ’24 study examined and compared the computer vulnerability impact assessment ap-
proaches of two kinds of experts working in the energy sector: computer security researchers
and energy operations professionals. Our findings underscore the imperative to establish cross-
domain knowledge and cultivate collaboration in order to build a better understanding of cyber-
security risk in power systems. Our interdisciplinary approach helps shed light on organizational
cultural issues and epistemological challenges in securing critical infrastructure.

1.2.3 Al Analysis of Voice Data in High Stakes Contexts

This survey study (in submission) explores the social and ethical implications of Al analysis of
voice data in employment and education contexts, considering potential social and legal conse-
quences of using voice technologies to evaluate data subjects in hiring, job performance evalu-
ation, college admissions, and exam grading contexts. We asked participants to consider soci-
olinguistic differences as speakers of different American English dialects from the southern US.
While over half of the participants found the use of Al for decision-making acceptable, a vast
majority emphasized the potential for bias and discrimination.

1.2.4 Translation-Mediated Disclosure

This interview study explores language access experiences and needs of Mandarin- and Spanish-
speaking individuals who are primarily speakers of languages other than English (LOE) with

3



limited English proficiency (LEP) in medical settings. We asked participants to consider existing
services and tools as well as a hypothetical advanced Al health assistant that could assist them with
translation or interpretation in medical situations, and we report their experiences, perceptions and
preferences regarding the use of such services and technologies.



Chapter 2

Speculative Privacy Concerns about AR
Glasses Data Collection

This chapter was adapted from my published paper:

Andrea Gallardo, Chris Choy, Jaideep Juneja, Efe Bozkir, Camille Cobb, Lujo Bauer, and Lorrie
Cranor. 2023. “Speculative Privacy Concerns about AR Glasses Data Collection.” Proceedings on
Privacy Enhancing Technologies. (PoPETS "23)
https://petsymposium.org/popets/2023/popets-2023-0117.php

2.1 Overview

In this chapter, we present a study on the attitudes of current AR users towards the potential data
collection and data use capabilities of advanced augmented reality (AR) glasses. We report results
from 21 semi-structured interviews with current AR users regarding hypothetical data collection
and use cases for speculative future AR glasses, in which participants discussed whether they
would be comfortable or uncomfortable with the collection of 15 different types of data and five
use cases, often emphasizing the context-dependent nature of their privacy attitudes, concerns,
and preferences.

This work relates to the thesis through its detailed qualitative analysis of participants’ context-
sensitive considerations, which reveals a potential disconnect between advanced sensor and anal-
ysis capabilities and existing social norms and personal preferences. By prompting participants
with specific data collection features and use cases, we were able to elicit unique and detailed re-
actions that touched on potential societal implications. We utilized existing frameworks of Helen
Nissenbaum’s philosophy of contextual integrity and Daniel Solove’s privacy harm taxonomy to
connect our thematic coding and discourse analysis of participants’ responses to broader concepts
of social norms and privacy violations.

Some of the rich examples of potentially problematic applications are directly relevant to the
following work in the thesis on Al analysis of voice data, including concerns about discrimination
(12 participants suggested that discrimination could result from normative biases built into AR



glasses features) and responses relating to algorithmic evaluation of speech and gestures, social
and conversational feedback, and emotion or mood detection and feedback, which raised the
possibility of inaccurate or pseudoscientific evaluations. For example, P20 imagined a social
feedback feature negatively assessing their non-standard American English accent from “rural
Appalachia”: “If the glasses are telling me that my accent is poor and that I need to retrain myself
how to speak, that, I would have a bit of a bigger issue with.” Similar to respondents in our study
on Al-enabled analysis of voice data who emphasized that voice characteristics such as dialect
do not determine how skilled an employee or student is, P20 said that “accent does not determine
how intelligent or capable another person is.” Additionally, P7 expressed concern that facial
expression and gesture analysis may not work well for people who do not express themselves in
normative ways, such as some autistic and neurodiverse people, and the potential “misuse” by
employers of such algorithmic analysis. Other participants also suggested it could be harmful for
employers to collect and use gestural, social feedback, reaction time, or emotion and mood data,
with P12 anticipating uneven benefits: “An employer, looking at the reaction time of all their
employees and saying this person’s really slow, they’re getting fired, right, it seems to benefit
external third parties more than the [data subject].”

These results, which convey the importance of considering context and social groups, pro-
vided a foundation to conduct contextualized and population-specific studies on privacy and se-
curity problems with emerging technologies through the lens of end users and data subjects.

2.2 Abstract

As technology companies develop mass market augmented reality (AR) glasses that are increas-
ingly sensor-laden and affordable, uses of such devices pose potential privacy and security prob-
lems. Though prior work has broadly addressed some of these problems, our work specifically
addresses the potential data collection of 15 data types by AR glasses and five potential data uses.
Via semi-structured interviews, we explored the attitudes and concerns of 21 current AR technol-
ogy users regarding potential data collection and data use by hypothetical consumer-grade AR
glasses. Participants expressed diverse concerns and suggested potential limits to AR data collec-
tion and use, evoking privacy concepts and informational norms. We discuss how participants’
attitudes and reservations about data collection and use, like definitions of privacy, are varying
and context-dependent, and make recommendations for designers and policy makers, including
customizable and multidimensional privacy solutions.

2.3 Introduction

Augmented reality (AR) glasses pose privacy concerns, with their potential to collect sensitive
user data—such as biometrics (heart rate, eye tracking, voiceprint) and bystander face images—
and to combine such data to infer even more sensitive user or bystander characteristics, such as
health status. The failure of Google Glass, Google’s AR glasses, a decade ago is sometimes at-
tributed to a lack of consideration for societal norms and privacy expectations [116, 160]. As
information norms for consumer-grade AR devices are still being established, a better under-
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standing of context-relevant privacy risks and concerns can help inform the design of these tech-
nologies and help ensure that they respect privacy.

We explore potential privacy and security concerns regarding AR glasses data collection
through 21 semi-structured interviews with current users of AR technologies available to gen-
eral consumers. We told participants to imagine they had a more advanced (hypothetical) pair of
AR glasses and asked them how comfortable they would be with the collection of 15 types of data
and five data use cases. Our research questions were as follows: (RQ1) What are participants’
attitudes and concerns regarding data collection and use by future AR glasses? (RQ2) Which
data actors and data subjects are participants concerned about? (RQ3) What privacy principles
do they expect or hope for?

We used qualitative coding methods to analyze the interview data, using a priori attitude la-
bels and also iteratively developing emergent codes. Most participants were uncomfortable or
had mixed feelings about certain data types, such as face images, brain waves, and voiceprints.
They also had concerns regarding potential data actors, such as data collectors or receivers (e.g.,
employers, advertisers, and doctors) and data subjects, such as bystanders or their children. Par-
ticipants also presented potential context-relevant privacy harms as well as potential harms to
people in vulnerable situations or groups. Privacy principles desired by participants included
control over data collection and use, providing notice, requiring consent, collecting or using only
necessary information, and protecting sensitive information.

Our exploratory study provides insight into current AR technology users’ privacy concerns
regarding data collection by future AR glasses and their desired privacy principles. From these
insights we offer recommendations for AR professionals and lawmakers.

2.4 Background and Related Work

Below we discuss AR glasses technology, including current and future data collection capabilities,
as well as prior work on privacy and security concerns about AR, mixed reality (MR), and virtual
reality (VR) glasses, and related technologies. We outline some privacy concepts or frameworks,
which we use to analyze participants’ responses in our study, and prior work on privacy risks for
people in vulnerable situations or groups in VR and online contexts.

2.4.1 Background on AR Glasses

Augmented reality (AR) is a technology that augments a user’s visual and audio perception of
reality with interactive virtual overlays. AR glasses are wearable head mounted display devices
that provide such functionalities and are different from other devices that use sensors, such as
mobile phones or [oT devices, in their distinctive combination of form factor, functionalities, and
sensors. They are sometimes also considered mixed reality (MR) glasses, when they provide the
ability to interact with both virtual and physical objects, in contrast to VR glasses, which provide
fully virtual interactions.



2.4.1 (a) Information Flows for AR/MR/VR Glasses and IoT

We discuss types of data collected and used by AR and MR glasses, as well as by wearable [oT
technology, such as smart watches, whose sensors and features may be integrated into AR devices
in the future. These helped determine the data types and data uses we asked our participants to
consider. Data collected by these devices’ sensors often contain personal or sensitive information,
or could be combined with other data types to reveal such information. We also anticipate AR
glasses integrating mobile device features like notifications, face filters, and location mapping,
as some mobile AR apps or features utilize cameras, e.g., to overlay digital graphics on camera
images, allowing people to create or adopt face filters, or use location mapping, e.g, for mobile
AR gameplay in Pokémon GO.

AR Glasses Sensors and Features The number of sensors in AR devices has increased, but
as prior work notes, not all components are made known by companies and sensor presence
sometimes has to be “inferred from device functionality” or “direct observation by taking it apart
or consulting online resources detailing such observation” [247]. Recent mass market AR glasses
are equipped with basic sensors, such as microphones, speakers, or cameras, to collect audio and
video or image data and to detect surroundings, but have limited (or sometimes no) embedded
displays, with overlain images sometimes serving primarily to display video or browser content
rather than content that interacts with one’s environment [146, 353], Realistic AR integration of
overlain objects and visual perception of physical surroundings has not yet been achieved.

Enterprise level AR glasses tend to have additional sensors, cameras, and tools to track a
user’s eye and body movement, map surroundings (such as indoor spaces), and create 3D models.
The HoloLens2 sensors include visible light and infrared cameras, a depth sensor, an inertial
measurement unit (IMU), and a camera capable of recording video. It also collects biometric
data such as eye tracking and body movement data [28, 276]. In addition to similar sensors,
Varjo’s XR-3 headset uses light detection and ranging (LiDAR) for depth-sensing [391]. The
way that data is stored also varies between devices, e.g., Hololens2 eye-tracking data is stored as
eye gaze vectors [275], while Varjo’s eye tracking data consists of “foveated rendering” and raw
video recordings of eye movement [420]. Apple’s yet-to-be-released Vision Pro glasses use 12
cameras, five sensors, and six microphones, including “high-speed cameras and a ring of LEDs”
for eye tracking [23].

IoT sensors and features We anticipate AR glasses integrating features of wearable IoT de-
vices like fitness trackers and smart watches, which can collect biometric data such as heart rate,
body temperature, and movement data, and are used for health monitoring [394]. We also imag-
ined AR glasses containing sensors or features not yet generally marketed to consumers, such
as brain wave data collected by EEG sensors (currently integrated into MR glasses as part of
Varjo’s Galea Beta Program) [139, 140, 200, 392, 418], facial recognition [ 194, 216], the capture
and use of voiceprints [124, 228, 401, 449] and reaction times [360], and feedback about facial
expressions [259, 283, 367], mood [134], or social interactions [57].
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2.4.1 (b) Privacy Policies for Current AR/VR Glasses

Current privacy policies vary in the amount of detail they provide about AR or VR glasses data
collection and contain little to no detail about inferences made using headset data. For exam-
ple, Google’s, HTC Vive’s, and Varjo’s devices’ Terms of Service agreements direct readers to
their companies’ general privacy policies, which do not mention how device data is used [75, 76,
133, 135, 419, 421]. Meta provides various privacy notices, some specifically addressing data
about movement and recording in virtual worlds [266, 267, 268, 269]. In immersive VR settings,
the Oculus collects audio recordings “through a rolling buffer processed locally on-device” that
can be stored on Meta’s servers if a report is submitted to them to report abuse or harmful con-
duct [268]. Apple provides a general privacy policy as well as “product-specific” policies for
features that exist across different Apple devices [21, 22]. Apple Vision Pro promotional materi-
als also state sharing limitations for information about a user’s iris, eye tracking information, and
data from the camera and other sensors [23].

Yet, as has been observed in prior work [5], no full accounting of data collection practices is
provided in these legal notices. Meta and HTC also inform users that separate privacy conditions
apply for services or products provided by third parties [75, 76, 267]. Magic Leap and Snap,
unlike Google, HTC Vive, or Varjo, provide more detailed privacy policies for their glasses,
covering what information is collected, how it is used, and with whom it is shared [172, 174].
While their devices have different types of sensors, e.g., Magic Leap 2 can track users’ eyes [173],
whereas Snap Spectacles 3 cannot [175], both privacy policies clearly state the data collected from
different sensing modalities and, like Meta and Microsoft, mention general uses for collected data:
personalizing content, improving user experience, and product development. However, whether
and what inferences are made about users with the collected biometric data (e.g., eye tracking,
audio) is not stated and remains vague.

2.4.2 Privacy and Security Concerns

In this section, we discuss prior work that addresses user concerns about AR glasses and related
technologies. Prior work has anticipated potential privacy and security harms arising from AR
glasses [47, 224, 357] and AR applications such as mobile AR games [334]. De Guzman et
al. outline potential mixed reality privacy and security risks and provide a survey of prior work
addressing them [91]. Harborth et al. showed a gap between users’ understanding of threat models
and actual privacy and security risks of certain mobile AR permissions, such as accelerometer
data, which tracks movement [144]. Prior work has also considered potential privacy and security
risks of data inference, which users may be unaware of. Cong et al. designed an eavesdropping
attack using zero-permission motion sensors in AR/VR glasses to infer speaker gender, identity,
and speech content from live human speech [374]. Bye et al. raised concerns that biometric
data could be used to infer an MR glasses user’s membership in marginalized groups, noting
that gaze data can reveal users’ sexual preferences [47, 342]. Other work confirms that eye
tracking can reveal gender, sexual preference, age, race, affect, emotional state, health, and task
focus [212, 236, 432].

Yet, only a few studies have considered current or potential AR glasses users’ privacy and
security concerns [93, 144, 206, 207, 224, 351]. These explored participants’ general feelings
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of comfort, acceptability, or concern about unspecified general AR or MR glasses usage, but our
study is the first to focus on current AR users’ concerns about AR glasses collecting and using
specific data types.

2.4.2 (a) AR technology.

In prior work surveying or interviewing end users or potential users of AR technology, par-
ticipants’ privacy and security concerns include AR glasses capturing private information, col-
lecting data about their physical surroundings, biometrics and private activities, bystanders’ pri-
vacy and security, risks posed by overlain content, and security compromise of AR devices or
apps [93, 224, 306]. Koelle et al. conducted two studies gauging acceptability of the general use
of “data glasses” and found that social context, such as whether other people were present, was
a factor in how acceptable participants found the glasses [206, 207]. Denning et al. found that
bystanders in an AR context were concerned about being identified, citing reasons like bodily
harm as imagined negative consequences [93]. Rixen et al. addressed potential users’ comfort
with AR technology displaying personal information (rather than with data collection or use, as
in our study), and found that factors such as people present (“intimacy”) and whether informa-
tion was self-disclosed or not influenced participants’ comfort level [351]. A survey conducted
by O’Hagan et al. showed that participants’ privacy wishes and preferences, as hypothetical by-
standers to AR glasses’ sensing and data collection, varied by feature and was also context de-
pendent, with participants providing examples of situations they would find problematic [306].

2.4.2 (b) Social VR and Online Social Contexts

Prior work has considered privacy and security concerns in the contexts of social VR (VR commu-
nities that allow live interaction between users, such as VR Chat, Altspace VR, or Horizon Worlds)
and online communities in which the use of pseudonyms and avatars can protect anonymity
and allow users to engage in selective self-disclosure. Studies on self-disclosure in social VR
show that while some users expressed feeling more comfortable sharing personal information
about emotions, sexuality, lifestyle, and personal goals when using anonymous avatars than in
person, many had concerns about disclosing personal information about gender, cultural or lin-
guistic background, or disability status through their voices, avatars’ features, or behavioral pat-
terns [249, 399, 450]. On social media, Li et al. found significant differences in female and male
privacy disclosures [230], and Pyle et al. shed light on how a user’s LGBTQ identity might lead
them to not disclose potentially stigmatizing information such as pregnancy loss [328]. Prior
work has also noted the potential for VR to both reinforce and mitigate social prejudice [403].
However, users, especially those from non-dominant groups, face privacy and security risks
that may discourage participation [122]. Prior work has shown that online harassment or sup-
pression of marginalized community members by dominant group members has occurred in on-
line gaming communities such as Second Life and Massively Multiplayer Online Role-Playing
Games [30, 80, 119, 263, 402], as well as on social media [292, 407]. VR and AR technologies
allow for more immersive interactions, e.g., the ability to simulate physical interaction and in-
timacy, which has also led to simulations of sexual harrassment and assault [249, 374]. Some
scholars have also suggested that norms based on a majority or dominant group’s practices may
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result in exclusion and increased marginalization of people who cannot or do not conform to these
existing norms [262]. In a study on VR in the context of disability, Gerling et al. argue that the
design of VR technology assumes a normative “corporeal standard” and consequently excludes
disabled people by failing to adequately accommodate them [128]. In our study, participants
identified similar possibilities for exclusion, harm or discrimination.

2.4.2 (¢) IoT and Wearable Cameras and Recording

Prior work in the context of IoT has explored concerns related to wearable cameras, such as
lifelogging cameras [162, 163, 323], as well as photo and video recording in public [326], and
private [163] spaces. People have also expressed concerns about bystander privacy being violated
by cameras [118, 162, 326]. Considering that the frame rates of traditional AR head-mounted
displays are likely higher than some of these lifelogging cameras [162], more fine-grained data
collection and possible combinations of data for inference may pose privacy issues.

2.4.3 Attitudes and Comfort Levels

Prior work capturing user attitudes towards privacy has used comfort as a proxy for how par-
ticipants feel about a given topic [152, 193, 245], including AR [145, 220, 351]. Some of this
work [145] focused on developing scales that measure how much benefits of using AR outweigh
privacy concerns or vice versa. In contrast, our study uses qualitative methods to elicit more and
richer detail than such scales could capture about potential privacy concerns, through the lens
of participants’ feelings of comfort or acceptability and discomfort or non-acceptability of AR
glasses data collection or use.

2.4.4 Privacy Concepts

Here, we note various concepts of privacy, which we will apply to participants’ responses about
data collection and use, in Section 2.9. We also note some shortcomings of these concepts.

Some common conceptions of privacy include privacy as seclusion (freedom from intrusion),
control over personal information (ability to control information flows), and confidentiality (pre-
venting unwanted disclosure or exposure) [14, 153, 363]. Scholars have suggested that there
are private spheres and public spheres, distinct spaces or contexts delineating privacy bound-
aries [288]. Yet, there is no single definition of privacy, and critics of such privacy concepts
point out that they are not able to capture the diversity and complexity of privacy across contexts
and societies [14, 153, 290, 383]. Hartzog writes, “When lawmakers and judges accept privacy
as a concept that contains multitudes, each of these different notions can explicitly be brought
to bear on the real needs of people, groups, and institutions rather than deploying an ill-fitting
theory in diverse contexts™ [153]. For example, privacy as control has inspired frameworks such
as notice and choice, but such “privacy self-management” approaches make individuals respon-
sible for protecting themselves even in the face of overwhelming amounts of privacy policies or
insurmountable imbalances of power [153, 384].

Nissenbaum and Solove have proposed frameworks for considering the practical implications
of privacy violations. Solove’s work considers privacy problems and harms using a taxonomy
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with four categories of problems, i.e., “four basic groups of harmful activities”: (1) information
collection, (2) information processing, (3) information dissemination, and (4) invasion. Each
of these groups consists of different related subgroups of harmful activities. In this study, we
apply a subset of Solove’s taxonomy of privacy harms to the privacy concerns voiced by partici-
pants [383]. These include the subgroups of aggregation, appropriation, breach of confidentiality,
disclosure, distortion, exclusion, exposure, identification, intrusion, secondary use, and surveil-
lance. Prior work has mapped Solove’s taxonomy to participant concerns in interview studies,
focusing on connecting them to the taxonomy’s four categories of problems [12, 61, 335]. While
our work focuses on concerns about data collection, participants also brought up concerns span-
ning these four categories.

Nissenbaum’s norms-based approach to privacy, known as contextual integrity, is concerned
with “context-relative informational norms,” which are social norms “specifically concerned with
the flow of personal information.” Contextual integrity requires that “practices affecting infor-
mation flows be assessed in terms of their compliance with context-relevant information norms,”
which can be evaluated in terms of ““values, purposes, and goals.” She suggests that informational
norms that regulate social behavior (e.g., acceptable actions or practices) in contexts of social life
should also exist in digital contexts, and that these norms should be discussed and established by
all stakeholders, rather than having arbitrary rules stated by companies [288, 289, 290]. Scholars
have used Nissenbaum’s Contextual Integrity framework to investigate whether privacy attitudes
or expectations align with existing data flows. Apthorpe et al. used surveys to study how partic-
ipants’ attitudes aligned with data regulations [24]. Zhang et al.’s qualitative analysis of survey
responses revealed that nuanced ethical and social values informed participants’ “normative as-
sessment of the perceived appropriateness of”” a given technology [451]. Participants in our study
often raised context-relative privacy considerations and emphasized contextual factors, such as
physical location, social context, or data actors involved in the information flows. We discuss
potential connections to contextual integrity in Section 2.9.2.

2.5 Methods

Our study consisted of 21 semi-structured interviews with current AR technology users and was
approved by our institution’s IRB. We describe recruitment, interview, and data analysis methods
below.

2.5.1 Recruitment

We recruited participants with varied prior AR experiences through posts to Reddit forums and an
email listserv related to new media (e.g., AR), seeking permission from forum moderators to post
our recruitment text (Appendix A.1). Specifically, we recruited from forums for general AR or
Hololens users (r/hololens, r/augmentedreality) and forums for fans of mobile AR games Ingress,
Pokémon GO, and Harry Potter Wizards Unite (r/ingress, r/pokemongo, r/hpwu). The breakdown
of recruitment sources by participant is included in Appendix A.4. We paid participants $20 for
60-minute interviews and $30 for 90-minute interviews.
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Data Types and Uses of AR Glasses

Data Types

Audio

Video or Image
Location

Indoor Spaces
Virtual Spaces
Heart Rate

Body Temperature
Brain Waves
Movement

Eye Tracking
Face Images
Expressions

User Voiceprint
Bystander Voiceprint
Reaction Times

Data Uses

Notifications: reminders or notices alerting the user

Health Monitoring: health feedback based on biometric data
Social Feedback: based on interaction data, gesture, or voice
Face Filter: overlain images used as avatars or accessories
Mood/Emotions: predicted emotional state (e.g., based on tone)

Table 2.1: A list of 15 data types collected by hypothetical AR glasses and five data uses.

We asked all potential participants to fill out a screening survey to ensure they spoke and
understood English, were located in the U.S. were at least 18 years old, were able to install and
run Zoom for the interview, and had used at least one AR app or device recently. We purposefully
invited participants of various gender, racial, and ethnic identities from among those who filled
out the screening survey to participate in the study. We anticipated that users with prior experience
using current AR technology would be more knowledgeable about what data can be collected and
more aware of possible privacy and security risks than other people, and might also have insights
about using AR devices that travel with them and collect data in varied social contexts (e.g., work,
education).

2.5.2 Interviews

Using an interview format (21 semi-structured interviews) instead of a survey allowed us to elicit
participant responses that better captured nuances, conditionals, and mixed or conflicted opinions.
We piloted the study with five participants and then revised the protocol substantially to focus our
questions more on data collection. We piloted the revised study with two additional participants,

13



who completed it in under 60 minutes.

Each interview took place over Zoom and was recorded and automatically transcribed after
obtaining consent to record. Only one participant chose to leave their video on during the record-
ing. The first 11 interviews took up to 60 minutes, and the last 10 interviews took between 60—-90
minutes. We extended the interview length, as we were often unable to complete it in 60 minutes.

The interviews started with questions regarding background information on prior AR tech-
nology use and participants’ understanding of data collection practices of the AR technology they
most often use. The main part of the study consisted of questions regarding participants’ attitudes
toward data collection and use by We asked participants whether they would be comfortable or
uncomfortable with the collection of 15 specific data types and five specific data uses (listed
in Table 2.1). For the data use of health monitoring, we also asked whether they would be willing
to share this data with doctors, researchers, or fitness apps. We also asked two yes-or-no questions
about facial recognition (related to the data type of Face Images), i.e., whether they would use
this feature and whether they would allow it to be used on them. The data types we asked about
are based on current and anticipated AR and VR glasses data collection features (see support in
Sections 2.4.1 and 2.4.2 (b)). While these cover a broad range of possibilities, they were not
exhaustive and were kept general enough to be understandable, to avoid distracting or confusing
participants with specific details about sensors or cameras, which may also change over time.
These questions allowed participants to envision use cases before being prompted with benefits,
harms, or questions about data use, which elicited thoughts about possible applications of data

types.

If a participant expressed clear comfort or discomfort with the collection or use of a par-
ticular type of data, we prompted participants with a pre-written example use case of a benefit
or a downside, whichever contrasted with their initial opinion, and we kept track of whether
they modified their response to the opposite comfort attitude based on our prompt or maintained
their initial stance. After neutral or unfamiliar responses, we provided examples of both benefits
and harms. Benefit and harm examples encouraged participants to consider attitudes contrasting
with their primary attitude, intentionally probing whether examples could influence their opinion,
rather than relying on existing knowledge (or unfamiliarity). In response, participants generally
provided conditions for maintaining their original stance or acknowledged the benefit or harm
but did not change their overall attitude. For the four instances where participants changed their
attitude, we report only the final attitude in our summary of participant attitudes.

We did not prompt participants to discuss privacy concerns and avoided the word “privacy”
in our questions, focusing instead on obtaining participants’ concerns specific to data collection
and use.

We ended the interview with 11 general questions (GQ) about whether certain aspects of
AR glasses data collection or data use would make a difference to participants. These aspects
included location (GQ1), time of day (GQ2), certain social contexts (GQ3), data subjects (GQ4),
data collectors and receivers (GQS5), data storage (GQ6—7), deletion options (GQS8), data transfer
options (GQ9Y), and data collection notifications (GQ10-11). The structured parts of the interview
script are included as Appendix A.2.
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2.5.3 Data Analysis

We used a mix of a priori and emergent coding to code the responses to the 23 questions about
data collection and use. We referred to the audio as needed to disambiguate the text and gain
insight through prosody, tone, etc. After the interviews, we segmented the interview transcripts
into sections, focusing on 23 questions about data collection and use.

Emergent coding. Three researchers constructed emergent codes based on their memory of
participants’ responses, themes in the interviews, as well as codes that would help us label general
attitudes: stated positions such as Would Use/Would Not Use and Existence Okay/Existence Not
Okay, and Conditional for stated conditions (e.g., “only if I consent to it”’). Two researchers then
used this initial list to each code two distinct transcripts and refine the codes. These two coders
then double-coded all of the interviews using agreed-upon refined emergent codes, splitting the
work: each coder was the primary coder for one set of interviews, responsible for coding a set
of assigned interview segments, while the other coder was the secondary coder, responsible for
reviewing the emergent codes and adding new ones based on their review of the same interview
segments. Disagreements, added codes, and code definitions were resolved and clarified through
discussion. While we believe that these codes sufficiently capture the major themes we observed
in our interviews, we also note that they were the researchers’ interpretations of connections
between the transcripts and our research questions and that other researchers might generate a
different list.

Coding of attitudes. To capture participants’ attitudes toward AR glasses data collection, we
labeled each question’s responses with one of three codes: “Comfortable/Support,” “Uncom-
fortable/Oppose,” or “Mixed/Conflicted,” first assigning the coding of one interview to two re-
searchers. We calculated inter-rater reliability using Cohen’s Kappa, which was 0.72, which we
considered acceptable to proceed. In addition, we discussed and resolved all disagreements and
refined what criteria were used to assign labels for each of the three attitude codes, proceeding
without further double coding. We used the refined criteria to separately code the rest of the 20
interviews, with one coder coding 17 interviews and another coding three.

2.5.4 Limitations

Our sample of participants is small and not representative of the general U.S. population, Our
study purposely selected current users of AR technology, who may have been more comfort-
able than other people with potential data collection by AR glasses. Thirteen participants used
location-based AR games, which may have influenced how comfortable they were with location
and image data collection.

We asked interview questions in the same order for every interview, which may have led to
an ordering effect. For example, we noticed that some participants’ emotional intensity dropped

off later in the interview; later replies were more often direct and succinct, such as, “same” or
“like I said before.”
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2.5.5 Participant Demographics and Prior AR Experience

Full participant demographics are shown in Appendix A.4. While diverse in terms of gender (10
male, 6 female, two nonbinary, one trans man, one with multiple gender identities, and one who
preferred not to respond), most participants identified as white and were under 35 years old. Of
the 18 participants who provided income information, eight reported making over $100,000 per
year, and four reported making under $30,000. Thirteen of our participants were recruited from
Reddit AR mobile gaming communities, seven from other Reddit AR communities, and one from
an email listserv (see Section 4.5). Current AR technologies used most often by participants were
mobile AR games (n=12), Hololens (n=6), and other AR mobile apps or features (n=3).

2.6 Results: Attitudes and Concerns (RQ1)

We first discuss participants’ overall attitudes toward current AR technology and future AR
glasses data collection and data use (Section 2.6.1). We then discuss participants’ concerns about
future AR glasses data flows. Some concerns specifically addressed data types from our study
questions (Section 2.6.2), while others focused on private spheres, e.g., the home or romantic
relationships (Section 2.6.3). Throughout the paper, we use the terminology in Figure 2.1 (from
Emami et al.) to refer to number or percent of participants [112].

{about
most =——almost all—;

a few — some

: H ¢ half | : :

H H P ' H

0% 25% 45% 50% 55% 75% 100%
none half all

Figure 2.1: The terminology we use to report percentage of participants.

2.6.1 Overview

As described in Section 2.5, we asked participants how comfortable they were with current AR
technology they used and how comfortable they would be with the collection of 15 data types and
five data uses by hypothetical AR glasses. We coded these responses as Comfortable/Support,
Mixed/Conflicted, or Uncomfortable/Oppose. Only one participant was uncomfortable with data
collection by their current AR device or apps; they said they understood that the data was “very
valuable and useful” from a developer and marketing perspective, but that they found it invasive
as auser. Some participants were comfortable (n=8) and about half had conflicted feelings (n=11)
about data collection by their current AR device or app. One participant’s current AR technology
was collecting data about others, so we did not ask them this question.

When we asked about future AR glasses, over half of participants, as shown in Figure 2.2,
were comfortable with the collection of five data types and with three data uses, and were uncom-
fortable with or conflicted about ten data types and two data uses. Participants’ attitudes ranged
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considerably: almost all participants (n=17) were comfortable with location data collection, and
fewer than three were comfortable with the collection of face images and bystanders’ voiceprints.
We present specific concerns about certain data types and uses in Section 2.6.2.

Attitudes Towards Data Types and Uses

Location B Comfortable .|
Body Temperature . I
Heart Rate R e —
Movement -1 HEl Uncomfortable m—"
Virtual Spaces
Reaction Times
Eye Tracking
Indoor Spaces
Voiceprint (Self)
Video
Brain Waves
Expressions
Audio
Voiceprints (Others)
Face Images
Motifications (DU)
Health Monitoring (DU)
Face Filter (DU)
Mood or Emotion (DU)
Social Feedback (DU)

=
=]
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=

T T T
25% 50% 75%
Percent of Participants

Figure 2.2: Number of participants expressing given attitudes (comfortable, mixed, uncomfort-
able) regarding the collection of each data type or data use (DU).

Examining these attitudes by participant, we find that 13 participants mostly expressed Com-
fort/Support, while five showed primarily mixed sentiments (Mixed/Conflicted), and three ex-
pressed mostly discomfort (Uncomfortable/Oppose), as shown in Figure 2.3. Almost all par-
ticipants expressed mixed feelings or discomfort regarding at least nine data types or uses, and
all participants expressed either mixed feelings or discomfort in responses for at least three data
types or uses (types and uses varied by participant). There were only four instances of participants
modifying their comfort-levels, regarding four different data types.

Our coded emergent themes capture recurring concerns and sentiments that shed light on
what participants considered to be boundaries, limits, or norms for data collection and use. Four-
teen or more participants mentioned the following eight concerns: Recording, Bystanders, Data
Use/Purpose, Consent/Opt-in-out, Storage Matters, Context/Situation Matters, Data Protection,
and Advertising. Among these, the most frequently mentioned were: Data Use/Purpose, Consent/Opt-
in-out, and Storage Matters, being mentioned a total of 71, 63, and 47 times, respectively. All
codes and definitions are included in Appendix A.3.
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Figure 2.3: Participants’ attitudes (comfortable, mixed, uncomfortable) regarding 15 data types
and 5 data uses. Note that for some data types, counts do not add up to 20 because we did not ask
some questions due to lack of time.

2.6.2 Data Types

Participants’ attitudes towards data collection varied across data types, with no participant uni-
formly comfortable or uncomfortable with the collection of all of them. Some participants noted
that they were already used to the collection of certain data types, such as location data (n=10)
or heart rate data (n=7), for example by mobile phones or fitness trackers. Audio and video data,
though used in common technologies like mobile phones and tablets, inspired discomfort based
on factors such as recording and storage. We highlight here some data types about which most
participants expressed discomfort or conflicted attitudes: Face Images (n=19), Audio (n=17),
Video (n=13), Facial Expressions (n=15), Brain Waves (n=15), Mood or Emotions (n=12), Eye
Tracking (n=13), Voiceprint (user: n=13; bystander:n=17), and Reaction Times (n=12).

2.6.2 (a) Face Images

Most participants objected to AR glasses using face images for facial recognition on faces de-
tected by the glasses. P8 considered displaying bystanders’ personal information (upon recogni-
tion) to be “too personal’” and unnecessary. P16 said they wouldn’t want their face to be “mapped”
or photographed and “uploaded to wherever.” P5 and P6 suggested that using AR glasses for tasks
like processing faces and expressions could cause a decline in natural human abilities:
At that point, technology sort of crosses a line where if it’s doing a lot of the human
interaction for you, I feel like that'’s something that it’s only going to lead to a dark
tunnel for us, human nature wise. (P6, Face Images)
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P8 suggested facial recognition would be extraneous, saying, “I don’t need the device to tell me
if I recognize a person.”

Audio and Video Participants opposed to audio recording (n=14) or video recording (n=10)
were sometimes concerned with AR glasses potentially collecting audio data or recordings of
private conversations. P15 showed concern for users whose sensitive conversations could cause
them to be “tied back to someone,” which could have “legal ramifications for them, social rami-
fications” (Audio). P4 said they worried about potential harm resulting from someone else pos-
sessing audio recordings of them, asking, “What will someone else do about them, to me?” Some
participants shared concerns about always-on recording, even if they did not consider their given
action or location at the moment of recording to be private per se. P13 gave an example of a prior
incident with AR glasses (Snap Spectacles) in which their friends were concerned about being
recorded:

When I'm trying to wear those glasses and, you know just going to a beach and
trying to record something like, my friends will literally get nervous, like, “Hey, are
you actually trying to record me?” (P13, Video)

P7 said they “would feel uncomfortable with any video or photo recording that was not something
[they] had specifically pressed a button” to record, conveying a preference to opt-in every time.

2.6.2 (b) Facial Expressions and Mood.

Concerns about facial expression data included self-consciousness, involuntary disclosure, and
being forced to consider how they present. While some participants suggested that feedback
from AR glasses could help them reduce social anxiety, others said it could make them overly
self-conscious if their facial expressions “were interpreted as something other than what [they]
perceive them to be them about” (P9). P4 said they wanted the “privacy” of “not telling” or
disclosing thoughts:

Maybe I'm thinking something but don 't want to communicate it outwardly, but my
face shows it. So when can I have that privacy of not telling someone I'm making a
‘That s disgusting, why did you say that?’ face [when] I'm saying, ‘Oh yeah, that's
awesome, thanks for sharing!’ out loud. (P4, Facial Expressions)

While some participants expressed enthusiasm about mood or emotion data helping manage
anger or other emotions, about half had concerns. P9 was concerned with becoming “hyper-
aware” and “overthinking.” A few saw it as unnecessary and overreaching, or said it might
exacerbate negative feelings.

No one likes to be told, “Stop being angry,” and I can see where that might cause
escalation. (P4, Mood or Emotions)
While P6 liked the idea of a mood sensor, they wanted it to be an “indicator” of what they were
currently feeling rather than something that “guides you to do something else.” Three participants
(P14, P10 and P8) considered mood or emotion information to be mental health data, and P14
called for it to be “protected under HIPAA.” P8 did not think AR glasses should be tasked with
mood evaluation, saying, “It should be best to have a doctor evaluate you for any mood issues.”
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2.6.2 (¢) Brain Waves

While some participants acknowledged potential health benefits of brain wave data collection,
most expressed concerns. P17 said it would be inappropriate for consumer devices:

There s no reason for that to be in a regular consumer headset. [ think thats just

outside of the scope of what people buy these things for. (P17, Brain Waves)
A few suspected harms or invasive applications, with P12 saying that “it feels a little bit like
mind reading,” and that they “don’t want anybody knowing [their] internal state.” P7 noted that
“brains are incredibly complicated” and suggested that “it’s very easy for data to be misused”
or misinterpreted, e.g., through “workplace wellness programs.” P19 suspected that brain wave
data could be used “to track people with some kind of log that can identify your personal brain”
based on patterns. P15 suggested it could help create an “advertising monster” to “get [them] to
buy more [things]”:

I wouldn 't want, based on what readings are being taken from my brain, [to] then

have correlating visual material presented: “Hey we noticed you're depressed all

the time, based on your brainwaves here. Try to talk to your doctor about this drug.”

You know, that'’s where I get really afraid, is like the advertising monster that AR can

enable. (P15, Brain Waves)
A few participants said they would like to have more information before deciding to use the
feature. P18 felt its strangeness or novelty warranted an official company explanation, given the
“implicit power in that data and personalized nature of it.”

2.6.2 (d) Eye Tracking

While most participants had concerns about eye tracking data collection, a few participants thought
it would be necessary for the glasses to function or were resigned to it, noting it was already hap-
pening in retail stores (P6). P12 said they would be uncomfortable with eye tracking data being
combined with video data in the home. P2 suggested that eye tracking data linked to past experi-
ences could “be negative” because it may evoke “bad experiences” and exacerbate anxiety-related
ruminations. P13 preferred that AR glasses not collect recordings for eye tracking data, but rather
processed data, e.g., eye gaze vectors.

Some participants expressed concerns about eye tracking data being used for advertising and
a few said they did not want ads to fill or obstruct their view. P21 hoped for restrictions or ad
blocking features, for example on “when and where” ads could appear, or legal restrictions “on
what developers and companies that build applications are allowed to do in terms of advertise-
ments.”

2.6.2 () Voiceprints (User and Bystanders)

Participants’ concerns about voiceprints (distinctive patterns based on a person’s voice that can
be used to identify, authenticate, or impersonate that person) included storage, bystanders, and
impersonation. P20 was concerned about biometric data being leaked if not stored securely and
preferred that voiceprints only be used for authentication. P15 suggested having a local voice
profile to lock the device and prevent unauthorized users from issuing voice commands:
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I would be okay with them ...collecting enough data to build a local profile on the

device where it can decipher my voice from everyone else ...so someone can't do

what people did with Google glass—run up and say, Hey Google, search blah blah

blah ...and open it in 100 tabs. (P15, User Voiceprint)
P19 considered voiceprint data collection to be “more about access to your microphone,” sug-
gesting that any audio data collection could potentially capture voiceprints. P10 suggested that
recording laws should apply to voiceprint data. Some (n=8) participants expressed concerns about
bystanders (see also Section 2.7.2). P16 suggested having a “guest mode” or “visitor mode” to re-
move personalized analysis of bystanders’ voice patterns. A few participants were also concerned
about impersonations or “deep fakes,” and suggested imposters could use voiceprints to demand
money from family members, falsely authenticate, produce a fake conversation they never had,
and use voices for advertising.

2.6.2 (f) Reaction Times

Three participants suggested that reaction times could reveal health changes, such as worsening
conditions, but they felt differently about this possibility: while P18 found it helpful, P20 said
they weren’t sure, and P2 said they would not want this data to be revealed or shared by the AR
glasses. Most participants were especially uncomfortable with reaction time data being collected
by insurance companies after we gave an example of them increasing premiums after observing
slow reaction times on breaking, with P3 saying, “Even the best of drivers would never agree to
something like that.” P16 noted that reaction time data could already be collected by car insurance
telematics systems.

2.6.3 Private Spheres

Participants expressed concerns about data being collected in certain locations or social situations,
like activities and relationships.

2.6.3 (a) Private Places or Physical Locations

Specifying spaces where they would want to limit or disable data collection, about half of partic-
ipants (n=12) mentioned the home, five mentioned the workplace or office (see Section 2.8.4),
and a few mentioned the following: doctor’s office, car, government facilities, funeral places,
LGBTQ+ meetings, political meetings, restaurants, church, and parties.

Home. A few participants discussed their privacy concerns about the home. P12 consistently

had mixed feelings about sharing data, depending on whether they were in public or at home:
Within the home, it's kind of like a sacred place where you can be weird and goofy,
...and nobody should be able to see that but you. (P12, Video)

A few participants focused on specific rooms or activities within the home. P5 did not want AR

glasses collecting video data when in the shower or on the toilet, or when “engaged in intimate

actions with [their] partner.” P18 felt uncomfortable with the idea of AR Glasses sending re-

minder notifications to clean the toilet. P13 said they would rather take their glasses off while in
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the home, given all the information that could be collected about them and their child. P4, P5,
and P13 expressed concerns about security risks of AR glasses collecting maps of indoor spaces,
e.g., burglars, with P4 suggesting the data could disclose where users keep valuables or where
their children sleep.

Privacy in Virtual Spaces Most participants (n=13) expressed discomfort or mixed feelings
about data collection in virtual spaces, and three (P7, P13, P21) had concerns about potential
identity disclosure, suggesting that virtual spaces allow a freedom of behavior or interaction that
might be infringed upon if identities were revealed.

Some people, they ... completely become like another different person when entering
a game world, so they can be free for themselves, they may go out of boundary a
little bit. (P13, Virtual Spaces)

If such people were being “tracked,” P13 suggested, they might not feel as free. P7 mentioned
the risk of malicious actors identifying and targeting members of identity-based virtual spaces,
for example, in a social VR space that “caters to trans people.”

2.6.3 (b) Private Activities and Relationships

Some concerns were not about spaces but rather activities or relationships, such as recording,
family relationships, and romantic relationships.

Family Relationships Some participants placed limits or expressed discomfort regarding data
collected about their family, such as conversations within the home with family, or where chil-
dren sleep, as noted above. P14 considered how lie detection using facial expression data might
influence parent-child power dynamics:

Could you imagine how powerful parents could be if they could facially detect their
children when they 're lying to them? (P14, Facial Expressions)

Romantic Relationships. Some participants noted concerns relating to romantic situations,
such as dating or intimacy. P16 gave an example regarding disclosure of personal information
on a date:
1 don t want the Black Mirror episode where a couple is going on a date and the dude
is getting all her information just by looking at her. That's creepy land. (P16, Face
Images)
Two participants (P4, P5) expressed not wanting the glasses to collect data while they were en-
gaged in physical intimacy. P4 specified a time span that should be off-limits:
Not to be crass, but I don't want it to have it from these hours, where I know I was
having sex or something, ...unless it has some benefit, because I [would] know I'm
having like a heart issue, and they need to see it during high activity. (P4 Health
Monitoring)
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2.7 Results: Data Actors and Subjects (RQ2)

Participants expressed concerns about data collectors, receivers, and subjects (Sections 2.7.1—
2.7.2), as well as concerns about potential harms to people in vulnerable situations or populations
(Section 2.7.3).

2.7.1 Data Collectors and Receivers

Most participants (n=16) expressed reservations about data collectors and receivers, and all 13
participants who were asked whether they would like to know who or what companies would have
access to AR glasses data about them (Q5) said yes. Potential collectors and receivers about whom
we prompted participants included the AR glasses company, employers, insurance companies,
advertisers, doctors, researchers, and fitness apps. Participants raised concerns about unknown
receivers, law enforcement (see details in Section 2.7.3), burglars, home attackers, kidnappers,
hackers, someone you’re trying to avoid, domestic violence abusers, and stalkers.

2.7.1 (a) AR Glasses Company

A few participants expressed opinions regarding the AR glasses company. For example, P8 con-
sidered Apple to be “secure” and Amazon to be “a trusted brand,” adding, “Ifit’s a brand I’'m unfa-
miliar with I wouldn’t want them listening to my conversation” (Audio). P14 said they “wouldn’t
trust Facebook at all” because of their “spotty history” with privacy, but said they “might trust
Google a little more” (Indoor Spaces). P19 expressed skepticism about AR companies deleting
data:

Even if you delete your Facebook data, they’ll just start a new tracker profile for you.

...We don't have any real regulations, at least in the US, about whether that data is

truly deleted. I would want to see some kind of regulation about that first, before I

would even trust the feature. (P19, O8: Deletion)
P15 said their comfort transferring data across device brands would depend on if they agreed with
each brand’s storage policies (Q9).

2.7.1 (b) Employers

Some participants were concerned about data being sent to employers. P7 was concerned about
gestural data potentially being “mis-use[d]” by employers to flag people as suspicious (Move-
ment). Similarly, P4 suggested consequences for perceived “aggressive” movements:

If I'm behaving a certain way at work, and this starts triggering something, ...like,

oh, she must be aggressive, the way she's waving her hands. Now we 're flagging

your HR file. (P4, Movement)
P12 appeared to note uneven benefits:

An employer, looking at the reaction time of all their employees and saying this per-

son s really slow, they 're getting fired, right, it seems to benefit external third parties

more than the [data subject] (P12, Reaction Times)
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P11 suggested that employers’ access to social feedback and mood or emotion data could be “bad
for me, employee, but good for that business, because you know, I’'m not improving their busi-
ness.” P14 was concerned about “employers reaching too far into the personal lives of employees”
and suggested that employees might be pressured into sharing information (Social Feedback).

2.7.1 (¢) Insurance Companies

Even without being prompted by a negative example (Reaction Times), some participants ex-
pressed concerns about medical or life insurance companies increasing rates or denying coverage
based on AR glasses data.
If the device decides that [ am having seizures ...does that mean like okay now I have
pre-existing conditions and I can 't get insurance? (P4, Health Monitoring)
P4 said they would not want AR glasses to be able to automatically “report” health conditions to
doctors and insurance companies.

2.7.1 (d) Health Monitoring Data Receivers

About half of participants said they would share health monitoring data with doctors or other
healthcare providers, researchers, and fitness apps. Some participants said they would share in-
formation with doctors if they were experiencing a serious health issue. A few expected this data
to be protected by U.S. HIPAA law, and others noted they would not want it to be shared with in-
surance companies or a nationwide hospital system. When asked about sharing with researchers,
participants were concerned about consent, the purpose of the research, how the data would be
used, funding resources, who the researchers were, and secure storage of the data. Participants’
concerns about fitness apps included whether they trusted the app or platform and if they could
control who uses the data.

2.7.1 (e) Advertisers

Most participants (n=14) anticipated advertisers becoming involved in their data flows, and a few
were concerned that advertising could be excessive or annoying.

I wouldn t want targeted advertising in a virtual space, because I don t see the point.

Why would you interrupt my virtual experience with something from the real world?

(P9, Virtual Spaces)
PS5 said they did not want advertisers “to know what excites [them]” and “get more effective,” or
gain a deeper understanding about them, because they already found ads to be “intrusive” (Brain
Waves). P10 expressed cynicism about advertisers’ motivations to learn what would make users
“respond with a knee jerk reaction” and exploit it to “get people to impulse buy something or
get them irrationally angry about issues” (Reaction Times). P2 recalled feeling conflicted about
making purchases in their mobile AR game:

Lately ...should I be buying random cosmetics in Ingress? Probably not, but I do it,

and if theyre offering more, then I might consider buying more stuff. (P2, Virtual

Spaces)
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P2 suggested such pressure could lead to “addiction,” comparing it to Amazon’s purchase sug-
gestions.

2.7.2 Data Subjects

When perceiving themselves as the data subject, some participants expressed concerns about
disclosing personal information and hoped that AR glasses data would be anonymized or used
in aggregate across groups of users, rather than associated with a personalized data profile based
on inputs such as “eating habits, shopping habits, [or] health activity” (P4, Brain Waves). A few
specified desiring or expecting data about themselves to be encrypted.

Almost all participants (n=18) expressed concern about bystanders’ data being collected or
used, mostly for the data types of face images, facial expressions, and bystanders’ voiceprints,
with eight participants suggesting that bystanders should be able to consent to data collection
and a few suggesting that faces should be blurred, features should not work on other people,
and facial recognition should be illegal. A few were concerned about the possibility of by-
standers’ data being collected by law enforcement, government, or security authorities (discussed
in Section 2.7.3). P4 said they would be “worried” about “profiles that are being created about
who I see and I interact with” (Face Images). Nevertheless, eight of 17 participants said they
would use facial recognition on others, while only four of 16 said they would allow it to be used
on them. Thus, more participants objected to being a subject of facial recognition than to being a
collector. P14 thought data about other peoples’ facial expressions could help them make a sale:

It might be useful for me to go back and see, if [ was trying to make a sale ... what
people s reactions were to how I phrased various specific things. (P12, Facial Ex-
pressions)

P14 and P16 suggested facial expression analysis could be used to detect lying in negotiations,
depositions, and parenting.

2.7.3 Vulnerable Situations or Groups

We highlight below concerns about potential harms for people in vulnerable situations or groups.
Some potential traits or situations mentioned by participants include: disability, non-standard
accent or self-presentation, associating with or being near someone sought by law enforcement,
dissenting or protesting, marginalized gender or sexual identity, and being a victim of stalking,
abuse or theft.

Normative Biases. Some participants (n=12) suggested that discrimination could result from
normative biases built into AR glasses features. For example, P7 was concerned about facial
expression analysis on people who might not express themselves in normative ways, including
autistic and other neurodiverse people:

Video analysis programs for use in hiring and video interviews, that is a real problem,
that people who do not express their emotions typically can be flagged as untrust-
worthy or suspicious. I'm autistic. I dont necessarily express myself the same way
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that neurotypical people do. If my phone was paying attention to my facial expres-
sions to try to judge my mood and respond in different ways, I feel like it just wouldn t
work very well. (P7, Facial Expressions)

P20 imagined a social feedback feature negatively assessing their non-standard American English
accent from “rural Appalachia”:

If the glasses are telling me that my accent is poor and that I need to retrain myself
how to speak, that, I would have a bit of a bigger issue with. Having grown up
in rural Appalachia, I can attest to the fact that an accent does not determine how
intelligent or capable another person is. (P20, Social Feedback)

Such concerns capture some potential AR glasses use cases that exclude minority or non-standard
populations.

Criminal or Political Punishment. A few participants were concerned about authorities re-
ceiving AR glasses data and using it to target or harm people wanted for criminal or political
activity. P4 was worried that face image data could cause them to set off a crime alert simply by
observing a bystander who was sought by police, potentially “creating some sort of risk level”
and profile for them (P4), as well as potentially involving them in the capture of an innocent per-
son. P5 expressed concern that law enforcement’s use of faulty facial recognition would result in
“unfairly targeting the people that it’s least able to recognize.”

A few participants were concerned about AR glasses exposing users’ or bystanders’ political
views, gender or sexual identity. P14 was concerned that attendees of meetings based on LGBT+
identity or political views could be identified via voice recordings:

I'm most nervous about, say, people who are LGBT plus and not out of the closet
getting recorded at meetings. ...Or political meetings, like everyone knows what
happens in certain countries. (P14, Bystander Voiceprint)

P20 suggested face image data of “political activists” could be collected at protests by “public
security individuals” (P20, Face Images).

Personal Threat Some participants (n=11) also expressed concerns about safety (their own
or others’). Five participants mentioned the threat of stalking, and three were concerned about
burglars. P7 expressed concern about inadvertently distributing information about a friend who
had been stalked before:

I have friends who don 't like having their pictures taken at all and don 't want their
pictures going on social media ...If I had glasses that did facial recognition, it would
be kind of a betrayal of trust of those people. (P7, Face images)

P14 evoked data risks faced by abuse victims in shelters:
[1f someone] has one of these inside of a domestic violence shelter and isn't turning
it off, that kind of thing, ...the custodian of that data ends up being very important
in that situation. (P14 Indoor Spaces)

This suggests that AR glasses disclosing the location and identities of people in the shelter could
endanger the user and others.

26



2.8 Results: Desired Privacy Principles (RQ3)

We present some privacy principles that participants expected or wished to apply to AR glasses
data collection: user control, notice and consent, need-only use, and data protection. All 21
participants placed conditions on data collection or use, with conditions being noted across all
categories a total of 125 times. The most common ones were notice (n=13), consent (n=19), and
storage (n=16).

2.8.1 Individual User Control Over Data Flows

All participants expressed a wish to be able to customize or limit data collection, i.e., to enable or
disable it, delete data, and control where and how data is stored. Most participants (n=16) wanted
the ability to turn off certain features, and about half (n=10) wanted certain features to work only
if initiated by the user.
If I couldn t stop it from recording everything, yeah, that'’s a hard no. (P10, Audio)

P3 wished to control timing of data flows, to know “when’ and “what data” was being sent to doc-
tors and to not send ““a constant stream of information to them” (Health Monitoring). P12 wanted
granular control over “which data streams were being used” and was against brain wave data
collection but would accept body temperature and heart rate data collection (Health Monitoring).

Ability to Delete We asked nine participants whether the ability to delete their data made a
difference (Q9), and eight said yes.

As the creator of that data, you should also have custody over that data and your

right to have custody over that is also your right to delete it. (P20, Q9)
Some participants were skeptical that they would even have this option, suspecting that their
data would exist somewhere else anyway. Participants considered deletion useful for when they
stopped using the device, wished to be forgotten (e.g., delete their social media account), and to
delete data they did not find useful.

Storage. Most participants (n=16) also expressed concerns or reservations about storage and
retention of the data. Six participants noted that they would rather have data be used temporarily
and not saved or stored, with a few mentioning their home IoT devices having such options for
ephemeral or temporary storage. When asked specifically about storage (Q6), 11 of 12 partic-
ipants expressed a preference for data to be only stored locally on the device, not on a remote
server (“in the cloud”), with a few participants being concerned about data breaches. P12 said
they would have “low confidence that anything that happens on the cloud will stay truly private in
perpetuity. P6 and P15 conditioned their comfort with cloud storage on encryption and hashing.

2.8.2 Notice and Consent

About half of participants (n=13) expressed a wish for notices. When asked about how they
would want to be informed about who has access to their data (QS5), participants suggested being
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informed through an initial walk-through or notification, a settings menu, email, privacy doc-
uments, semi-regular reports, a website, or mobile and desktop apps. P15 wished for granular
explanations about how health monitoring data would be used. Almost all participants (n=19)
said they expected or desired a choice, i.e., to provide consent, opt in or out of data collection or
certain features, or rescind or modify their consent, mentioning consent a total of 77 times for all
data types and four data uses (all except Face Filter).

2.8.3 Need-only Use

A few participants acknowledged that some AR glasses data collection might be “necessary,”
and thus that users could sometimes lack meaningful choices, given no alternative except to not
use the device. P19 suggested that users would not be able to opt out of eye tracking features,
since disabling them might “make the device basically inoperable” (Eye Tracking). P4 objected
to potential uses beyond the improving an application:

I would be okay with that, unless it’s trying to create a behavior profile of me. ...If

it’s a more generic sense, to understand how players or users of the system interact,

to increase usability or productivity of the feature or device, thats fine. (P4, Virtual

Spaces)
Other participants also conditioned their comfort on whether data collection was necessary for
the functioning of the feature or device.

2.8.4 Data Protection

Ten participants raised concerns about sensitive data content, across nine data types and two
data uses, such as inferred income level, personal identity, sensitive conversations (with friends,
family, romantic partners, coworkers, or in multi-player games), data profiles, certain images, and
information collected while sleeping. Some participants suggested that legal protections should
apply to certain data. Four participants felt biometric or health data should be protected by health
privacy laws, e.g., HIPAA (U.S.):

Theres already so many protections around medical data, I'm not too concerned

about that. (P10, Health Monitoring)

All 21 participants had concerns about recordings, for 12 data types and one data use. Three par-
ticipants (P5, P7, P10) discussed potential unacceptability of recording, evoking U.S. state laws
against recording without permission, which apply in what are known as All-Party or Two-Party
consent states. A few participants expressed concerns about AR glasses violating confidentiality
norms, such as intellectual property (IP) rules. P13 suggested a company’s strategies or product
information could be leaked.

Imagine another company trying to get ...information by monitoring what employees
are talking about. ... That could be a disaster. It literally a breach. (P13, Social
Feedback)

For this reason, P13 suggested that information collected in office settings be stored locally on
the device “without being analyzed by a third party.” P12 suggested AR glasses collecting indoor
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spaces data might violate a workplace policy by “giving away trade secrets.” P4 raised concerns
about ownership of voiceprints:
As long as I still own the rights. Like I don t want to go into a store and start hearing
voiceover things in my voice. (P4, User Voiceprint)
They opined that “a recording of Abraham Lincoln’s voice ...could be really cool” but wondered
about the “rights” to Lincoln’s voiceprint.

2.9 Discussion

Our study reveals many diverse concerns and desired privacy standards for future AR glasses.
Some of our findings are specific to AR glasses, due to the mobile form factor of a head-mounted
display, the integration and combination of sensors (corresponding to our data types), and the
potential for instantaneous analysis of these sensor inputs while moving in and engaging with the
external environment. Here we bring together privacy concerns spanning different aspects of AR
glasses data collection using a subset of Solove’s taxonomy of privacy harms. We also discuss the
context-relevant nature of participants’ concerns, consider the privacy implications of potential
mitigations for concerns about vulnerable situations or groups, and compare our findings to prior
work. Finally, we make recommendations for privacy legislation and AR glasses design.

2.9.1 Privacy Harms

We apply Solove’s privacy harms taxonomy [383] to the concerns raised by participants, not-
ing which problems from the taxonomy’s four groups the participants discussed. In comparison
to features of widely available devices like mobile phones, several of these could be relatively
unique to AR glasses, such as combined video feed, input from multiple sensors, and network
connectivity, as well as features like reaction times, brain wave data, facial expression analysis,
and overlain advertisements.

Information collection. First, participants raised concerns about potentially harmful informa-
tion collection, specifically the problem of surveillance, such as recording private conversations
or activities, tracking brain wave data and correlated visual material, and employers monitoring
reaction times of their employees.

Information processing. Participants also expressed concerns about all of Solove’s informa-
tion processing problems: aggregation, identification, insecurity, secondary use, and exclusion.
Given the multiple sensors of AR glasses and its potential network connectivity, participants
suggested various pieces of data about them might be aggregated, such as external sensor data
(e.g., video or audio) and biometric data, which could be used to make inferences about users.
Identification, or “linking information to particular individuals,” was also a concern, especially in
virtual spaces or via facial recognition. Regarding storage, some participants suspected problems
of insecurity, which Solove defines as “carelessness in protecting stored information from leaks
and improper access,” expressing a wish for data to be stored temporarily, be deletable, and also
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to be stored on-device only. Secondary use (“the use of information collected for one purpose
for a different purpose without the data subject’s consent”) came up several times, as participants
expressed concerns about health monitoring data being sent to insurance companies who might
deny them insurance based on pre-existing conditions, brain wave data being used to recommend
medical treatments or products, and recordings being used by third parties. Exclusion, or failure
to inform the data subject about data collected or used about them and to involve them in its han-
dling and use, was a problem raised about bystanders as well as about users whose data might be
collected by unknown receivers and used for unknown purposes. Many participants wished to
know who would have access to their data and how it would be used.

Information dissemination. Participants were concerned about problems related to informa-
tion dissemination, including the problems of breach of confidentiality, disclosure, exposure,
appropriation, and distortion. Breach of confidentiality (“breaking a promise to keep a person’s
information confidential”’) was raised as a potential problem in work settings, where AR glasses
might cause proprietary information to be leaked. Disclosure (“revelation of truthful informa-
tion about a person that impacts the way others judge her character”) was a concern regarding
marginalized identities, such as LGBTQ status, disclosure of negative feelings using facial ex-
pression analysis, as well as health conditions, such as worsening health. Some worried about
potentially pervasive AR glasses data collection resulting in exposure (“revealing another’s nu-
dity, grief, or bodily functions”) of activities they considered private, such as bathroom use or
physical intimacy. Participants concerned about appropriation (“the use of the data subject’s
identity to serve the aims and interests of another”) suggested that bystander data and voiceprints
could be appropriated to serve the glasses user or corporate interests. The problem of distortion
(“dissemination of false or misleading information about individuals”) arose when discussing
data that could be misinterpreted and used by employers, such as brain wave, movement, or fa-
cial expression data.

Invasion. Some participants expressed concern about privacy invasions such as intrusion (dis-
turbance of tranquility), fearing that AR glasses would pester them with advertisements or per-
sonalized recommendations, including behavioral modification suggestions, or wishing to limit
data collection in private spaces or contexts.

2.9.2 Context-Dependent Privacy Considerations

The range of privacy contexts and concerns provided by participants, even with a small group
of people, suggests that it would be difficult to design satisfactory static and predetermined pri-
vacy options. While some participants invoked the private/public dichotomy, dividing privacy
spheres into two contexts [289, 427], as a basis for constraining data flows, others provided con-
texts that do not fit into a binary private/public separation of places or activities, such as virtual
spaces, the act of recording, or sensitive conversations. Given such contextual dependencies,
we encourage researchers and AR professionals to apply the privacy framework of contextual
integrity [289, 290] to study AR glasses privacy concerns in specific contexts, to better explore
factors such as stakeholders and sociocultural norms, and to discover and articulate information
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norms, which Nissenbaum defines using the elements of data types, senders, receivers, subjects,
and transmission principles—some of which coincide with topics of concern in our study.
While a norms-based approach to privacy can be useful for establishing baseline online pri-
vacy norms rooted in physical social life, Nissenbaum acknowledges that such a framework “ap-
pears to provide no buffer against insidious shifts in practice that ultimately gain acceptance as
‘normal.”” In our study, participants sometimes expressed discomfort with entrenched data prac-
tices, such as advertisers receiving their data, employee monitoring, always-on functionality, and
recording of bystanders. Yet, they varied in expressing resignation or a desire for alternatives. A
way to avoid further entrenching unwarranted or “tyrannical” normative practices is by comparing
these entrenched practices “against novel alternatives or competing practices on the basis of how
effective each is in supporting, achieving, or promoting relevant contextual values” [289]. Thus,
future work could explore establishing novel alternatives to entrenched norms that better embody
relevant contextual values. Articulating what these contextual values are is also a space for fu-
ture work, since values can fluctuate in online settings based on factors such as who has access to
information, who the information is intended for, and technological privacy affordances [258].

2.9.3 Potential Exclusion or Discrimination

Some participants raised concerns about AR glasses data collection potentially resulting in exclu-
sion, marginalization, or discrimination, e.g., features that apply normative biases to users with
disabilities or nonstandard accents could alienate or marginalize them, especially in the contexts
of hiring interviews or social feedback. Future work should explore potential mitigations for
such discrimination and their privacy implications. For example, if mitigations are developed to
detect or to take as input factors such as disability or dialect, such that the product could adapt to
these factors, what are the potential privacy protections that could be placed to prevent this data
from being further distributed or used? Also, if AR glasses are able to detect medical conditions
and social, linguistic, or demographic information about users, designers and researchers should
consider potential harms of unintentional disclosure or false positives of detected features.

Our findings also suggest political and humanitarian implications for AR glasses data poli-
cies: dissenters, protesters, LGBT+ people, and innocent suspects were given as examples of
people who might be at risk of persecution or punishment if AR glasses data were to be used
against them in certain contexts. Additionally, a few participants evoked the norm of anonymity
in virtual contexts that permits a certain freedom of behavior or interaction and suggested that
mandating disclosure of or exposing identifying information could pose privacy and security risks
to people in vulnerable situations or groups. Yet, designers must also contend with the potential
for exclusionary norms or harassment in such spaces (see Section 2.4).

2.9.4 Comparing Findings to Prior Work

As in prior work on AR glasses privacy concerns, the purpose of data collection or use was a major
concern for participants [206], as was recording, with some participants evoking laws against
recordings [93, 206, 224]. Similar to findings in Koelle et al.’s work on social acceptability of data
glasses, participants responded differently based on whether they considered themselves the user
or the subject (in our case, of facial recognition) [206], as well as whether they made the choice
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to provide information or not [351]. Unlike most prior work, our study provides an analysis of
the privacy concepts or problems evoked by participants. Our focus on data collection allowed
participants to provide concerns about specific data types and articulate objections to particular
data flows that were not specified in prior work that specified privacy concepts [306].

2.9.5 Recommendations

Design Participants’ privacy wishes and expectations vary significantly, even among 21 partici-
pants. Designing for millions of people will surely invite even more complex considerations. Ad-
ditionally, some challenges (e.g., overlaid advertisements, expression analysis) are new enough
that we believe substantial additional research is needed before we can develop designs to address
them. Participants’ varying levels of comfort based on diverse factors suggest that AR profes-
sionals should create flexible privacy choices to meet complex privacy considerations, such as
customizable user controls over data flows and the ability to opt out of data collection. There
is ample opportunity to provide AR glasses users with choices about data collection, use, and
storage, for example, as proposed in prior work [104, 181]. We also recommend designing for
adaptive privacy considerations, based on dynamic factors such as the varied privacy needs of
people present in the same physical location or virtual context.

Most participants wished to receive detailed information about how their information is used,
who receives it, and where it is stored. Many AR/VR glasses and applications already require
personally identifiable data for functionality [201]. In such situations, users may not be granted
means to control or regulate certain data flows, but notice and consent mechanisms should pro-
vide transparency regarding data collection, use, sharing, and storage. Harborth et al. found
that contextualized justifications for mobile AR app permissions reduce privacy concerns and
increase the willingness to grant permissions [144]. This suggests that contextualizing data col-
lection and use by providing details about intended functionalities and data access could assuage
user concerns about opaque or nefarious data flows. However, being transparent about excessive
data collection or violations of privacy norms may not necessarily reduce privacy concerns, and
managing the intensity and frequency of notifications is an ongoing issue in privacy notice and
consent interfaces.

Legal Protections We anticipate invasive products that test users’ privacy boundaries. Most
participants expected or imagined scenarios in which their data was collected or accessed by pri-
vate actors such as the AR company, advertisers, and their employers. Some expressed discom-
fort regarding potentially opaque data use and data storage practices. A few participants expected
health-related data and recordings to be protected under HIPAA (which only covers data used in a
healthcare context) or All-Party recording laws (which vary by state and may not protect biomet-
ric information). Recent litigation under laws such as Illinois’s Biometric Information Privacy
Act has suggested that regulation can be effective in moving companies to develop options for
transparency and consent [46, 329]. Without robust privacy laws, production of knowledge and
recommendations about potential users’ concerns and limits is not likely to result in better pro-
tection for consumers [109, 226, 318]. Our study confirms the multi-faceted nature of privacy,
with participants expressing concerns that cannot be addressed by one-dimensional definitions of
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privacy. We therefore recommend that policy makers enact regulations for data collection, data
protection, user control and disclosure, as well as laws that, like HIPAA, enforce privacy norms
for data flows in settings where privacy is socially mandated.

2.10 Conclusion

Our exploratory study analyzed data from 21 interviews regarding data collection and use by
hypothetical future AR glasses. We consider participants’ privacy concerns and desired privacy
principles, which are varied and context-dependent. We connect these results to privacy concepts
and call for multifaceted solutions.
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Chapter 3

Al-enabled Analysis of Voice Data for
Decision Making

This chapter was adapted from my paper currently in submission:

Andrea Gallardo, Lily Klucinec, Lujo Bauer and Lorrie Cranor. 2025. “Attitudes Towards the Use
of Al-enabled Voice Technologies for Decision Making Among Southern U.S. English Speakers.”

3.1 Overview

In this study, we consider the emerging voice-specific applications of Al in four high-stakes
decision-making use cases: hiring interviews, job performance evaluations based on presen-
tations, college admissions interviews, and grading of pronunciation on English final exams.
Through a qualitative survey, we documented the attitudes of 111 American English speakers
from the southern United States towards Al-enabled analysis of the voice data of data subjects in
these four use cases. We recruited American southerners to invite potential insights and opinions
on how speakers of non-standard dialects might fare in algorithmic evaluations based on speech,
as the rise of algorithmic decision-making in workplaces and schools has drawn attention to po-
tential benefits and harms for job applicants, employees, and students.

Our purposive sampling yielded directly relevant responses that shed light on the experiences
of speakers of non-standard dialects and some potential social and policy consequences of Al
voice analysis in high-stakes contexts. Especially relevant were insights from participants who
identified as speakers of the Appalachian dialect, who described difficulties being understood by
technology, social bias and stigma based on their way of speaking, as well as the joy and charm
inspired by their dialect. Such reflections offer nuance and culturally relevant insights into such
harms as Al-enabled discrimination, the potential cultural loss of regional dialects, and unfair
outcomes resulting from technical errors.

This study relates to the thesis through its consideration of a particular population when eval-
uating the potential harms of emerging technical applications. In considering Al-enabled analysis
of voice data in high-stakes contexts, we elicited potential benefits and harms from individuals
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who speak or are likely to be familiar with non-standard dialects, i.e., input that may result in
skewed results from algorithmic evaluation. In this work and our most recent study on trans-
lation technologies, we focus on technologies that process natural language and consider the
context-sensitive implications of using these technologies in high-stakes settings.

3.2 Abstract

The rise of algorithmic decision-making in workplaces and schools has drawn attention to po-
tential benefits and harms for stakeholders. Additionally, uneven performance of language tech-
nologies for non-standard or underrepresented dialects has resulted in calls to engage speakers of
those dialects. Our survey study explores the attitudes of 111 American English speakers from
the southern U.S. towards voice-specific applications of Al in four high-stakes decision-making
use cases: evaluation of candidates in hiring and college admissions interviews, employee per-
formance evaluations based on presentations, and grading of students’ pronunciation on English
final exams. While participants acknowledged the relevance of metrics such as pronunciation and
communication skills to employers and schools, they conveyed concerns about biased evaluations
that negatively or inaccurately evaluate certain dialects or speech types, often expressing a pref-
erence for human involvement during decision-making. We recommend involving non-standard
dialect speakers in language technology design to help promote and preserve language diversity,
conduct user-centered Al auditing, and help align Al systems’ evaluations of data with the values
and rights of stakeholders and with the functional social norms of interviews and performance
evaluations.

3.3 Introduction

The use of Al-enabled tools to evaluate people in hiring [43, 55, 74, 88, 277, 311], job perfor-
mance evaluations [189, 331], exam grading [270, 430] and college admissions [70, 183, 205]
processes is an increasingly popular technological affordance for decision makers. Products mar-
keted to managers, teachers, and administrators claim to use statistical modeling to evaluate how
well data subjects meet performance metrics or eligibility standards and algorithmically filter,
rank, or rate them. Some products also make overreaching or pseudo-scientific claims of assess-
ing complex human traits of job applicants based on job application videos [330, 379]. While
using Al-enabled analysis of voice data to assess human standards of pronunciation [32, 87, 111]
and communication skills [132, 396] may be relevant to education and employment contexts, and
while such tools could help mitigate human biases affecting a company or school’s decisions [59,
272], prior work has shown that algorithmic evaluation of human traits such as personality or
hireability can be unstable or biased [147, 346, 347], pseudo-scientific [129, 143, 271, 330], and
lead to unfair outcomes [117].

Our work focuses on potential societal harms resulting from the use of Al analysis of voice
data for high-stakes evaluations, which may produce erroneous or biased outputs based on fac-
tors such as non-standard speech. Indeed, recent work demonstrates the uneven performance of
automatic speech recognition (ASR) technologies, with some performing worse for non-standard
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English dialects or accents [251, 366].

In the U.S., sociolinguistic differences have a history of resulting in discrimination in educa-
tion and employment contexts. Thus, erroneous or biased algorithmic evaluation of voice data
could potentially worsen social discriminatory patterns facing speakers of non-standard dialects.
We therefore intentionally engaged with speakers of non-standard and low-resource dialects who
may be particularly affected by Al-enabled analysis of voice data: Southern U.S. English speak-
ers. We focus on this population because the Southern U.S. is a region where many people use
Southern U.S. English dialects and linguistic features that are considered non-standard or low-
resource in the context of common ASR technologies such as voice assistants (VAs) [211, 217].

Through our survey with 111 people from the Southern U.S. who self-identified as speak-
ers of Standard American English (SAE), Southern U.S. English (Southern), African American
English (AAE), or Appalachian English (Appalachian), we investigate participants’ attitudes to-
wards voice-based Al analysis, using vignettes depicting four high-stakes decision-making use
cases: hiring interviews, job performance evaluations based on presentations, college admissions
interviews, and pronunciation grading on English final exams. Specifically, our research ques-
tions are:

* RQ1: How acceptable do participants find:

(a) the general use of Al to assist with decision-making in four high-stakes use cases?
(b) the use of a voice-specific application of Al in these use cases?

(c) voice data collection by data collectors potentially involved in the four use cases?
(d) inferences made by voice assistants about speaker attributes?

* RQ2: What benefits and harms do participants anticipate regarding the use of voice-specific
applications of Al in high-stakes decision-making contexts?

* RQ3: How do participants relate their attitudes towards speech-based evaluations to their
experiences with non-standard dialects, accents and speech?

We asked participants to rate the acceptability of the following: general and voice-specific
applications of Al in the four aforementioned use cases, data collectors potentially involved in the
four use cases, and speaker inferences based on voice data, such as speaker gender or dialect. We
also solicited written responses addressing each use case to capture overall attitudes and perceived
benefits and harms associated with the voice-specific applications of Al.

We provide a detailed qualitative exploration of participants’ stated attitudes, concerns, and
experiences. While some participants highlighted positive perceptions of Al use cases, such as
increased objectivity or efficiency in decision-making processes, a majority expressed concerns
about potential bias or discrimination resulting from systems that cannot understand or negatively
evaluate certain dialects or accents. Participants also conveyed their preference for humans to re-
view algorithmic output or to be solely responsible for evaluations and decision-making. Finally,
some participants volunteered positive and negative experiences related to their non-standard di-
alect, accent, or speech, providing insights that both support and oppose the reinforcement of
standard language use by Al technologies.

Our findings shed light on the risks of systematizing linguistic bias and perpetuating discrimi-
nation based on speech. We recommend future work that explores how to better align Al systems
with societal standards for equal opportunity in employment and education contexts, as well as
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participatory research engaging speakers of non-standard dialects, user-centered Al auditing, and
privacy regulations.

3.4 Background and Related Work

We provide some background information and prior work on Al-enabled and algorithmic evalu-
ations in high-risk contexts, sociotechnical harms of algorithmic systems, disparate performance
of speech recognition technologies across dialects, and marginalized American English dialects.

3.4.1 High-Risk Al in Education and Employment Contexts

Previous work in a variety of fields has demonstrated the employment [65, 142] and educational
[31, 168, 393] challenges faced by those in diverse racial, gender, and socioeconomic groups.
However, the growing use of Al in professional contexts [117, 231, 331], with its potentially
pseudo-scientific claims to assess complex human traits [379] and its unstable or biased evalu-
ations [25, 346, 347], has resulted in an increase in calls for enforcement of anti-discrimination
laws and additional regulation to curtail the use of potentially discriminatory algorithmic or Al
evaluations. Public policy documents highlight the growing need to address the use of Al in
high-risk contexts, such as education, employment, health, housing, law enforcement, loan un-
derwriting, justice, and public benefits [71, 161, 296]. In these contexts, decisions or evaluations
made through or with the assistance of Al systems could significantly impact people’s economic
well-being, health, legal circumstances, and educational opportunities. A recent representative
survey of Americans found that most people would be uncomfortable with the use of Al or com-
puter algorithms to make high-stakes decisions about their lives [138].

Our work focuses on education and employment decision-making contexts in which voice-
specific Al applications could help evaluate human performance in hiring and college admissions
interviews, employee performance evaluations based on presentations, and grading of students’
pronunciation on English final exams. In these contexts, evaluation may be based on factors such
as pronunciation [32, 87, 111] and communication skills [132, 396].

3.4.2 Sociotechnical Harms of Algorithmic Systems and Al

Prior work on algorithmic harms has conveyed how marginalized communities disproportion-
ately experience sociotechnical harms resulting from algorithmic systems [123, 136] and that
“algorithmic systems’ enactment of power dynamics [155, 309] can function as a minoritizing
practice [85] through which unjust social hierarchies are reinforced” [373]. Additionally, Al sys-
tems may not perform as well for certain groups of users and thus result in further marginalization
of vulnerable communities. For example, an Al system might incorrectly classify a subject’s race
or gender due to inadequate training on similar subjects [137, 369], which may create different,
and potentially unfair, outcomes for different populations.

These harms can span a wide range of contexts, including employment and hiring, as well
as in other contexts like content moderation, as addressed in prior CSCW literature. For exam-
ple, social media content creators have expressed concerns about algorithmic reinforcement of
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marginalization based on their identity or content, through algorithmic content moderation that
limits their reach to broader audiences and “shadowbanning” [92, 96, 150], potentially limiting
or silencing the voices of creators in marginalized communities. Not only could this cause emo-
tional distress or frustration, but also lead to economic damages should content be removed or
excluded from platform monetization programs [203]. On the other hand, Al systems can perpe-
trate harmful beliefs by aggregating and reducing entire groups based on stereotypes, particularly
those demonstrated on social media platforms [243]. While these specific contexts are not in-
cluded in our study, algorithmic suppression of free expression on social media and the reduction
of groups based on stereotypes may lead to similar harms as those surfaced in our work, including
economic impacts from limiting monetized social media posts or societal-level effects from the
perpetuation of stereotypes.

In our study focusing on high-stakes employment and education contexts, we categorize par-
ticipant responses using some of the harms provided by Shelby et al.’s taxonomy of sociotechnical
harms of algorithmic systems based on a scoping review of 172 research articles [373]. In these
contexts, Quality of Service harms, such as service or benefit loss, may manifest in differing lev-
els of performance for speakers of non-standard dialects, potentially leading to unfair evaluations
in employment or education contexts (Section 3.6.4 (a)). Allocative Harms, such as opportunity
loss or economic loss, could be a result of differences in performance, meaning that those who
are unfairly evaluated may miss out on valuable job opportunities or be unfairly excluded from
suitable colleges (Section 3.6.4 (b)). Interpersonal Harms, such as privacy violations, may oc-
cur if the data collected in sensitive contexts (e.g., interviews for jobs or college admissions) is
leaked or improperly protected Section 3.6.4 (c). Representational Harms, such as stereotyping,
and Societal Harms such as cultural harms of systemic erasure could occur as the result of un-
fair evaluations over time, potentially leading to the exclusion of certain speaker groups from
employment or education opportunities (Section 3.6.4 (d)).

Our study specifically focuses on potential algorithmic harms based on dialect, accent and
speech. While there is less research on language-specific algorithmic harms, some prior work
has increasingly brought to light the need to consider the treatment of language and dialect in Al
technologies. In a study on fairness datasets and what attributes protected by anti-discrimination
legislation across multiple continents they include, Simson et al. show that “language” as a feature
was available for only three of 36 fairness datasets and used in only one of 233 experiments [375].
Thus, language, and dialect, is an understudied characteristic in fairness literature.

3.4.3 Uneven ASR Performance for Certain Dialects and Accents

Al applications using automatic speech recognition (ASR) can help assess human standards of
pronunciation based on statistical models of desired outputs [32, 87, 111]. However, prior work
and reports have shown that ASR performs worse for non-standardized English dialects and ac-
cents [56, 208, 366, 404], languages that do not have a significant amount of existing data for
models to be trained on (“low-resource languages™) [340, 341], and non-standardized dialects
and accents of non-English languages [121, 325]. Though previous work has provided insight
into improving ASR by going beyond a traditional computer science approach [252, 253, 254],
other work has indicated the potential difficulties or harms that could result from attempting to
overcorrect training data gaps using questionable means [313, 314]. Additionally, accent itself
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may be ill-defined, and Prinos et al. conducted a survey of ASR literature and found that accent
is often not considered or described in-depth, with a lack of clarity on what is considered the
“baseline” accent or the incorrect assumption that some users may not identify with any accent
atall [325].

A common standard for measuring accuracy and performance is called word error rate (WER).
A higher WER implies a worse performance of an ASR model. Voice assistants have been shown
to have higher WER for speakers of certain dialects or accents, resulting in failure to understand
users’ commands [34, 251]. Prior work specifically on US English dialects has also shown dis-
parate WER. Martin and Tang analyzed over 100 hours of spoken AAE using two ASR systems,
focusing on a “unique morpho-syntactic feature of [AAE],” the habitual “be” and found that
the ASR systems showed a higher error rate around instances of the habitual “be” than for the
non-habitual “be” [257]. Koeneke et al. found that five off-the-shelf ASR systems show dispar-
ities in transcribing identical phrases uttered by Black speakers compared to White speakers in
an experimental study with 42 White and 73 Black speakers, with a corpus spanning five U.S.
cities [208], and they suggest that including AAE in training datasets could reduce these per-
formance differences. Some work in this space seeks to improve model performance, including
developing new forms of measuring model perfomance [398], and robustness for different di-
alects [110, 386, 387].

Prior work has also emphasized the need for dialect-sensitive and culturally aligned tech-
nology, with some researchers taking a human-centered approach to inform the development
of dialect-sensitive technology. For example, Harrington et al. and Brewer et al. interviewed
Black older adults in the US regarding their use of voice assistants and found that some par-
ticipants expressed perceptions of a language disconnect, noting that they had to “code switch”
for the Google voice assistant, from AAVE, or what one participant called “Black-sounding”
speech, to SAE [45, 148, 149]. Markl et al. explored why commercial ASR systems and other
language technologies perform worse for marginalised second-language speakers and speakers
of stigmatized varieties of British English and the policy implications [251, 253] and propose
“an interdisciplinary and context-sensitive approach to documenting [systemic predictive bias
for marginalised speaker/user groups]” and argue that “evaluation of ASR systems should [...]
consider user experience in a broader sociolinguistic and social context” [252]. Other NLP re-
searchers have consulted speakers of non-standardized dialects to better understand their percep-
tions of failures [159] and their preferences for model alignment [359].

3.4.4 Underrepresented or Marginalized American English Dialects

While it is widely acknowledged that “the typical NLP [Natural Language Processing] pipeline
underrepresents speakers of most of [the 7000 human languages] while amplifying the voices of
speakers of other languages,” it has also been shown that some dialects of high-resource languages
are underrepresented in NLP pipelines. Wale et al. analyzed a “typical NLP pipeline” and found
that “even when a language is technically supported, substantial caveats remain to prevent full
participation” [425]. For example, prior work on toxic or hate speech detection has suggested that
performance varies based on dialect [127, 364]. Thus, Al systems for high resource languages,
such as English, may not adequately serve all speakers of those languages. Researchers have
called for an interdisciplinary approach to natural language technologies, noting that improving
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Dialect Group Criteria Based on Self-reported Presentation

African American English (AAE) Speaks AAE often/always

* May also speak SAE or Southern often/always
Appalachian English (Appalachian) Speaks Appalachian often/always

* May also speak SAE or Southern often/always
Southern English (Southern) Speaks only Southern often/always

* Not AAE, Appalachian, or SAE
Standardized American English (SAE) | Speaks only SAE often/always
* Not AAE, Appalachian, or Southern

Table 3.1: Participant groups based on self-reported dialects spoken: African American English
(AAE), Appalachian English (Appalachian), Standardized American English (SAE), and South-
ern English (Southern).

Al models is not just an engineering problem [370].

We selected participants from the southern U.S. because we sought participants who might
be familiar with non-standardized dialects, including Southern American English, Appalachian
English, and African American English (AAE), all of which are linguistically associated with
the American South [8, 13, 217, 218, 219, 336]. These dialects are sometimes stigmatized in
comparison to the “Northern” or “standardized” American dialects, resulting in historical patterns
of discrimination [202, 317, 327]. However, even within the Southern US, there are varieties of
dialects and accents that may be considered more or less stigmatized or prestigious based on
region [62, 83].

It is also important to acknowledge the diversity of language within social groups and not
essentialize ethnicity as representative of any given dialect. Some critics highlight the overly
generalizing aspects of grouping the speech of African Americans across the U.S. into one di-
alect, suggesting that this leaves out nuances based on region or other factors [349, 438]. Similar
criticisms have been made for delineating languages in general [151, 376].

3.5 Methods

In this section we describe how we recruited participants, designed and conducted the survey,
and analyzed the data.

3.5.1 Recruitment

We recruited participants using Prolific’s screeners and our own paid screening survey. Eligibility
criteria included being at least 18, being raised and currently residing in the southern U.S., and
speaking American English. Specifically, the following states where southern U.S. dialects are
spoken [219, 336] were chosen for recruitment: West Virginia (WV), Kentucky (KY), Alabama
(AL), Arkansas (AR), Georgia (GA), Louisiana (LA), Mississippi (MS), North Carolina (NC),
South Carolina (SC), Tennessee (TN), and Virginia (VA). A gender-balanced sample was obtained
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using Prolific’s “Quota Sampling.” A second sample with the same criteria but restricted to those
over 60 was drawn to better balance age in our participant pool.

Participants were paid $0.80 via Prolific to complete our 4-minute screening survey. This
survey ensured eligibility criteria was met, checked understanding of what voice assistants (VAs)
are, and collected self-reported dialectal background. We specifically asked participants if they
used any of the following dialects and, if so, how often: African American English (AAE),
Appalachian English (Appalachian), Southern American English (Southern), and Standardized
American English (SAE). Participants who met our eligibility criteria, selected the correct defi-
nition of a VA, and self-reported speaking at least one of the four dialects “often or always” were
selected for the main survey and placed into one of four dialectal groups, as described in Table 3.1.
More information on recruitment is provided in Table B.3 in Appendix B.3, and screening survey
questions are included in Appendix B.1.

3.5.2 Survey

Our survey was designed to gain insight into 1) acceptability for general and voice-specific ap-
plications of Al in education and employment decision-making contexts, voice data collection
by certain entities and inferences made by voice assistants, as well as 2) anticipated benefits and
harms of these applications. Participants answered Likert and free-response questions about their
attitudes and potential benefits and harms of each use case of voice technologies. Participants
were paid $3.00 via Prolific to take this 15-minute survey. All survey questions are included in
Appendix B.1.

Acceptability Attitudes (RQ1) We asked participants to rate acceptability on a 5-point Likert
scale from extremely acceptable to extremely unacceptable. We first asked them to rate the ac-
ceptability of data collection by the following groups related to Al-enabled decision-making in
education and employment contexts: companies that build and sell voice assistants (e.g., Google,
Apple, Amazon), companies developing Al models (e.g., Open Al, Google, Meta), school dis-
tricts, potential employers, current employers, and teachers. We then asked about acceptability
of the following potential inferences made by voice technologies about speaker features: age,
dialect or accent, ethnicity or race, gender, health condition, mood or emotional state, region of
origin (e.g., where participants grew up), sexual orientation, and speech or voice disorder.

We then asked participants to rate the acceptability of algorithmic decision-making software
in high-stakes education and employment contexts, with two use cases per context, based on
prior work (Section 3.4.1). The four use cases were presented in a randomized order to control for
possible order effects. We avoided explicitly asking about Al to not prime them with a potentially
controversial term. The four use cases are presented in Table 3.2 and Appendix B.1.

Each use case contained a general scenario in which “software” was used to evaluate data sub-
jects, which participants rated on a 5-point Likert scale from extremely acceptable to extremely
unacceptable. We then presented voice-specific software and described how speech data would
be used in its evaluations. Participants were asked whether the inclusion of the voice-specific
application made the scenario less acceptable, more acceptable, or if it made no difference in
acceptability.
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Following the acceptability questions for each use case, participants were presented with their
general scenario answer choice and voice-specific answer choice and asked to “explain [their]
overall attitude for this scenario and voice-specific application.”

43



Context

General Scenario

Voice-Specific Application

College Admissions
Interview

A small liberal arts college uses
software to determine eligibil-
ity for admission.

The software evaluates audio
recordings of admissions interviews
to determine suitability for small
classes with interactive discussions.

English Final Exam

A high school district uses
automatic grading software to
grade an annual English final
exam.

The software grades English word
pronunciation in the spoken compo-
nent of the exam.

Hiring Interview

A company uses software to
rank the top job applicants
throughout the job application
process.

The software analyzes the job ap-
plicant’s speech during a job in-
terview to rate how understandable
their speech will be to customers.

Job Performance
Evaluation

A company uses software to
evaluate current employees’
job performance.

The software analyzes speech dur-
ing presentations to evaluate public
speaking and communication skills.

Table 3.2: Four education and employment use cases of Al shown to all participants. Participants
rated the acceptability of each general scenario and then rated whether they found the correspond-
ing inclusion of a voice-specific application more or less acceptable for that use case.

Potential Benefits and Harms (RQ2) For each use case, participants were asked to list at least
one potential harm and at least one potential benefit related to the given use case, (or, if they did
not believe there were potential harms or benefits, to explain why).

Speech-specific Attitudes and Experiences (RQ3) As part of our instructions, we included
a note, “We’re especially interested in your attitudes, opinions, or experiences relating to the
southern United States and dialects or accents found in this region.” Through this prompt, we
hoped to elicit participants’ attitudes and experiences related to non-standard dialects, accents
and speech.

3.5.3 Data Analysis

The first and second authors analyzed participants’ accceptability explanations and potential ben-
efits and harms using emergent/bottom-up coding methods. Themes that emerged from the survey
responses were grouped as coding progressed. All responses were double-coded, and differences
were resolved through discussion. Quantitative information is provided about the themes identi-
fied for descriptive purposes only.

We organized themes that arose in our analysis of participants’ self-reported overall attitudes
into four top-level categories of 1) negative opinion or critique, 2) positive opinion or support, 3)
humans and technology, and 4) speech-related comments, each with specific subcodes developed
throughout the coding process. Our code book with the overall attitudes, harms, and benefits
codes can be found in Table B.1 in Appendix B.2.
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3.5.4 Limitations

As other scholars have done [35], we consider the participants to be a non-probability sample,
so their responses are not meant to generalize to broader population trends, but rather to provide
insights into complex social phenomena. We report numbers for descriptive purposes to highlight
differences in the participants’ responses and do not claim that these results provide predictive
power or could be used in probabilistic classifiers, for example, as the assessment of statistical
regularities for this context is beyond the scope of this work. We have little reason to believe
that the outcome variable of acceptability is operationally consistent across demographic factors,
such as dialect.

Participant categories were defined based on the self-identification of participants as speakers
of certain dialects, and we did not “validate” their dialects. We utilized dialect categories in this
work to recruit a diverse participant pool based on self-identification, but we recognize that these
categories are not precise and may not fully capture participants’ dialectal characteristics. We
also acknowledge that Southern English may be more accurately considered as a group or family
of dialects that could overlap with some Appalachian or AAE dialects, as shown by participants
who identified as speaking multiple dialects.

Additionally, our sample was relatively young, and most participants did not report having
problems being understood by voice assistants or humans. Thus, our study did not capture many
responses from older adults and people who report being misunderstood most of the time. We
encourage future work that focuses on these specific groups to better understand their opinions
on acceptability for voice data analysis in high-stakes use cases.

Our team of four researchers conducts research matters using SAE. Our members’ dialectal
background is as follows: [anonymized for submission].

3.6 Results

Below we summarize our survey results. We first provide participants’ self-reported demographic
information and experience with voice assistants (Section 3.6.1). We also summarize the results
of the Likert scale responses about the acceptability of Al-enabled software in each use case,
data collection by entities relevant to those use cases, and potential inferences about users of
voice assistants (Section 3.6.2). We then summarize our qualitative analysis of participants’ free-
text responses stating their attitudes and anticipated benefits and harms across all four use cases,
organized into broader thematic categories of: potential benefits (Section 3.6.3), potential harms
(Section 3.6.4), speech or dialect specific concerns (Section 3.6.6), and criticism of technology’s
inadequacies that emphasize the need for human evaluation (Section 3.6.5). We present themes
across all four use cases. When quoting participants, we specify the participant number and use
case.

Counts of thematic codes across the four dialect groups were compared and did not indicate
any stark patterns, but we provide some notable highlights in Figure 3.1 and Section 3.6.2 (¢) and
as follows: the potential benefits discussed by a higher ratio of self-reported SAE-speakers than
any other group were: adequate measure, efficiency, and improve skills, and the potential harms
were errors or glitches, and unfair outcome. The topics for which the SAE group ratio was the
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lowest of all four groups were: dialect, accent or speech and speech is not a proxy for intellect
or skills. See Appendix B.2 for definitions of these codes.

3.6.1 Participants

All 111 participants were American adults from the southern U.S. who speak American English
as their first language. We provide summary proportions for dialect, U.S. states, ethnicity, gender,
education, income, and prior use and attitudes toward technology in Appendix B.3.

Participants mostly identified as one of two ethnicities, with 56 identifying as White, 53 as
Black or African American, one as Asian, and one as American Indian or Alaska Native. A total of
64 participants identified as female, 44 as male, three as non-binary, and two as transgender. Most
participants were relatively young, with 62 participants reporting being up to 40 years old. Most
participants reported their highest level of education to include at least some college education,
with 52 reporting having obtained an Associate’s or Bachelor’s degree, 30 having attended college
with no degree, 15 obtaining a high school degree, 11 obtaining a master’s degree, two having
less than a high school degree, and one obtaining a trade school degree. In terms of income, 56
participants reported that they made less than $50,000 per year, 51 between $50,000-$150,000,
and three above $150,000.

Most participants had experience with voice assistants, with only three participants reporting
having never used a voice assistant. Most participants reported using a voice assistant on their
mobile phone (n = 91) or having encountered a phone-based voice assistant (n = 93). When
asked if they had ever trained a VA on their voice to improve the VA’s ability to recognize them,
60 participants responded Yes, and 44 responded No.

In free-text responses, 15 participants mentioned prior experience with or knowledge about
Al applications similar to those in our study’s four use cases. Some current Al applications
they mentioned include algorithmic review of resumes or videos submitted by job applicants,
automatic exam grading, and ranking of college applicants. P33 wrote,

I’ve had companies demand I do extremely similar stuff, even talking about myself
on camera without any sort of prompts or questions, only to have my applications
denied within minutes and the video never even landing on the hiring admission’s
radar. (P33 Hiring)

Regarding job performance evaluations, P110 suggested that “using software to track work per-
formance is pretty standard these days.” In exams, P14 and P46 recalled negative experiences
with their writing being “misjudged” by Al

3.6.2 Acceptability Attitudes (RQ1)

We summarize our study’s 111 participants’ Likert scale responses to questions about the accept-
ability of the use of Al-enabled software in four decision-making use cases, data collectors, and
inferences made by voice assistants (VAs).
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3.6.2 (a) Unspecified “Software” Acceptable but Analysis of Voice Data Less Acceptable

When asked about the general use of software in decision-making for hiring, job performance
evaluation, and college admissions use cases, over half of participants found these uses to be
acceptable (somewhat or extremely). For the final exam use case, just under half found this
scenario acceptable. For Al-enabled analysis of voice data across all four use cases, less than a
quarter of participants rated the voice-specific application more acceptable, with the rest being
roughly split between less acceptable and makes no difference. These results are shown in Figures
B.3 and B.4 in Appendix B.4.

3.6.2 (b) Data Collectors: Companies More Acceptable Than Teachers, Schools or Em-
ployers

When asked to rate the acceptability of data collectors potentially involved in the four use cases,
Al companies (n=66) and VA companies (n=58) were rated as acceptable by the most participants,
followed by teachers (n=48) and current employers (n=44), school districts (n=31) and potential
employers (n=29).

3.6.2 (c) Some Inferences More Acceptable Than Others

When asked about the acceptability of inferences made by VAs, inferring dialect or accent was
found acceptable by the most participants (n = 76), followed by gender (n = 67), mood or
emotion (n = 62), age (n = 61), region of origin (n = 59) and speech disorder (n = 58). Less
than half of participants found inferring ethnicity or race (n = 43), health conditions (n = 25) or
sexual orientation (n = 25) acceptable.

For eight of nine questions about inference making, the SAE group had the least number of
people and lowest percentage of their group who found the inference making unacceptable, as
shown in Figure 3.1. However, it is important to note that these are small and non-representative
samples of 32 or less people per group. with the following group sizes: Southern: 24, Standard:
25, Appalachian: 30, AAE: 32.

3.6.3 Anticipated Benefits: Efficiency, Objectivity, Improving Skills (RQ2)

Participants suggested that Al applications could increase efficiency (n = 82) by saving time and
labor, increasing speed, or generally streamlining processes. This could relieve teachers, hiring
managers, and administrators of tasks such as grading or reading applications. Participants (n =
32) also suggested a potential benefit of mitigating human biases by providing objective, fair, and
consistent assessments or by not showing bias or favoritism. Additionally, participants suggested
that Al applications could help employees or students improve skills (n = 30), such as providing
feedback to students on their pronunciation. P38 suggested “it would be beneficial for students
who are mispronouncing words. They can have it played back to them to see what they sound
like” (Exam). Other participants noted how the software could broadly improve communication
skills across both the employment and education contexts.
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Figure 3.1: Line graph showing percentage of percentage of unacceptable responses by dialect
group. The Standard or self-identified SAE group had the least number of people find it unac-
ceptable to make inferences.

While not necessarily a benefit, we note that when discussing benefits, some participants
expressed confidence in the ability of software, computers, and Al to evaluate understandability,
communication skills, and pronunciation (n = 43) adequately or even better than a human could.

3.6.4 Anticipated Harms: Unfair Outcomes, Discriminatory Bias, Privacy
Issues (RQ2)

A total of 90 participants mentioned potential unfair outcomes, which primarily consisted of un-
merited or erroneous negative decisions for each use case: rejection of job or college applicants,
lower final exam grades (and thus a lower overall grade), and negative job performance eval-
uations resulting in the denial of pay raises. Such potential outcomes were sometimes linked
explicitly to discrimination but also included outcomes resulting from error, malicious intent,
inadequate training of the Al technology, or generally “unfair” without specific cause.
Additionally, 79 participants specifically named the outcomes of discrimination or bias. Among

these, across the four scenarios, 67 participants indicated a basis for discrimination, such as ac-
cent or disability, and 40 suggested there might be discrimination or bias without naming a basis.
The use case that garnered the most comments about discrimination or bias was hiring (n = 52),
followed by exam grading (n = 49), college admissions (n = 47), and job performance evalua-
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unfair outcome 90
efficiency 82
discrimination or bias 79
dialect, accent or speech 73
inadequacies 67
preference for human evaluation 62
important to stakeholder 51
depends on data type 49
question or concern 48
adequate measure 43
errors or glitches 39
evaluation 36
scenario critique 33
mitigate human bias 32
improve skills 30
speech is not a proxy for intellect or skills 28
anxiety 20
privacy or security 19
ability to challenge evaluation result 17
already happening . 15

0 20 40 60 80
Number of Participants

Figure 3.2: Count of themes, counted once per participant across all four use cases. See defini-
tions in Appendix B.2.

tion (n = 35). Finally, 19 participants mentioned privacy and security harms. Below, we discuss
quality of service, allocative, interpersonal, and societal harms raised by participants.

3.6.4 (a) Quality of Service Harms: Concerns of Worse Performance Based on Accent

Some participants discussed how Al-enabled voice data analysis could fail those with different
accents, dialects, or speech disorders due to its inability to properly analyze them. For exam-
ple, P34 wrote that a speech disorder or “heavy accent” should not negatively affect a student’s
grade, suggesting that such an application “may also disproportionately affect foreign students
or students with different cultural background” (Exam). Furthermore, P59 expressed that “the
voice assistant may hear a voice that they haven’t yet heard, and then give that candidate a bad
score. When in reality, that candidate is great for the role, but the voice assistant just hasn’t heard
that specific dialect or accent before” (P59 Hiring). This implies a lack of confidence that Al is
capable of processing certain differences in speech.

3.6.4 (b) Allocative Harms: Negative Impacts on Educational and Job Opportunities

In the context of discrimination, participants mentioned concerns about disparate outcomes that
could impact one’s livelihood due to unfair rejections of qualified job or college applicants. For
example, P34 expressed concerns about how this technology would “lead to less job opportunities
for people who have accents or speech impediments” (Hiring). Another participant suggested that
college applicants who speak non-standard regional dialects might not be considered “’articulate”
enough (P55 Admissions). Overall, participants raised concerns suggesting that voice-sensitive

49



Al could lead to harms that restrict access to educational or financial resources, particularly for
those who are already part of marginalized communities.

3.6.4 (c) Interpersonal Harms: Privacy and Security Risks

Other individual-level harms mentioned by participants included privacy or security concerns re-
lated to data collection in each use case. In particular, participants considered how voice record-
ings would be handled or stored, malicious uses of their voice data like deepfakes, the potential
for data breaches, and other privacy violations based on a lack of consent for the data to be used
elsewhere. For example, P108 believed that voice recordings could be“used for other purposes
later that employee did not authorize” (Job Evaluation). P27 shared similar concerns for the hiring
use case: “I can only imagine some higher up having some nefarious plan on how to monetize the
recorded interviews.” Other respondents pointed out issues related to data storage, such as P22,
who asked about the college admissions interview, “What if you [don’t] get admitted? Where
does your voice recording go?” P108 was concerned that recordings would be stored “too long,
and [be] susceptible to a breach” (Hiring).

Some responses highlighted the risk of inference based on dialect. P95 suggested that exam
grading of pronunciation “could result in the person’s race or ethnicity being discovered, risking
possible racism from the grading of the exam.” Such inferences could be maliciously used by
humans to make prejudicial decisions, potentially harming individuals further by restricting their
opportunities (Section 3.6.4 (b)).

3.6.4 (d) Societal Harms: Potential Perpetuation of Negative Stereotypes

Participants also recognized harms on the societal scale, such as perpetuating or creating harmful
stereotypes. For example, some responses included suggestions that accent or dialect could be
associated with negative perceptions about intelligence, articulateness, or acceptability. For ex-
ample, P10 wrote, “i am worried that they may think i am not smart just because of my accent”
(Admissions). P17 said she had a 3.8 GPA in high school but shared how various personal factors,
such as her gender, “would be used to assume I have lower intelligence level automatically, espe-
cially my accent” (Admissions). Similarly, for job performance evaluations, P49 wrote, “People
with unacceptable dialect could be discriminated against,” suggesting that some dialects may
be considered unacceptable in the workplace. Furthermore, a participant who self-identified as
speaking Appalachian often or always listed discrimination and prejudice as potential harms of
Al analysis of college admissions interviews, adding, “I was once told ‘they were surprised [ wore
shoes™” (P72). These responses suggest that participants believe there is a potential for impacts
on cultural groups by either continuing to impose existing stereotypes or perhaps even creating
new ones.

3.6.5 Preference for Human Evaluation

In addition to participants’ responses that address benefits and harms, we present a recurring
theme found in participants’ responses: a preference for human evaluation. Over half of partic-
ipants (n=67) expressed skepticism about technology’s ability to perform nuanced evaluations
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needed for decision-making, as well as a preference for human evaluation (n=62) in the high-
stakes decision-making use cases described in our survey.

Criticisms of technology’s inadequacies included an inability to accurately interpret or quan-
tify human emotions, body language, differences in speech due to dialects and accents, acceptable
differences in speaking style and presentation, or other factors. P99 suggested that human review-
ers “will be more aware of biases,” adding, “[I]f say you were talking to someone of your own
race, it may or may not be clear what you’re saying to the computer, but a human will understand
more” (Hiring). P55 also expressed doubt that an Al program would be able to understand “dif-
ferent ways of speaking” and that “it seems like a lot of minorities would be negatively impacted”
(Exam).

Al’s inadequacies also included the inability to understand charisma, personality, or potential
for growth. For example, P38 wrote that technology used in hiring interviews “can’t understand
charisma. ... The way one’s voice makes people feel is important.“ P113 also indicated that, for
the hiring use case, Al “may overlook vital intangible qualities like personality fit or potential for
growth,” implying that human reviewers could account for these qualities in their hiring decisions.

3.6.5 (a) Inimicable Human Capabilities

Participants named human skills that would be hard to imitate and tasks that should be human
prerogatives, such as where humans should have the upper hand. These skills included toler-
ance for differences, subjectivity, detecting nuance in pronunciation, reading body language or
tone, having empathy for others, and taking additional factors into consideration. For example,
P38 highlighted that “a foreign born student may technically not speak as well as a US one, but
a teacher could give them the same grade taking it into account. It is relative to each student”
(Exam). P6 suggested that Al could not sympathize or empathize, writing, “[I]t is a cold lifeless
ai that cannot make moral judgments and can only go by some algorithm” (Hiring). P27 asked,
“Why use software when managers can use the power of observation to determine how well an
employee is doing[?]” (Job Performance). P33 criticized the absence of human review for appli-
cants who submit videos for college applications, calling it “completely dehumanizing, because it
shows the applicant that the admissions office can’t even be bothered to speak with the applicants
directly.” These responses evoke the notion of dignity and a wish to be seen or heard by another
person, highlighting the humanity of the act of giving each other time and consideration.

3.6.6 Attitudes and Experiences Related to Speech and Dialect (RQ3)

In addition to concerns relating to language or speech, such as discrimination based on differ-
ences in speech, participants also conveyed attitudes relating to speech evaluation in general. For
example, about a quarter of participants (n=28) objected to the use of speech as a proxy for skills
or intelligence. Some participants also provided insights into their background and experience as
speakers of non-standard dialects, highlighting both negative and positive aspects.
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3.6.6 (a) Resistance to Speech-Based Evaluations

Participants who objected to voice-specific evaluations to gauge skills or intellect suggested that
speech does not represent the qualities most important to the evaluation. For example, P17 wrote
that, for work presentations, “the actual presentation shouldn’t matter, the results it presented as a
result of the projects an employee worked on should be more important” (Job Performance). P82
wrote, “speech does not equal performance” (Job Performance). P72 expressed that they “have
been made fun of for my accent my entire life. Yet, I have found that intelligence has nothing to
do with accent. If an Al assistant judges based on accent, it needs to be scrapped” (Admissions).
P19 suggested that “someone like [Stephen] Hawking,” a renowned physicist and author who had
a motor neuron disease that affected his speech, “would end up being declined by the software,
although he’s one of the smartest humans to ever live” (Admissions).

For work presentations, participants also raised potential factors of shyness, nervousness, reg-
ister, or formality that might negatively influence a job performance evaluation. P45 wrote, “The
practice is unfair to more reserved employees who are good at their job but lack good presen-
tation skills” (Job Performance). P40 wrote, “Sometimes people are nervous when speaking in
public but that doesn’t have any bearing on their communication skills” (Job Performance). P19
suggested that work presentations would not be “a good representation of public speaking skills”
because of the informal register they tend to use at work, writing that they “talk a lot less formal”
at company meetings “since we all know each other” (Job Performance).

Some participants highlighted positive aspects of speaking non-standard dialects, such as
P81’s experience “that Al voice software has a problem with my southern/Appalachian dialect.
But, I’ve worked in customer service for 20 years and have found customers can understand me
and many say they love my accent” (Hiring). P71 noted the dialectal variety of Southern English,
for which there is “a strong Scottish and Irish influence in some places and more of a drawl in
others. These are fine and beautiful. If it’s judging on the content of their speeches and not the
twang, then it’s okay” (Job Performance). They also suggested that voice-specific Al evaluations
of hiring interviews “might be useful if you need people to take calls from a specific area of the
United States,” suggesting that such evaluations could promote regional dialects by inviting their
usage in workplaces, as opposed to encouraging the use of SAE.

3.6.6 (b) Support for Evaluations Based on Standard Dialect

Some responses expressed support for evaluations based on the standardized dialect of SAE. For
example, P53 wrote that voice-specific Al applications “could definitely help weed out employ-
ees with sloppy speech patterns, or ones that are too quiet to understand” (Hiring). P87 wrote
that a benefit would be that “there will be people working for the company that speak clearly
and are well understood by the larger population of people where this company is providing it’s
services” (Hiring). Addressing exam grading, P99 wrote, “I don’t believe there will be any harm
because in those scenarios you’re supposed to talk proper even if you do have a slang or accent.”
Similarly, P68 wrote, “if you are using words, you should know how to pronounce them” (Exam).
P25 wrote that potential college students’ “[s]peech should be clear and concise to be admitted”
(Admissions).

Some participants wrote about the potential for speakers of non-standard dialects to learn to
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speak SAE. P71 suggested that the English exam grading program could help students “get better
at faking their accent so that in interviews and phone calls, judgmental people don’t automatically
assume folks from this area are uneducated” (Exam). Furthermore, P60 suggested that college
applicants with accents would benefit from the use of this software because it “would encourage
such students who have deep accents to add another dialect to their portfolio, ‘proper English,’
which I admit is understandable to almost anyone who know[s] English” (Admissions).

However, P72 highlighted the difficulty for some speakers to adopt a more standard dialect
and suggested that this inability to adapt linguistically might have repercussions on their job
performance evaluations, writing that “the way we speak” would influence the outcome of the
evaluation, continuing, “I have spent years trying not to sound like I was from southern [West
Virginia]. Yet, I still do.”

3.7 Discussion

Below we discuss takeaways from our results, including societal implications of Al-enabled anal-
ysis of voice data for for language ideologies and potential future interdisciplinary work related
to dialects, how our contributions align with existing algorithmic harm taxonomies while also
providing rich, context-specific data, and policy implications.

3.7.1 Risk of Reinforcing Standard Language Ideologies

Responses expressing support for evaluations based on a standard dialect (Section 3.6.6) empha-
size “proper” and “clear” English, assume widespread acceptability of SAE, and depict non-
standard speech as potentially “sloppy,” poorly enunciated, or stigmatized. Participants’ re-
sponses evoked existing power dynamics, social stigmas, prejudices, and negative personal expe-
riences related to speech. Al-enabled technologies used to evaluate metrics such as understand-
ability or pronunciation utilize statistical models trained on data that may consider a standard
dialect as “correct” pronunciation, raising the possibility of representational harms, which “oc-
cur when algorithmic systems reinforce the subordination of social groups along the lines of
identity” [373].

Participants also raised concerns about the potential systematization of dominant language
standards, which could result in erasure of their dialects, due to a need for data subjects to con-
form to speech standards. Additional concerns arose regarding the potential for these systems
to reinforce negative stigma associated with certain dialects or regions, relating to existing work
on algorithmic harms of systemic erasure [97, 396] and “proliferating false ideas about cultural
groups” [102, 362].

3.7.2 Future Participatory Work that Celebrates Dialects and Audits Al
Tools

We encourage future work that emphasizes the celebration and use of minoritized dialects and
accents to validate and promote them in ways supported by speakers, such as work that addresses
gaps in NLP performance for “low-resource” languages [3, 187] or regional accents and dialects
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[7, 9, 188], the preservation of languages and dialects [321, 412, 429], and harnessing voice
technology to better understand and correspond with minoritized dialect groups [126, 322].

In our study, some participants wrote about positive aspects of using non-standard dialects,
such as regional specificity and charm. In the spirit of unmaking literature and work that empha-
sizes joy, assets, and “the everyday” in the lives of marginalized people rather than only focusing
on harms [37, 108, 405], we propose work that unmakes standard language ideologies embed-
ded in language technologies [439] and engages participants using participatory, ethnographic,
and archival [184, 287] methods to examine the perspective of self-identifying members of so-
ciolinguistic communities. Such work could consider language usage, local history, personal
narratives, archives and other information to inform the design, or rejection, of language tech-
nologies [453].

We also encourage the development of user-centered auditing of language models and language-
sensitive Al systems for speakers of low-resource or marginalized languages or dialects. Prior
work on user-centered evaluation of language models [97, 232, 441] has emphasized the need
for human-centered research and design that engages stakeholders to bring awareness to features,
opportunities, and concerns that previously may not have been considered. Cultural and linguistic
knowledge can help evaluate and red-team Al systems, as linguistic variations may cause a model
to fail, throw errors, or produce unfair outcomes. Such variations could include phonetic differ-
ences, morphology specific to a given dialect, or lexical semantic variations. Given that some of
our participants reported experiencing difficulties being understood by voice assistants or having
faced discrimination, our findings suggest that auditing with linguistically diverse populations
could help make Al and ASR systems more robust and fair.

3.7.3 Contextualizing Algorithmic Harm Frameworks

We identified examples from sociotechnical algorithmic harm categories defined by Shelby et al.
(Section 3.4) in our data, which allowed us to identify how quality-of-service harms where sys-
tems perform differently for certain groups (Section 3.6.4 (a)) can cascade into other harms, such
as unfair evaluations (Section 3.6.4 (b)) and perpetuation of negative sterotypes (Section 3.6.4 (d)).
We provide contextualized considerations and details grounded in real-world problems and ex-
periences. For example, these education and employment contexts, algorithmic harms could not
only damage a person’s professional or academic career but also result in legal troubles for insti-
tutions deploying such technologies.

We also contribute themes outside of a general harm taxonomy. For instance, many partic-
ipants indicated a preference for continuing human involvement, with or without the presence
of Al, across all use cases (Section 3.6.5), highlighting how relying on Al-enabled analysis may
not be adequate measure for certain goals. While creating more inclusive voice technologies can
help ensure evaluations are more fairly conducted, participants pointed out how this kind of Al
evaluation does not account for factors such as potential for growth. Some participants objected
to voice data serving as a proxy for skills (Section 3.6.6).

This desire for continuing human involvement suggests an inimitable benefit or contribu-
tion provided by humans that allows for non-data-driven qualities to be considered. A lack of
human involvement, where evaluators such as teachers or managers cannot easily address or cor-
rect biased results in proprietary Al models, and where they cannot apply their human discern-
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ment, could further harm those impacted by disparate or discriminatory outcomes, echoing prior
work [18]. We echo a call in recent work to and investigate how decision makers and recruiters
approach Al-assisted evaluations, including how they “use and make sense of Al systems, and
how this affects their discretionary decision making” [377, 378] and to “better understand how
hiring managers, workers, applicants, and others within an organization interact with each other
and with hiring tools” [379].

3.7.4 Policy Implications of Voice-specific AI Applications

Concerns raised by participants about the risks of augmenting or automating employment de-
cisions with Al have implications for equal opportunity and antidiscrimination policy. Indeed,
in the last few years, various countries and regional governments have passed regulations ad-
dressing this problem [345]. In 2024, the European Union adopted the the Al Act, providing
guidance on high-risk applications of Al systems [82]. In the U.S., cities such as New York
City and the states of Utah and Tennessee have passed laws regarding automated employment
decision-making tools [434]. In Illinois, the Illinois Human Rights Act was extended to include
protections against the Al-enabled discrimination based on racial data or common proxies, such
as ZIP codes, in several employment use cases, including those related to hiring and job evalu-
ation processes [2, 120]. In Colorado, the Colorado Artificial Intelligence Act (CAIA) provides
standards of use and disclosure when Al is involved in high-stakes contexts, such as employment
and education, to prevent discrimination of any kind [348, 389]. This law includes procedures re-
quired both for creators and users of this technology, which would include employers or schools
relying on Al for hiring candidates or assigning major grades [348, 389]. The California Civil
Rights Council has advanced regulations regarding algorithmic decision-making systems in the
workplace [294, 319], which have since been passed [1]. We support the further development of
such policies to help safeguard people from Al-based discriminatory outcomes.

Participants also raised privacy and security concerns regarding the collection and storage
of voice data, and potential malicious use or breaches of this data. Similar to our results, prior
work found that potential users of biometric inference systems considered Al-based biometric
inference-making to be privacy invasive [15, 213, 356]. Some scholars have suggested that ma-
chine learning is inciting a new age of phrenology, with biometric data being used to draw con-
clusions about people, sometimes erroneously [141, 225]. We recommend that researchers and
companies question and investigate potentially false claims correlating biometric data with am-
biguous variables [147, 379], such as personality and hireability [346, 347]. Additionally, given
the potential integration of ASR into Al systems, we call for policies that codify protections for
voice data as biometric data. Biometric data regulation has the potential to curtail the irrespon-
sible or high-risk utilization of voice data [358]. Given the potential integration of ASR into Al
systems, we also encourage future work that helps protect voice data through anonymization and
other privacy-preserving features for voice technologies [6, 115, 130].
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3.8 Conclusion

Our survey study considers the attitudes and opinions of people from the southern U.S. regard-
ing the collection and use of their voice data by Al-enabled technologies in four high-stakes
decision-making use cases. In considering four scenarios related to education and employment,
participants anticipated benefits that could increase efficiency and objectivity. However, harms
that could reinforce and systematize bias, result in discrimination, and pose privacy and secu-
rity risks were also discussed. Thus, we recommend the development of Al applications by and
for speakers of non-standard dialects, user-centered Al auditing by these speakers, and increased
legal protections.
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Chapter 4

Emerging Technology Context: I'T/OT
Integration in Critical Infrastructure

This chapter was adapted from my published paper:

Andrea Gallardo, Robert Erbes, Katya Le Blanc, Lujo Bauer, and Lorrie Cranor. 2024. “Interdis-
ciplinary Approaches to Cybervulnerability Impact Assessment for Energy Critical Infrastructure.”
Proceedings of the 2024 CHI Conference on Human Factors in Computing Systems, Article No. 828,
1-24.

https://doi.org/10.1145/3613904.3642493

4.1 Overview

We first present a study consulting stakeholders about security problems posed by the conver-
gence of information technology (IT) and operational technology (OT) in energy infrastructure.
This IT/OT convergence is an increasingly significant security problem with potential large-scale
implications, as the energy grid becomes interconnected with emerging technologies such as
cloud systems and Al tools.

This work connects to the thesis as an example of engaging stakeholders whose lived ex-
periences and expertise allow them to articulate context-specific security challenges and oppor-
tunities. In individual interviews with two types of subject matter experts—computer security
researchers and energy operational technology professionals—we discussed the problem facing
many stakeholders in critical infrastructure: how to assess the potential impact of IT vulnerabili-
ties in OT systems. The two groups’ different backgrounds and yet overlapping interdisciplinarity
provided rich insights into challenges and possible solutions in securing energy OT systems. Us-
ing qualitative analysis methods of a priori coding and emergent bottom-up coding, we analyzed
participants’ stated approaches to vulnerability impact assessment and their perceptions of each
expert group, documenting similarities and differences across the groups.

Our findings highlight both similarities and differences in their impact assessment approaches
and the way they discuss security. Participants, all of whom had interdisciplinary experience
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working with the other kind of expert, displayed cross-domain knowledge and raised security
topics at similar rates, suggesting that their overlapping interdisciplinarity provided them with
cross-domain knowledge relevant to securing energy OT systems. Yet, we also observed notable
differences in how these two groups of experts discussed their approaches, using discourse anal-
ysis and emergent coding to reveal gaps in understanding, training, and occupational priorities.
For example, cyber SMEs displayed a more adversarial focus on gaining access and modifying
device capabilities, and energy OT SMEs expressed more holistic considerations regarding the
impact on the overall system and potential disruptions to operations.

Our findings provide empirical data on gaps in understanding and mental models of experts
whose work directly impacts the security of the energy grid. Further work building upon this
study could inform communication, education, and coordination efforts that enable disparate
groups of experts to collaborate effectively to secure critical infrastructure. Given that protecting
energy systems will require utilizing knowledge from both groups, we also recommend future
work analyzing differences in communication, epistemology, and culture among these groups
and developing interventions to bridge the cross-domain knowledge gap.

Our final study builds on this study, in which we interviewed hard-to-reach stakeholders by
establishing trusted relationships with contacts who helped recruit participants, and also analyzed
culturally situated perspectives and language.

4.2 Abstract

As energy infrastructure becomes more interconnected, understanding cybersecurity risks to pro-
duction systems requires integrating operational and computer security knowledge. We inter-
viewed 18 experts working in the field of energy critical infrastructure to compare what informa-
tion they find necessary to assess the impact of computer vulnerabilities on energy operational
technology. These experts came from two groups: 1) computer security experts and 2) energy
sector operations experts. We find that both groups responded similarly for general categories of
information and displayed knowledge about both domains, perhaps due to their interdisciplinary
work at the same organization. Yet, we found notable differences in the details of their responses
and in their stated perceptions of each group’s approaches to impact assessment. Their sugges-
tions for collaboration across domains highlighted how these two groups can work together to
help each other secure the energy grid. Our findings inform the development of interdisciplinary
security approaches in critical-infrastructure contexts.

4.3 Introduction

Knowledge sharing and collaboration between energy operators and computer security profes-
sionals is needed to understand risks to and potential impacts on energy production systems. The
protection of energy infrastructure is an immensely critical computer security problem. Disrupt-
ing energy grid operations can have particularly severe consequences for society, with loss of
power potentially causing a ripple effect that impacts other critical sectors and services, such as
hospitals [278, 350, 433, 443], financial services [223, 344, 406, 448], agriculture [84, 99, 256,
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352, 372], and energy production and distribution [106, 241, 305, 388].

However, while these two groups of experts need each other in order to secure energy sys-
tems, they come from different disciplines, operational cultures, and sometimes have competing
motivations and approaches (e.g., block connections vs. keep connections open for remote main-
tenance, patch immediately vs. schedule downtime to patch). In energy operational contexts, the
security of electric-grid equipment has often been considered in terms of equipment failure or mis-
use, as energy systems were traditionally independent of information technology (IT) or relied on
barring connections to external networks [48, 273]. IT security approaches and frameworks are
often inadequate for energy operational contexts, which face challenges such as legacy systems
that run on old operating systems and the need to operate continuously, which can delay patching
and updates. Additionally, the security of energy-grid operational technology requires an under-
standing of how this technology is responsible for the generation, transmission, and distribution
of energy and how computer vulnerabilities can impact these energy-production processes.

Nevertheless, the operational technology (OT) used in such critical infrastructure increasingly
relies upon computers and computer networks to operate, as systems like power grids become
integrated with networked Internet of Things devices and require maintenance through connected
devices or remote workers. Thus, energy OT infrastructure becomes increasingly vulnerable to
attacks through exploitation of computer vulnerabilities [388].

However, there is a well-documented shortage of computer security professionals [36, 171,
227, 233, 308, 343], and smaller energy facilities and utilities may lack resilient defenses and
recovery plans [426] due to limited economic, staff and computer security resources [186]. Find-
ing ways to build cross-domain knowledge will allow low-resourced utilities to help their staff
make better-informed decisions about how to address risks posed by computer vulnerabilities,
and also help computer security experts, whether on-site or designing industry-wide standards,
develop security measures that are suitable for energy environments. While it may not be reason-
able to expect OT engineers to perform the roles of computer security professionals or vice versa,
building each group’s awareness of risk factors in the other group’s domain could help them seek
appropriate resources to address risks to the energy grid.

Given this disciplinary divide between energy operational engineering and computer security
and the need to develop cross-domain considerations, we situate our work around 18 employees of
an energy-sector organization from these two domains, to compare their approaches to assessing
the impact of computer vulnerabilities on energy OT. By computer vulnerability (hereon, vul-
nerability), we mean an exploitable weakness in a computer system, system security procedures,
internal controls, or implementations that could be exploited or triggered by a threat source [303].
More specifically, these subject matter experts (SMEs) were: 1) computer security experts who
primarily perform research in industrial control system security (cyber SMEs) and 2) operational
technology experts with experience in engineering and operation of energy systems (energy OT
SMEs). Our research questions are as follows:

* RQ1: What information do cyber SMEs and energy OT SMEs need when assessing the
potential impact of computer vulnerabilities? Are there notable differences between the
groups (i.e., cyber SMEs and energy OT SMEs)?

* RQ2: What do these experts consider to be the differences between the two groups’ ap-
proaches to impact assessment and understanding of vulnerabilities?
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* RQ3: What insights or suggestions do these experts provide that directly address collabo-

ration between the two groups or building cross-domain understanding?

When self-reporting their approaches to impact assessment, both groups responded similarly
at a general level, with roughly the same number of experts per group discussing each vulnera-
bility impact assessment topic we coded. Both groups displayed knowledge about both domains,
perhaps due to their interdisciplinary work at the same organization.

Nevertheless, we observed notable differences in the details of their self-reported considera-
tions, as well as in their perceptions and suggestions regarding both groups’ impact assessment
approaches. These differences regarding each group’s domain-specific focus and understanding
were particularly interesting given that all participants had cross-domain work experience. Dif-
ferences that shone through despite interdisciplinary backgrounds, such as cyber SMEs’ more ad-
versarial focus on gaining access and modifying device capabilities or energy OT SMEs’ holistic
considerations about connections across the system and potential disruptions in operations, high-
light some domain-specific aspects that could be harnessed in complementary ways for critical
infrastructure security. Indeed, many participants emphasized the value of cross-domain dialogue
and exposure to the other group and had several suggestions for collaboration, building mutual
understanding, and improving usability and security in energy OT contexts.

Our findings inform design for interdisciplinary security in critical infrastructure contexts by
characterizing experts’ approaches to impact assessment and highlighting differences in focus,
mindset and understanding. Echoing suggestions made by participants, we recommend bringing
experts together to foster cross-domain exchanges, developing training, tools, and educational
interventions to help interdisciplinary practitioners build cross-domain understanding, and im-
plementing usable security solutions in energy OT contexts.

4.4 Related Work

Our work provides insight into key issues in interdisciplinary impact assessment in energy OT
contexts, focusing on the differences in approaches, professional motivations and skills of two
groups of experts: computer security researchers whose work primarily focuses on vulnerability
analysis and energy operational technology engineers. Below we discuss prior work establishing
differences between OT and IT security, including perceptions and biases. We also note some
existing frameworks and prior work on assessing risk or impact in computer security and en-
ergy OT contexts, as well as studies regarding cyber SMEs’ and non-experts’ mental models and
perspectives in computer security contexts.

4.4.1 Contrasting OT and IT Security

Prior work has shown there are major differences between security approaches in IT and OT
contexts, including differences in workers’ training, knowledge, and culture, regulations for
IT security versus OT safety, and conflicts between IT policies and OT continual operations.
Studies have considered differences or conflicts between security approaches to IT and OT sys-
tems [73, 94, 158], as well as differences between considerations for operational safety and com-
puter security in critical infrastructure OT systems [157, 240, 273, 437].
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Wolf et al. identify key differences between traditional IT security and physical industrial
control systems (ICS) computer security problems and make recommendations for remediation
during design and runtime. For example, they discuss the potential for false data injection to cause
harm to physical systems by creating unsafe operational conditions despite not traditionally being
considered by cyber security threat models [437].

Prior work has noted historical and cultural differences between OT engineers and IT work-
ers, suggesting that mindset, training, and epistemological approaches differ considerably [273,
282, 337]. Studies on collaboration and communication in security contexts have established a
disconnect between IT security professionals and non-security professionals [339]. Michalec et
al. highlight the historical differences between security incidents in IT and OT systems, given that
“these systems were traditionally built for different purposes,” and argue that there are “epistemic
and material differences between legacy OT environments and big data practices.” In their study
interviewing 30 critical infrastructure OT professionals, they show that security risk management
practices in critical infrastructure, which often relies on “old world” legacy systems, “cannot be
directly transplanted from the safety realm, as cyber security is grounded in anticipation of the
future adversarial behaviours rather than the history of equipment failure rates” [273]. The au-
thors highlight three collaborative aspects critical to risk management across security and safety:
access to diverse expertise and professional practices, trust and engagement between IT and OT
workers, and the collective development of “risk thinking hiveminds,” i.e., sharing expertise and
best risk management practices across the sector via working groups.

While prior work has considered differences between IT and OT workers’ security manage-
ment practices, e.g., what mitigations are acceptable, how often to patch, and who has respon-
sibility, our work considers how risk or impact is understood and assessed by experts working
with OT systems. Rather than focusing on IT security professionals whose job responsibilities
may include setting organizational IT security policies or monitoring networks for anomalous be-
havior, we consider cyber SMEs whose work identifying and analyzing vulnerabilities is distinct
from energy operations and yet increasingly necessary to prevent, mitigate, and resolve computer
security problems in energy OT equipment and systems.

4.4.2 Risk or Impact Assessment

The most commonly used framework for assessing the severity of vulnerabilities is the Com-
mon Vulnerability Scoring System (CVSS) [298, 304, 440]. Hollerer et al. attempted to merge
CVSS and two safety and security frameworks to develop a “risk evaluation methodology to
prioritize and manage identified threats considering security, safety, and their interdependen-
cies” [157]. Prior work has also looked at ranking vulnerabilities in critical infrastructure [20, 89].
Some research has considered impacts or risks of interdependencies in critical infrastructure sys-
tems [284, 409]. Prior research has also provided suggestions for how to determine cyber security
risk for energy sector infrastructure [11, 41, 170, 178, 221, 452] and OT systems, such as super-
visory control and data acquisition (SCADA) systems [60, 86, 157, 333, 390]. While there are
industry-wide reliability standards, such as the North American Electric Reliability Corporation
Critical Infrastructure Protection (NERC CIP) standards [291], there is no industry standard for
assessing risk for OT systems that is as widely adopted as CVSS is for scoring the severity of
vulnerabilities.
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4.4.3 Subject Matter Experts

Our study is concerned with the opinions of experts and how those opinions can be used to inform
the vulnerability impact assessment process. Prior research has studied the mental models and
skills of cyber SMEs and their perspectives on certain problems [10, 26, 27, 113, 177, 250, 397,
408, 423, 424, 436], suggesting that the perspectives of cyber SMEs can be valuable in outlining
issues for certain tasks and that knowledge required for understanding vulnerabilities can often
be specialized and varied. For example, in 2018, Votipka et al. showed that there is a divide
between how two domain experts, “testers” and “hackers,” think about software vulnerability
discovery, and explored differences in factors such as training and motivation. They found that
“hackers” were better able to spot vulnerabilities than testers [423]. Botta et al. and Hawkey et al.
interviewed IT security professionals to characterize their responsibilities, goals, tasks, and skills,
as well as difficulties collaborating within organizations [42, 154]. Reinfelder et al. interviewed
seven IT security managers and found that IT security managers had difficulty receiving adequate
feedback regarding usability of security features [339].

Comparative studies between experts and non-experts have also helped identify gaps in se-
curity approaches [39, 177]. Prior work has also considered the computer security perspectives
of other kinds of subject matter experts, such as network administrators [210], Internet Service
Providers (ISPs) [385], data scientists and data engineers [279], and cryptographic library devel-
opers [182].

Some qualitative studies have provided insight into practitioner perspective on critical in-
frastructure computer security. Line et al. assessed preparedness through interviews about sit-
uation awareness and incident response [239]. Michalec et al. interviewed 30 cyber security
practitioners for their views on directives standardizing computer security for critical infrastruc-
ture [274]. Reilly et al. conducted interviews with 31 relevant stakeholders, including critical
infrastructure operators, regarding how crisis information is communicated in critical infrastruc-
ture settings [338]. Yet, as far as we know, prior work does not provide detailed insight into the
perceptions, experiences, and suggestions of energy OT SMEs and cyber SMEs regarding cross-
domain collaborations assessing the potential impact of vulnerabilities on energy OT systems.

4.5 Methods

Below we describe our participant selection and recruitment process, our interview protocol, how
we analyzed data, and limitations of our study.

4.5.1 Participant Selection

Study participants consisted of two kinds of experts: power systems experts (“energy OT SMEs”)
and computer security experts (“cyber SMEs”). The energySMEs were mostly engineers who
maintain or manage energy systems. The cyberSMEs were researchers who utilize their deep
understanding of how vulnerabilities work, harnessing skills like reverse engineering, to discover
and analyze vulnerabilities in devices or systems they assess on a workbench.

We recruited participants from lists developed by colleagues (who were SMEs themselves)
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at Idaho National Laboratory, a U.S. Department of Energy national laboratory that conducts
research on energy and national security. Each list consisted of people who qualified as one of
the two types of experts based on their current professional responsibilities and department, 1.e.,
their current work took place primarily in one of the two fields of expertise. We did not share the
list of suggested potential participants beyond the two authors who conducted interviews. Most
participants responded directly to a recruitment email, and a few responded to follow-up emails
from these two authors, who were not managers and did not work directly with participants. Man-
agers were not involved in the recruitment process to avoid any sense of coercion. Participants
were informed in recruitment materials and the consent form that the study was voluntary, and
they had several opportunities to decline to participate or request that their data be deleted. They
participated during work hours, and their employer paid them their normal salaried rate for the
time they spent on the study. Only the two authors who conducted interviews had access to the
deanonymized videos and transcripts. The only data and findings shared with the employer were
anonymized results. All study protocols were approved by both the Carnegie Mellon University
and Idaho National Laboratory institutional review boards.

4.5.2 Interviews

We conducted semi-structured interviews to capture the nuanced thought processes of experts as
they considered their approaches to vulnerability impact assessment. Each interview lasted be-
tween 60 and 90 minutes and took place via Microsoft Teams between November 2021 through
April 2022. All but one interview were recorded, and all interviews were automatically tran-
scribed by Microsoft Teams software (including the non-recorded one). Transcripts were subse-
quently reviewed and corrected by the first author, based on recordings and notes. Our interview
questions are included as Appendix C.3.

We began each interview by collecting general information, such as occupational background,
years of experience, and experience conducting impact assessments. To better protect the identi-
ties of participants, we did not collect gender, age, income, or education level, though to the best
of our knowledge, every participant had at least a bachelor’s degree.

We then elicited and discussed the individual SME’s general strategies for assessing the im-
pact of a cyber vulnerability, what information they would need, and how subsector, context,
vendor, and other factors might influence their approach. We also asked questions to elicit the
SME’s perceptions of differences between the two SME groups, i.e., differences in approaches
to assessing the impact of vulnerabilites and differences in understanding of vulnerabilities.

4.5.3 Data Analysis

We structured our analysis around strategies, perceptions, and suggestions. We developed two
codebooks for this analysis: one contained a list of a priori codes for impact assessment strategy
topics that was refined throughout the coding process. The other codebook contained codes that
emerged from review of the transcripts.
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cious action upon the vulnerable de-
vice.

Code Description Example
Accessibility | Information on the reachability of | Can I talk to the system from the in-
the vulnerable system. ternet? Is there an attack vector that
can reach the system?
Attack Understanding of adversarial threat, | How appealing is the system to an at-
consideration of attacker, attacker | tacker? Who is the attacker?
motive, or actions.
Connectivity | Information on what the system is | Is the system connected to more im-
connected to. portant systems? What does the vul-
nerable system talk to?
Consequence | The result or possible result of mali- | How long will it take to recover from

an attack? Who would an outage af-
fect? At what cost?

Consult other
SME

Seeking external expertise outside of
the participant’s domain.

I would need to ask a power engineer
to understand what would happen.

Device Infor-

Information about the system or de-

What does the system do? Where is it

itself.

mation vice the vulnerability was identified | typically used? How common is it?
within.

Vendor Information on or about the com- | Does the vendor provide support?
pany that builds the vulnerable sys- | What is their track record for fixing
tem (unprompted). vulnerabilities?

Vulnerability | Information about the vulnerability | Severity rating (e.g., CVSS). Canitbe

exploited?

Table 4.1: Definitions and examples of top-level strategy codes. Subcode definitions can be
found in Appendix C.4.

4.5.3 (a) Impact Assessment Strategy Topics

The first three authors developed an initial list of codes based on their technical and research
experience in computer security and vulnerability analysis. These codes were intended to help
us categorize and track the participants’ stated approaches to vulnerability impact assessment by
honing in on whether they discussed particular topics. For example, did they mention understand-
ing of vulnerabilities, potential consequences like loss of power, or how the system in question
connected to or controlled other things?

We then coded a few of the responses for self-reported approaches to assessing the impact of
vulnerabilities, iteratively returning to the codes to discuss disagreements, refine or consolidate
the codes, and add any codes we felt captured concepts not covered by the initial list. This helped
us further develop main codes and subcodes. We used the code book developed in this process
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to code all responses to the open-ended strategy questions as well as the questions that elicited
participants’ perceptions of their own expert group and of the other expert group. Our final list
of codes for strategies or approaches to assessing the impact of vulnerabilities are described in
Table 4.1. We also developed subcodes to capture more details about each category, described in
Appendix C.4.

For each question, the first or second author assigned codes to the responses (coder), and the
other author reviewed the codes, noting any disagreements or adding new codes (reviewer). We
tallied final code counts separately for self-reported responses and perception responses. Each
sub-code was counted only once per participant, even if it was mentioned repeatedly, to allow for
clearer group comparisons. We also coded each response with a perception valence of positive
or negative, where the term “positive” means that the described group would consider the factor,
or would be effective at considering the factor, and “negative” to signify the converse. Since the
two groups had consistent positive and negative views of their own and the other groups (see
Appendix C.2), we report results for positive and negative perceptions in aggregate.

4.5.3 (b) Group Perceptions and Suggestions

The first author, either as a coder or reviewer, also used the following codes to characterize par-
ticipants’ responses to the perception questions, developing codes in a bottom-up coding process
by first identifying detailed themes and subsequently reviewing the responses to thematically
group them into three categories: 1) Stereotype: the SME group tends to do certain things or
see things a certain way; general characterizations. 2) Occupational Motivation: habits, mindset
or approaches based on training or job; what they are expected to do. 3) Suggestion: a recom-
mendation regarding interdisciplinary work or collaboration. Another researcher reviewed these
codes to verify their appropriateness and to suggest changes or additional codes. All codes are
included in Appendix C.4.

4.5.4 Limitations

Our team is composed of computer security researchers and one human factors researcher. One
limitation of our work is that our development of thematic codes was informed primarily by a
computer security perspective. There may be additional codes that could have been included, had
an energy OT SME been on the research team.

Another limitation is our small sample size of experts, which limits the generalizability of
the results. While we sometimes report counts to make it easier to understand whether opinions
were unique or more widely held, we don’t imply any further quantitative characterization of the
responses.

Additionally, all participants came from the same organization and may share overlapping or
similar interdisciplinary experiences that could inform their responses and thus diminish notable
differences for each group. Finally, questions about their own and other SMEs’ understanding
and abilities may have lead to responses with social desirability bias.
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4.6 Results

We first provide background information about participants’ professional and interdisciplinary
experience (Section 4.6.1). We then present results for participants’ self-reported impact assess-
ment approaches (Section 4.6.2) and results for responses to questions about their perceptions of
SME groups’ strategies and understanding (Section 4.6.3). Finally, we relay their suggestions di-
rectly addressing interdisciplinary collaboration in energy OT security contexts in Section 4.6.4.

4.6.1 Participants

We interviewed 18 participants including nine cyber SMEs and nine energy OT SMEs from the
same organization. We provide background information by participant number in Table 4.2 and
additional details below about prior experience in impact assessment and cross-domain experi-
ence. When we provide numbers of participants in parentheses to characterize the responses, we
use “Cyber” to indicate cyber SMEs and “OT” to indicate energy OT SMEs.

Four participants had 1-5 years of experience, five had 11-15 years of experience, and five
had 16-20 years of experience. The remaining four had over 20 years of experience. Seven
participants (1 OT, 6 Cyber) joined the organization directly after finishing higher education, and
11 (8 OT, 3 Cyber) had work experience prior to joining the current organization.

4.6.1 (a) Impact Assessment Experience

Nine participants (7 OT, 2 Cyber) had prior experience conducting impact assessments, and when
asked if their work “focused on the impact of cyber vulnerabilities,” four additional participants
(all Cyber) said yes, and one energy OT SME with impact assessment experience said no.

When asked about standard impact assessment procedures, participants noted that there was
no standard impact assessment procedure for energy OT environments, but they mentioned some
standard tools that could be used for impact assessment: the CVSS scoring system [298, 304]
(3 Cyber, 1 OT), Common Vulnerabilities and Exposures (CVE) [77, 301] or Common Weak-
ness Enumeration (CWE) [78] reports (2 Cyber), the NIST Cybersecurity Framework [302] (1
Cyber, 1 OT), the MITRE ATT&CK framework [79] (1 Cyber), a methodology developed at the
organization (2 OT), as well as North American Electric Reliability Corporation (NERC) Critical
Infrastructure Protection (CIP) standards [291], US-CERT and ICS-CERT (now CISA) alerts and
advisories [67, 68], and the CARVER methodology [38, 295] (each 1 OT).

4.6.1 (b) Cross-domain (Computer Security and Energy OT) Experience

All participants had some cross-domain experience. Of the energy OT SMEs, all nine had on-
the-job exposure to computer security, and seven had some exposure to vulnerability analysis. Of
the cyber SMEs, all nine had on-the-job exposure to energy OT systems. All 18 participants had
worked on the same team as the other kind of SME and had also either worked on the same project
or did work that overlapped with the other SME group’s work, requiring coordination or comple-
mentary approaches. Such an interdisciplinary group is not typical in energy OT contexts. We
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thus want to emphasize that our reporting of differences and similarities is not meant to general-
ize to trends in the energy OT industry. Rather, our results provide details about responses from
experts in a particularly interdisciplinary group. We hope their responses will provide insight
valuable for future work on developing cross-domain knowledge both among interdisciplinary
experts and in environments where working together is less common.

4.6.2 Self-Reported Impact Assessment Strategies (RQ1)

We report how participants responded to questions about what information they would need to as-
sess the impact of a vulnerability in an energy OT system, highlighting similarities (Section 4.6.2 (a)),
differences (Sections 4.6.2 (b)—4.6.2 (c)), and interdisciplinary knowledge (Section 4.6.2 (d)). De-
spite bringing up similar high-level topics, there were notable differences in participants’ stated
approaches to vulnerability impact assessment, indicated by the level of detail participants pro-
vided, such as how cyber SMEs had more specific considerations about gaining access to net-
works, or how energy OT SMESs spoke more about connections to the overall system and potential
disruption of operations. While we include numbers in some of the results below and in Table C.5

in Appendix C.5 to characterize this particular participant pool, we note again that these are not
generalizable results.

4.6.2 (a) Similarities in Self-Reported Impact Assessment Strategies

We expected cyber SMEs and energy OT SMEs to show a stark imbalance in their stated ap-
proaches to vulnerability impact assessment, based on prior work (Section 4.4.1), but we did
not find this to be the case. Experts across both groups raised similar vulnerability impact as-
sessment topics relating to Accessibility, Connectivity, Consequence, Device Information, and
Vulnerability (described in Table 4.1), as shown in Figure 4.1 and Appendix C.5. Responses to
questions about whether subsector and vendor would influence their approach were also similar.
We hypothesize this may have been due to all participants having interdisciplinary experience.
We describe these similarities below.

Accessibility Both groups of participants spoke generally about how to gain access (remotely
or physically), who might have access, and access controls.

Consequence Both groups were aware of possibilities for large-scale impact, emphasized un-
derstanding systemic and broader scale implications, and offered general considerations about the
potential impact on human life, damage to equipment, financial or business impact, remediation
or recovery time, and whether it would affect critical systems.

Device Information Participants from both groups said they would need information about
what the system or device is, what its function is or how it is typically used, how it is configured,
who uses it, where it is located and situated within the OT system, how widely it is deployed
in the overall environment and in the country, and how well it is protected from a physical and
network standpoint. One participant, E7, called for a software bill of materials (SBOM) to better
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Self-Reported Strategy Category

Accessibility Cybersecurity
Energy OT
Attack -
Connectivity 4
Consequence
Consult other SME A
Device information

Vendor

Vulnerability

0 1 2 3 4 5 3] 7 8 9
Number of Participants

Figure 4.1: Top-level impact assessment topics considered relevant by participants in their self-
reported impact assessment approaches, showing count of unique participants by SME group.
We did not observe a stark difference between the two groups, which may have been due to the
interdisciplinary background and experience of all participants.

understand where a vulnerable component exists and what the “most granular indivisible element
that this vulnerability impacts” is.

Vulnerability Participants from both groups said they would consider what the vulnerability
was, the area or systems affected by the vulnerability, proof of concept, and exploitability.

Subsector In response to questions prompting participants to tell us whether the energy sub-
sector (e.g., generation, transmission, or distribution) would influence their vulnerability impact
assessment approach, all but one participant felt that considering subsector was important for
impact assessment, with one cyber SME saying the subsector would not impact their assessment
at all (C3). In all cases where subsector was described as being important, it was due to the scale
of the potential impact. Some participants ranked subsectors by importance, named the one they
thought was most critical, or stated that all subsectors were equally important.

Vendor Five participants (2 OT, 3 Cyber) listed vendor as a factor they would consider before
being prompted to discuss how a vendor would influence their vulnerability impact assessment
approach. In response to our question, four participants (2 OT, 2 Cyber) stated that the vendor
doesn’t matter at all. All other participants stated that the vendor did matter. Some participants
said different vendors had different track records with computer security, specifically with how
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open and communicative each vendor was with their customers regarding vulnerabilities, em-
phasizing the importance of strong lines of communication and relationships. Two participants
discussed the difficulties of trying to report vulnerabilities to different vendors (E10, C12).

4.6.2 (b) Differences in Cyber SMEs’ Self-Reported Impact Assessment Strategies

Cyber SMEs’ responses were distinguished by a more adversarial focus on gaining access, iden-
tifying connections, and imagining device capabilities and exploits.

Gaining Access Cyber SMEs spoke in more detail about gaining access to a system’s networks
or devices than energy OT SMEs, saying they would want information about an attacker’s ability
to move around within an OT environment (C13) or a company’s networks, including SCADA
or control system networks (C12), or the potential for an attacker to access “additional resources
that you can chain to get there or tie in with other controllers” (C11).

Identifying Connections Cyber SMEs also emphasized identifying connections across net-
works and systems, imagining paths to hard-to-reach devices:

I would try to trace a path to this piece of equipment to try to understand how easy

it is to get there. Some equipment is designed to be on a network that is more likely

to have malicious traffic. Other equipment is not designed for that, and it’s expected

that its going to be behind several firewalls. (C12)
C11 said, “Often, end devices are not very reachable. So you’d have to have access to several
other networks or a different entry point to get to them.” Others asked questions such as “Does

it cross the boundaries between different networks?” (C5) and “Can you go to the next system
over?” (C15).

Device Capabilities Cyber SMEs provided more examples about what affected devices or sys-
tems might be capable of doing. Three cyber SMEs suggested devices could be modified to
perform unintended actions or be mis-programmed by abusing a given functionality. C5 wanted
to know potential impact “if it was to be modified and if the vulnerability allows the code to be
changed and just run something arbitrary instead.” CS5 also considered the possibility of mod-
ifying a device or system that is “just supposed to be gathering data” to “send commands to
something” on the same network. C12 considered looking for potential capabilities of hardware
components:

Sometimes we think about a device as a single device, but if you open it up under

the hood there might be two or three or four different devices inside with distinct

functionality. And maybe one portion of that device is built to be more trusting, and

so you have to look and do a divide and conquer approach. (C12)
C12 also contrasted the idea of looking for a “novel exploit, which you should definitely search
for,” with an unintended or “insecure implementation” of a provided functionality. C17 consid-
ered the potential impact of “issues with the device,” such as an “accessible debug shell” that
could be made to “continually crash and restart, taking up resources.”
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In contrast, three energy OT SMEs spoke more generally about understanding what affected
devices or systems were capable of doing, with E16 also considering the ability to change things
“within the product to be used inappropriately.”

Exploit details Cyber SMEs also considered details regarding potential exploits. C5 wanted
to know if there were “creative” ways to modify the device or change the system’s code and
if this could take the system offline. C9 said they would consider what kind of data could be
released by the vulnerability, as well as its severity. C11 said they would be more concerned if it
were possible to “chain” the vulnerability with knowledge about other vulnerabilities to create a
larger impact. C12 expressed concern about older systems being exploited with published “off-
the-shelf” vulnerabilities. C14 asked whether the vulnerability was persistent or temporary and
whether it could spread to other things.

All five cyber SMEs who raised the topic of exploitability asked how “easy” it would be to
exploit the vulnerability, while energy OT SMEs asked whether it was “actually” exploitable (E7,
E16) or would require remote access (E10). The cyber SMEs’ responses implied that compromise
was possible but that their consideration depended on difficulty, highlighting factors like how
reachable the system is and the attacker’s skill level.

4.6.2 (c) Differences in Energy OT SMEs’ Responses.

Overall, energy OT SMEs conveyed a more holistic view of the system and provided more con-
crete examples of parts of systems and how systems might be affected.

Connections to the larger system Energy OT SMEs provided more details about how con-
nections between devices and systems relate to the overall system. For example, E1 considered
an engineering workstation as “something with a pretty low impact for safety or operations” but
with high potential security impact because “it touches everything” and might contain creden-
tials and configuration files. E7 and E15 were concerned about whether the vulnerability was
“on something centralized that controls a lot of different things, like my SCADA or EMS” (E7).
E8 expressed concerns about distribution systems “becoming more integrated,” saying, “Histor-
ically, a distribution system was one radial feed. Now it’s starting to talk to all the meters out in
these residential areas.” E16 was concerned about effects on “the downstream load.”

In contrast, cyber SMEs asked general questions such as what it means for devices connected
to the system (C17), “what equipment is being used and what ties they have to the outside world
or to any type of network™ (C3), what the system communicates with, controls, or monitors (C5),
and what the dependencies on the system are (C14), not providing potential answers themselves,
as some energy OT SMEs did, implying that they would obtain this information from another
source, such as an energy OT SME.

Disrupting operations Energy OT SME:s also spoke in more detail about potential disruptions
in operations. For example, E15 considered whether the location might be a “high priority site”
that needs to “maintain critical loads” and whether it would thus be among the last users to lose
service and the first users returned to service after an interruption. E16 wanted to understand how
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much power or the “amount of megawatts and gigawatts” that might be “turned off” and what
point in power distribution was disrupted: a meter at a residence or a transmission substation.

Energy OT SMEs also wanted to understand what kind of disruption might occur. For ex-
ample, E18 wanted to distinguish between whether the vulnerability would “completely shut us
down” or “only slow us down temporarily.” E7 suggested that temporarily mitigating a threat by
“physically remov[ing] some kind of communication channel” might cause people to complain
that they “need the data,” but suggested that the potential impact might not be great: “But do you
really need it? Are you billing from it? Is it a regulatory thing, or is it just something that you’d
like to have?” Thus, for E7, potential impact on business processes might be higher impact than
lacking nice-to-have information.

Risk mitigation When discussing vulnerabilities, energy OT SMEs also focused more on stop-
ping or mitigating the vulnerability, containing the risk, patching, ensuring operational integrity,
and understanding the residual impact or risk of the vulnerability for the larger system and oper-
ations. For example, E15 said that after stopping an attack, they would verify “the integrity of
operational functions” and if they had control of all equipment and operational status, and then
“find what was potentially accessible to the attack” and confirm protection systems were still
functional and working “as designed” and “that my rules haven’t been changed on my commu-
nication devices.”

4.6.2 (d) Cross-domain Knowledge

Some participants displayed cross-domain awareness in their responses or said they would seek
out such knowledge as part of their impact assessment strategies. C17 made a distinction between
whether a system could be accessed by customers at their homes or by engineers at a generation
plant:

If there's an exposed port that you can connect to that gives you debug access or a

shell, that would largely be an issue with a consumer device, because that means

your consumer could do whatever the heck they want to with your device. But in

the case of a high reliability system in generation, it might be significantly more

important to have that as a means of debugging any issues that do occur with the

device. (C17)
C12 said they would not consider a cabinet containing “a bunch of ethernet ports that you could
connect to,” to be “very high impact” if it were inside “a facility with 10 layers of physical
security.” Additionally, E6 considered the cyber hygiene of portable media and mobile devices
accessing the system: “What do you do for maintenance? Do you bring a laptop over? Do you
sanitize all of your portable media?”

Additionally, C14 and E7 conveyed cross-domain knowledge when speaking about isolating
systems containing the vulnerability. E7 mentioned the “occasional” situation in which they are
able to “wall off” a vulnerability “that’s not actually used for the functionality of that product™:

1t is incredibly difficult and maybe in a few cases straight up impossible to actually
exploit, and then that lets me back off and step back from the ledge a little bit and say
“OK, this is important,” but it'’s not like, “Oh my God,” the end of the world here.
(E7)
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C14 evoked concepts from a recent training on safety risks:

Going through lab training the other day, theres a whole, when you have a safety

risk or safety issue, the best thing to do is to eliminate it. The second thing to do is

to have controls that contain it. The third thing to do is to tell people not to use it.

... So I guess that applies also in this kind of system. (C14)
This suggests that C14 was applying knowledge from an energy OT safety training to a computer
security context.

Additionally, one energy OT SME and one cyber SME participant suggested methods for
obtaining interdisciplinary insight, emphasizing how they would consult the other expert group
once they had seen proof of concept for the given vulnerability. E16 said they would consult a
“product SME” and cyber SME to collaboratively understand what the vulnerability was capable
of doing. C17 said they would “lean on the energy SMEs” to gain insight into potential implica-
tions for the system, how easy it would be to replace the device, if the device could be “ruined”
by the vulnerability, or what kind of impact it might have “in terms of environmental impacts or
larger societal impacts.”

4.6.3 Perceptions of SME Groups (RQ2)

We first present recurring generalizations or perceived tendencies about each group, in Sections 4.6.3 (a)—4.6.3 (b)
Because we didn’t spot any particular difference between the characterizations advanced by the

two groups of SMEs, we present the stereotypes by the group who is the target of the stereotypes.

Then, in Section 4.6.3 (c), we convey what participants said were the occupational motivations,

or driving factors, of the expert groups. Participants’ positive or negative perceptions of both

expert groups’ vulnerability impact assessment strategies are included in Appendix C.1.

4.6.3 (a) Stereotypes of Cyber SMEs

Some stereotypes about cyber SMEs were that they understand vulnerabilities, misunderstand
energy OT systems and impact, reduce systems to computers, pay attention to details, overesti-
mate impact, and cut off access to protect systems. Cyber SMEs were also seen as representing
“IT” people or departments.

Cyber SMEs’ understanding of vulnerabilities and systems Cyber SMEs were characterized
as understanding exploits and vulnerabilities (3 OT, 4 Cyber), e.g., being able to tear devices apart
to do things like extract firmware or find vulnerabilities. Ten participants said that cyber SMEs
lacked understanding of energy OT systems (4 OT, 6 Cyber). Eleven participants said that cyber
SMEs lacked understanding of impact or overestimated impact (5 OT, 6 Cyber), while only one
said they underestimate impact (1 Cyber). C12 suggested that cyber SMEs “are more likely to
think the sky is falling when it’s not.” E7 also suggested they may incorrectly think a vulnerability
could crash the grid:

The cyber security folks tend to think of it as: “This is exploitable, and if you can

do this, you can crash the grid with it.” Whereas the electric folks are like, “OK,

no. You can maybe knock off that one generator, but in reality, you can just knock
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off the controller for that induced draft fan, and that means I would have to de-rate
my generator. ... ['m not making as much money that day. But it’s not the end of the
world. (E7)
Thus, this overestimation could be due to not understanding redundancies in place and safeguards
that prevent a vulnerability from impacting systems.

Cyber SMEs see computers. Cyber SMEs were depicted as treating OT systems as computer
systems that can be manipulated as such (1 OT, 3 Cyber). E7 conveyed how systems perceived
by engineers in terms of their function could be reduced to modifiable computers. “From the
perspective of the maker, the people who install it, [and] the protection and controls people,” a
protective relay is a device that quickly and reliably “reads electrical voltage and current,” then
“does some math on them” to determine whether or not “to send a trip signal to a breaker.” Yet,
they added:

From the adversary, cyber security perspective, this thing is a computer. It’s got a

full-blown operating system. It s running Yellowstone Linux or Windows 8.1 embed-

ded or something else. And if I have the right passwords or I can figure out how

to bypass the different protections on it, I can make this thing do anything that a

computer could do. (E7)

Cyber SMEs focus on details. Four participants emphasized cyber SMEs’ attention to detail
(1 OT, 3 Cyber). C11 and C12 said they go into “rabbit holes” and that this could be both a
good and bad thing, with C11 suggesting the importance of “reigning yourself in” when focusing
too much on one type of analysis, and C12 acknowledging that some things may be interesting
from a cybersecurity standpoint but may end up being low risk. Yet, they said, it is not always
clear whether it is low or high risk until it is fully tracked. E1 said cyber SMEs spend months on
device vulnerability analysis doing a full evaluation of a device. C13 suggested that cyber SMEs
underestimates impact because they focus on “the here and now” details about the immediate
environment rather than thinking about implications and how something might “cascade’ through
a system.

Cyber SMEs cut off access to protect systems Five participants said that cyber SMEs cut off
access to protect system (3 OT, 2 Cyber). Several responses indicated that cyber SMEs were
perceived as restricting access to systems in order to protect them. Indeed, some participants
provided anecdotes or made suggestions that evoked frustration with a lack of usable solutions.
There needs to be open communication between certain applications, certain de-
vices. And completely locking those down, to the level that a lot of cyber security
experts would like to see, just isn t feasible. ...A lot of times the OT, I think, just kicks
out cyber security and says “Get out of my hair.” (ES)

Cyber equals IT Four participants (3 OT, 1 Cyber) discussed cybersecurity and IT departments
in the same statements, suggesting an association between the two. When responding to a ques-
tion about cyber SMEs, E6 suggested that “IT people” don’t understand how controllers work
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and how they communicate, and thus they “think that they can just go onto the OT side and do
the same thing and then they have they find out the hard way™:

They don t have the understanding of how controllers work and how they communi-

cate, so if you run certain things to do analysis, you could potentially take out your

production system, where on an IT system, it wouldn 't matter (E6)
C14 suggested working with IT teams to develop authentication solutions, since if “the IT De-
partment is enforcing things without actually talking to the people who have to use it, then you
never figure out that you can come up with different authentication systems.” E15 also evoked IT
being an enforcer when, for example, “IT says we’ve got to make a firewall or system” to avoid
public access to the grid.

Other Perceptions Less common perceptions included that cyber SMEs overemphasize the
following: complicated exploits when simpler ones achieve same effect (1 OT), IP-level com-
munications (as opposed to serial and proprietary level communications) (1 Cyber), patching (2
OT, 1 Cyber), and software (1 Cyber). Two energy OT SMEs said that cyber SMEs underestimate
the importance of continuous operations and keeping things functioning (1 Cyber) and underesti-
mate or fail to consider misuse of technology (2 OT). One participant suggested that cyber SMEs
lack funding or resources (1 OT).

4.6.3 (b) Energy SME Stereotypes

Energy OT SMEs were represented as understanding systems and impact, not understanding vul-
nerabilities or exploits, lacking imagination, and taking shortcuts.

Energy OT SMEs understand systems. A repeated opinion was that energy OT SMEs un-
derstand the design, maintenance, and operation of energy systems, energy OT equipment and
capabilities, and how system components are connected. E15 also said energy OT SMEs know
how to install equipment, maintain it correctly by making sure it integrates well with other equip-
ment that’s coming in, and replace old equipment. C11 highlighted how energy OT SMEs’ input
about systems helps them understand impact:
Usually the people that are talking about it and introducing us to it are quite honest
about, “And if this part goes down, it’s gonna be a huge pain.” They may not be
thinking about it in risk, but they usually point out parts that are difficult to replace
or computer systems that are very key to keeping up and running. (CI11)
E4 also spoke specifically about asset owner operator energy OT SMEs, saying that they “will
know their systems better than anyone else on the planet.”

Energy OT SMEs do not understand vulnerabilities. Energy OT SMEs were characterized
as lacking understanding of exploit capabilities, attacks, vulnerabilities, technical details, and net-
work communications. Regarding overestimating and underestimating, seven participants sug-
gested that energy OT SMEs underestimate the ease with which vulnerabilities could be exploited
(1 OT, 6 Cyber). C5 suggested that people who set up the OT systems may not think about how
easy it is for the different systems to be compromised and not consider lateral movement across
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different parts of the network and creative ways of gaining access. Relatedly, three participants
said that energy OT SMEs overestimate protections (1 OT, 2 Cyber).

Other things that participants said energy OT SMEs underestimate include: access & con-
nectivity (2 OT, 2 Cyber), hardware attacks (1 Cyber), impact (2 OT), misuse (1 OT), and risk
(1 Cyber). Participants also suggested that energy OT SMEs overemphasize the following: net-
work security (1 OT), physical security (1 OT), prior vulnerabilities (2 Cyber), system resilience
(1 OT), vulnerability score (1 OT), what a device is supposed to do (1 Cyber), and software (1
Cyber).

Energy OT SMEs lack imagination. Eight participants suggested that energy OT SMEs find
it difficult to think of possibilities outside of what they already know (2 OT, 6 Cyber), i.e., are not
able to imagine vulnerabilities or potential exploits or harms beyond what they already know.

Some of that stuff is not readily clear just by say reading about something or walking

through its configuration, which is typically what an OT SME might do, where they

don 't go to that layer below, they really just look at what's there and kind of accept

that that’s how it is. (C13)
E7 suggested that energy OT SME:s fail to see computers in OT devices: “It’s not a protective
relay. That’s a computer. It can do computer stuff.” C11 suggested that some energy OT SMEs
needed convincing or explanations when told that a device had to be replaced due to a severe
vulnerability.

Some OT SME's do not believe you, they 're like, ‘Oh no, you just reboot it. It’s made

to be reliable.’ ...They have worked with systems for a long time, and they are used

to things breaking and being good after a reboot or two. They think that’s the same

thing for someone actively trying to exploit or damage a system. ...They 're so used

to it just being able to recover because it’s made to have high reliability for the types

of things that happen accidentally, that having someone purposely damage it is a

completely foreign idea. (C11)
Additionally, E16 suggested that energy OT SMEs might not consider “the potential downstream”
impact of a highly motivated and resourceful attacker exploiting a relatively minor vulnerability
on a large scale, e.g., rather than simply opening one switch, creating a scenario with “hundreds
of or thousands of switches that are opened and then you can’t re-close them because commu-
nication lines have been taken out.” C17 suggested that energy OT SMEs see some systems as
always failing into a known state or behaving in known and proven ways, and that they do not
consider vulnerabilities that can change how the system behaves. E18 suggested that how spe-
cific responsibilities are distributed amongst personnel in an organization could influence energy
OT SMESs’ understanding of vulnerabilities: “You may have one person that is responsible for
aspects of the operations on a daily basis. They need to make sure that the facility is functioning
and might have less of a concern about quote unquote potential risk.”

Energy OT SMEs take shortcuts. Six participants warned about energy OT SMEs taking
shortcuts, thus leaving vulnerable defaults open, in order to work around restrictive policies put
in place by IT or cybersecurity departments (3 OT, 3 Cyber). E1 said that engineers circumvent
or work around security policies if they’re too restrictive so that they can access the system, for
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example, by putting in a back door. C14 said “at some point you’re a little bit looser on your
security because you need to get stuff done and there’s other defenses.”

Other perceptions Energy OT SMEs were also depicted as lacking funding or resources (2
OT, 1 Cyber) and “mistak[ing] safety systems being certified safe or a security certification with
securing a system from hacking” (1 Cyber).

4.6.3 (c) Occupational Motivations

Regarding impressions about cyber SMEs’ occupational mission, ten participants suggested that
cyber SMEs identify exploits, vulnerabilities, and flaws (4 OT, 6 Cyber). Three participants said
that cyber SMEs tear apart or dissect systems (1 OT, 2 Cyber), and three said they focus on
protecting computer systems (3 OT).

The most common impressions about energy OT SMEs’ motivation were that they focus
on making sure the system works and ensuring power delivery (5 OT, 3 Cyber). One or two
participants also suggested that energy OT SMEs focus on the following: operational efficiencies
such as maximizing reliability, minimizing costs, and saving time (2 OT), development or design
(2 OT), protecting systems (1 OT, 1 Cyber), and human safety (1 OT).

4.6.4 Participants’ Suggestions (RQ3)

Throughout our interviews, participants shared insights about their collaborative experiences
working with other type of experts and made many suggestions for how collaboration, usabil-
ity, design, and education could be improved. Indeed, when discussing their own strategies for
impact assessment, six participants suggested they would consult a SME from the other group
themselves (3 OT, 3 Cyber), and when discussing perceptions of group strategies, eight said that
they expected SMEs to consult the other group (4 OT, 4 Cyber) in certain situations.

Overall, eleven participants made suggestions about collaboration and communication (6 OT,
5 Cyber), emphasizing bringing together the two SME groups to work on the same team or col-
laborate in shared work settings, opening up communication and listening to each other, and
understanding the goals and areas of the other SME group.

4.6.4 (a) Integrate OT Environments to Include Both Experts

Participants suggested integrating energy OT operational environments by having conversations
that build mutual understanding, creating overlap in operational teams, and conducting red-team
simulated attack exercises.

E15 suggested that one cross-domain problem is that the two groups have different concep-
tions of what it means to protect a grid: “I can talk to you about protection and line current
differentials ..., but to a cyber security person, it’s not going to make any sense. But that’s how |
protect my grid. And they can talk to me in other terms about how they can protect the thing, that
I’m not going to understand.” E7 suggested that a way to build mutual understanding is to have a
discussion between the two groups that “resembles a lot of the same processes that an adversary
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would need to go through to develop a targeted capability to create a specific impact” and which
requires both sides to go back and forth:
They 're going to converge towards a point of understanding in ... that back and
forth of, “What do you mean somebody exploiting this couldnt crash the grid?”
Well, because that piece of equipment, no matter what you do with it, can t cause an
electrical cascading event. “OK, I don 't know what that means, but it makes me glad
that you can't crash the whole grid. What can you do?” Well, here’s all the things
you can do with this equipment, if you had total control over it. And the cyber guy is
like, “Here's what I would need to do to have total control overit.” (E7)
Thus, approaching issues “from different sides of the center” allows the interdisciplinary team to
iteratively build understanding of potential impacts on the system.
E1 highlighted the importance of overlap in operational teams to securing critical infrastruc-
ture and said that “operational groups” should work with “the security side” in an integrated
matter to understand risk and avoid “breakdowns” in operational contexts:
Why do I care if a cyber researcher understands power equipment, and why do 1
care if a power SME understands cyber? The only time I really care about that
is implementing it in the actual operating utilities. If [those groups] can work in a
more integrated manner, then they are going to do a better job. And engineers, if they
understand the risks and the hazards, are very good at using that in their designs.
But if they don t understand that risk, then they re going to exclude that. And that's
what I think happens in a lot of places, that you don t have enough overlap, so even
if your power SME wants to do things correctly, they don 't understand how to do it
correctly. (El)

El thus emphasized integrating energy OT operational teams to include cyber SMEs to help

“utilities protect their systems operationally.”

C12 said that in their experience, the situations where “knowledge tends to go back and forth”
were exercises that brought the groups together and assigned them roles to attack and protect the
system.

You have a group of people that will be focused on trying to break something, and

then you would have a group of your OT experts that are there to manage the system

and restore and reign in the other team from going too far and damaging everything.

(C12)
C12 said that through these exercises, “the cyber people would become more knowledgeable
about the system, and the [energy] OT SMEs would become more knowledgeable about the cyber
aspect and what could break.”

4.6.4 (b) Consult Other SMEs for Domain-Specific Knowledge

Participants emphasized the importance of consulting and listening to people who understand
the other domain very well. Some cyber SMEs suggested that talking to energy OT SMEs who
understand specific systems would help them understand how systems are set up or implemented,
how they are supposed to work, how they actually work, and what they are connected to. Cl11
said that energy OT SMEs can identify which systems are key to keep up and running and thus
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difficult to replace, as well as provide advice for how to replace such systems when they are no
longer operational or should be put out of service due to vulnerabilities.

ES8 suggested that they gained knowledge from cyber SMEs and said they now assume an air
gap is already compromised: “I’m more cautious [about air gaps], but that’s because I’ve worked
with cyber security researchers and cybersecurity experts that told me otherwise. But that’s not
the commonly accepted practice, from my experience.”

4.6.4 (c) Make OT Systems More Usable

Seven participants suggested making energy OT systems more usable (5 OT, 2 Cyber). As dis-
cussed above, some participants conveyed the impressions that energy OT SMEs take shortcuts
or leave vulnerable defaults open and that cyber SMEs cut off access to protect systems. El
said that cyber SMEs “should not have it be so locked down that the operational side can’t do
their job,” emphasizing that energy OT SMEs needs easy access to systems to do their job. C5
specifically spoke about usability, making the following suggestion:

If something is extremely difficult to do, but it has to be done all the time, then people
are going to try to find shortcuts or ways around it, so [try] to work with the people
who are using something to design solutions that will work for them. (C5)

ES8 said that there needs to be more open communication and more collaboration on how to ac-
complish securing devices and applications while allowing them to communicate as needed. C14
suggested tailoring or simplifying “cyber requirements” for the OT environment. E15 said, “You
can’t have them putting so many layers of protection that you can’t use the system or operate
it” and suggested “minimiz[ing] the complexity of cyber protections to avoid not being able to
restore power due to cyber protections.” They added:

To keep power flowing I have to do maintenance, operation on these devices, and
replace equipment. [Cyber protections] can't be so difficult on the SCADA or com-
munications sides that I'm unable to perform maintenance, repairs, replacements,
and get the grid up. The system should not be so complex that we can t make it work

with [them]. (E15)

E16 said that a system or product might still “work very well” despite “poor code quality” and cy-
ber SMEs’ disapproval, suggesting that there could be more flexibility in restrictions for products
that continue to work well.

C14 provided some insight into the technical problems of applying recommendations, such
as installing Microsoft updates “in a plant kind of environment” or in “the electric sector”:

They [energy OT SMEs] can t reboot their systems all the time. ... But if you want to
change your authentication on one system, you have to update all the other systems
that talk to it, in order to continue talking to it. ... The redundancy is more costly
than in like a server farm. (C14)

This suggests that they were familiar with how typical security measures like updates might dis-
rupt operations.
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4.6.4 (d) Security by Design

Four participants (2 OT, 2 Cyber) recommended that OT systems be initially designed with com-
puter security in mind, rather than focusing primarily on the operational functionality and ad-
dressing security flaws later on. C3 recommended bringing cyber SMEs into the development
process at the software or board level, as security consultants, saying that some problems may be
“a lot easier to fix in the beginning than to try and go back and patch it.” E16 suggested that soft-
ware developers “clean up the code” while considering risks and “abuse cases” when developing
a product:

There's a whole concept of product secure development cycle, and if developers were

just to understand and follow the principles within the secure product development
lifecycle, then 99% of the issues that we have today would go away because the
developers weren t just trying to make things work. They were trying to make them
work securely, using good coding practices, looking at risks. (E16)

E10 made the design recommendation for equipment companies to make “the right choices at the
very beginning of their design process” such as putting in “hardware protection that protects their
software.”

C14 expressed skepticism about revising design processes, suggesting that both expert groups
might stick to old habits or mental models, saying, “We would hope to do a better job of'it, but ...
we’re going to go back to what we know also when we redesign it.” They also noted that some
OT systems are “obsolete” and difficult to understand even for energy OT SMEs, and yet that
“trying to set up the infrastructure from scratch” would be very costly.

4.6.4 (¢) Educating SMEs

Participants made suggestions for things to teach cyber SMEs (4 OT, 5 Cyber) and energy OT
SMEs (1 OT, 3 Cyber). Topics suggested for cyber SMEs include: context, energy infrastruc-
ture, functional purpose, intended use, configuration, what it controls and is connected to, system
requirements, energy OT need for access, maintenance and operation, that some devices are not
practically exploitable in OT contexts, what is being targeted, what to prioritize (avoid rabbit
holes), and impact on controls. Topics suggested for energy OT SMEs include: hardware and
software vulnerabilities, risks and attack vectors, system capabilities, how to monitor what’s hap-
pening and detect anomalous behavior, and what red teams or attackers are looking for.

Some participants specified that even within their expert group, certain skills were needed.
C14 suggested that curiosity and willingness to learn were prerequisites for vulnerability re-
searchers. C12 also said that even among cyber SMEs, it was rare to find people who were
exceptional at finding meaningful exploits, saying, “Being able to find exploits is a skill, and not
everyone has it. ... And I would probably put myself in that category.” C13 suggested that a
“good cyber security person” should have experience exploiting vulnerabilities.” E4 said energy
OT SMEs should be familiar with things like technology misuse, vulnerabilities and historical
exploits for OT equipment.
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4.7 Discussion

Our research provides empirical insight into self-reported strategies, perceptions and suggestions
of a group of interdisciplinary cyber SMEs and energy OT SMEs regarding vulnerability impact
assessment in energy OT contexts. While we found that responses about information necessary
to conduct an impact assessment (RQ1) were broadly similar across both groups of participants,
some responses suggested major differences in the ways cyber SMEs and energy OT SMEs think
about risks posed by vulnerabilities in energy OT systems. Differences appeared in their dis-
cussions of certain topics, like cyber SMEs’ more adversarial and detailed considerations about
access and exploits, and energy OT SMEs’ holistic considerations about the overall system and
disruptions in operations (Section 4.6.2). Differences also appeared in their perceptions of the
two groups (RQ?2), which align with prior work on differences between critical infrastructure
security and traditional IT security approaches (see prior work in Section 4.4.1).

We first discuss the significance of the differences (RQ1 and RQ2) we found between the two
groups (Section 4.7.1). We then discuss the interdisciplinarity of this group of participants and
how their responses highlight the need for cross domain exchanges (Section 4.7.2). We also offer
ideas for potential follow-on work related to cross-domain collaboration and for future work given
the limitations of this study (Section 4.7.3). Finally, we make recommendations echoing the sug-
gestions of participants (RQ3) to make systems more usable, and to develop more effective com-
munication and collaboration across domains in critical infrastructure security (Section 4.7.4).

4.7.1 Harnessing Differences in Approaches

Participants’ self-reported strategies, perceptions, and suggestions convey some relative differ-
ences in approaches to vulnerability impact assessment between energy OT SMEs and cyber
SMEs. Finding differences within this interdisciplinary group is particularly insightful, as the
differences highlight emphases and mindsets that can persist despite cross-domain experience.
Considering that the goal of cross-domain interaction is not necessarily a complete skills transfer
but rather to seek benefits from exposure to other methods and ways of thinking, the differences
addressed in our work draw attention to approaches and perceptions that can potentially com-
plement each other in building overlap in understanding risk for energy OT systems. Below we
consider a few differences conveyed in participants’ responses.

First, our study provides examples of cyber SMEs’ considerations about gaining access to
networks and resources, tracing paths across boundaries, modifying devices and their function-
ality, and exploitability. The overlap between these more adversarial considerations and energy
OT systems may be useful for energy OT SMEs to understand.

Our study also revealed the more holistic emphases of energy OT SMEs on the overall system,
potential disruptions in operations, and risk mitigation, which aligns with prior work suggesting
that “OT practitioners” are primarily concerned with physical resilience and safety aspects such as
“equipment damage and continuous supply of ‘essential services’ ”’ [273]. Educating cyber SMEs
about the overall system and their redundancies could help them avoid problems suggested by
participants such as overestimating potential impact.

We encourage professionals and researchers to work to ensure that important aspects relating
to risk and impact are transferred across domains.
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4.7.2 An Interdisciplinary Group

Participants in our study had repeated exposure to the other discipline and worked with the other
group at a research organization focusing on the energy sector. Given the interdisciplinary back-
ground of all participants and their similar broad-level responses, it appears that many participants
had already built cross-domain awareness that allowed them to consider both computer security
and energy OT issues when assessing impact.

In our interviews, some participants made clear references to experiences where they gained
understanding from the other kind of SME. These experiences likely helped them develop a model
for each group’s skills, occupational motivations, and weaknesses, and we therefore hypothesize
that many of their considerations sprang out of exposure to the other discipline.

While we expected the groups to diverge in their perceptions of each other, we were surprised
to find that they had consistent views of both groups. Even when speaking of their own group,
participants shared critical views of limitations or weaknesses. We did not see many instances of
resentment or annoyance (the only times we noted this was when energy OT SMEs spoke about
security policies that prevented them from working or slowed them down). Rather, negative
perceptions usually indicated recognition of particular tendencies.

Yet, interdisciplinary experience did not appear to have equalized their knowledge base; they
did not replace each other. Participants were aware of their own gaps in knowledge and where
they might need to consult the other type of expert, and they recognized the strengths of the
other experts. This was consistent with prior work conveying differences between operational
and security professionals (Section 4.4.1).

Indeed, the two groups’ specializations appear distinct enough to imply that experts will con-
tinue to need to come together to contrast their perspectives and build cross-domain understand-
ing. The problem remains that interdisciplinary security in critical infrastructure contexts is not
the norm; it is uncommon for energy OT SMEs and cyber SMEs to have access to each other. Re-
source constraints may also prevent companies from being able to build interdisciplinary teams
or bring people together. Our study suggests that discussions or exercises across groups working
in the same context will provide valuable insight. Researchers and industry professionals must
seek ways to facilitate cross-domain exchanges.

4.7.3 Future Work

Below we describe potential future work building on this study, addressing its limitations, and
expanding into other infrastructure contexts.

First, following our discussion above about interdisciplinarity, we encourage future work that
develops ways to foster effective and scalable cross-domain knowledge transfer in energy OT
contexts. For example, such work could consider vulnerability impact assessment approaches of
energy OT SMEs lacking computer security experience and test the influence of interventions,
such as exposure to training, educational materials or interdisciplinary interactions with a cyber
SME, on participants’ risk assessment considerations.

Additionally, given our small sample size, we encourage future work that investigates whether
our hypothesis that the interdisciplinary nature of the group leads to similar general approaches to
impact assessment holds at a larger scale. It is possible that our thematic strategy codes were not
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able to sufficiently capture differences in impact assessment approaches for this limited number
of participants. Future work could address these limitations by conducting a larger-scale study
with these two kinds of experts to test whether there is a difference in approaches between the
two expert groups, as well as between interdisciplinary and non-interdisciplinary experts.

Future work could also conduct interview studies with similarly sized interdisciplinary groups
to see if differences are more pronounced when discussing different topics, such as what miti-
gations are acceptable, when to accept certain levels of risk, best patching practices, or who is
responsible for given aspects of energy OT security.

Finally, we also recommend researchers explore building cross-domain understanding in dif-
ferent infrastructure contexts, such as healthcare, water, and transportation. Such contexts simi-
larly require professionals to learn to operate highly specialized and complicated systems, such
that adding computer security understanding to their job requirements can pose training and ed-
ucational challenges.

4.7.4 Recommendations Building on Suggestions

There is a dire need for cross-domain collaboration in energy OT operational, training, and edu-
cational contexts, as it is not the norm for energy OT SMEs and cyber SMEs to work together,
especially given the short supply of computer security workers. In their suggestions addressing
collaboration between the two groups (RQ3), cyber SMEs and energy OT SMEs emphasized the
continuing need for cross-domain communication and knowledge sharing among people who un-
derstand vulnerabilities and energy OT systems, as well as usable security and security by design.
We echo participants’ suggestions in our recommendations below.

First, we reiterate participants’ suggestions to make energy OT systems more usable. As con-
veyed by participants, low usability security requirements can prevent engineers from effectively
doing their work, or worse, encourage engineers and operators to use shortcuts that leave open
vulnerabilities to be exploited. Usable solutions could include collaboratively developing secu-
rity policies or designs that take into account operational needs such as continuous operations
and the ability to restore power, simplifying or reducing human-in-the-loop computer security
requirements that are too complex or burdensome for energy OT SMEs, and finding ways to
update systems with minimal downtime.

Since one of the roadblocks to cross-domain exchanges may be organizational structure and
assignment of roles, we also echo participants’ suggestions to integrate teams. We recommend
that companies and researchers investigate potential benefits of un-siloing workers and encour-
aging cross pollination of ideas. Walking through interdisciplinary contexts from multiple angles
can help stakeholders develop holistic solutions that integrate diverse considerations.

As it may not always be realistic to integrate teams, given limited resources and labor supply,
we also encourage the design and development of tools and interventions to help avoid wasting
limited resources of potentially overextended operational engineering and cyber security staff. In
addition to our call above for researchers to develop effective ways to acquire and apply cross-
domain knowledge, we recommend that utilities and energy operators educate cyber SMEs and
energy OT SMEs on the other group’s objectives, how they think about a system or context,
and information they might consider critical to understanding risk in operational contexts and
computer security.
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In particular, such training would provide energy OT SMEs with additional information on
how to think about energy OT systems by considering different perspectives. Cross domain un-
derstanding could act as a companion to industry risk assessment standards, helping operators and
other energy OT SMEs interpret standards with more nuance, rather than mechanically following
checklists or output from automated systems, thus building resiliency in the human operators of
energy OT systems.

4.8 Conclusion

We interviewed two groups of subject matter experts, energy OT SMEs and cyber SMEs, to ex-
plore and compare the two groups’ self-reported impact assessment strategies, perceptions of
differences between the groups, and suggestions for working together. We find that while their
impact assessment considerations were generally similar, the details of their considerations and
their discussions of their perceptions of each group revealed major differences in mindset and un-
derstanding. We recommend following participants’ suggestions to foster interdisciplinary col-
laboration and integrate usable security into operational contexts, and we call for researchers and
companies to develop tools and interventions that will enable cross-domain knowledge sharing
in critical infrastructure security.
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Participant | SME Group | Experience | Prior Job
El Energy OT 11-15 Y
E4 Energy OT 11-15 Y
E6 Energy OT 21-25 Y
E7 Energy OT 16-20 Y
E8 Energy OT 11-15 Y
EI0 Energy OT 26-30 Y
E15 Energy OT 31-35 Y
El6 Energy OT 16-20 N
E18 Energy OT 11-15 Y
C2 Cyber 16-20 N
C3 Cyber 1-5 Y
Cs5 Cyber 1-5 N
C9 Cyber 1-5 N
Cl11 Cyber 16-20 N
C12 Cyber 11-15 Y
C13 Cyber 16-20 N
Cl4 Cyber 21-25 Y
C17 Cyber 1-5 N

Table 4.2: Summary of participants, showing participant number, expert group, total years of
work experience (including prior experience), and whether or not they had work experience prior
to working at the current organization.
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Differences

Description

Cyber Focus:

Gaining access

Identifying connections

Device capabilities

Exploit details

Cyber SMEs discussed ability to move around within environ-
ments/networks and access additional resources to chain together

Cyber SMEs wanted to trace paths across networks and systems,
determine boundaries

Cyber SMEs imagined potential capabilities such as mis-
programming or modifying systems for different functionality,
running arbitrary code, sending commands, or exploiting unused
parts of hardware

Cyber SMEs considered exploit methods and also considered ex-
ploitability in terms of difficulty, not as a binary

Energy OT Focus:

Connections to larger sys-
tem

Disruption in operations

Risk mitigation

Energy OT SMEs were concerned with how the affected sys-
tem connected to the larger system in terms of operations, im-
portant files, centralized SCADA/EMS systems, and downstream
devices like smart meters

Energy OT SME:s specified considerations about disruptions in
operations, such as whether the site was a high priority site, the
amount of power at stake, and the severity of disruption

Energy OT SMEs emphasized containing the risk, ensuring oper-
ational integrity and investigating residual impact on the system

Table 4.3: Summary of differences in vulnerability impact assessment strategies.
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Stereotype

Definition

Cyber does not understand energy
OT systems
Cyber sees computers

Cyber is detail-oriented

Cyber cuts off access to protect sys-
tem

Cyber equals IT

Energy OT understands systems

Energy OT does not understand vul-
nerabilities

Energy OT lacks imagination

Energy OT takes shortcuts

Cyber SMEs do not understand how energy OT systems
work and may overestimate impact on overall system

For Cyber SMEs, energy OT devices can be reduced to
computers

Cyber SMEs pay attention to details, go into rabbit
holes, spend a long time on analysis

Cyber SMEs place protections on the system that pre-
vent or make it difficult for Energy OT SME:s to access
or operate systems

Cyber security and IT staff/departments are the same

Energy OT SMEs are skilled in the design, mainte-
nance, and operation of energy systems

Energy OT SMEs do not understand exploit capabili-
ties, attacks, and details about vulnerabilities and may
underestimate ease of exploit

Energy OT SMEs do not or cannot think of technical
possibilities outside of what they already know, e.g., an
adversary changing a device’s functionality

Energy OT SME:s leave access open, create backdoors,
or otherwise allow vulnerabilities to remain, for conve-
nience or increased usability

Table 4.4: Specific stereotypes from responses comparing the two expert groups’ strategies for
vulnerability impact assessment and understanding of vulnerabilities. See Appendix C.4 for more

thematic codes.
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Chapter 5

Translation and AI Health Assistants in
Healthcare Contexts

This chapter is an initial version of the following work in progress:

Andrea Gallardo, Alexandra Li, Ray Liu, Elena Roldan, Veronica Lin, Lujo Bauer and Lorrie Cra-
nor. 2025. “Interviews with Mandarin and Spanish Speakers on Existing and Speculative Medical
Language Services”

5.1 Overview

This exploratory study explores the emerging technological application of user-facing machine
translation tools and Al agents used in medical contexts by investigating the experiences, prefer-
ences, and concerns of stakeholders using a context-sensitive and interdisciplinary approach. Our
work exemplifies our interdisciplinary approach through its design, execution, and data analysis.
We contextualized our study by situating it in the use case of medical translation and interpre-
tation and recruiting participants who reported speaking a language other than English as their
primary language, having limited English proficiency, and seeking medical services in the same
geographic area. We engaged participants in their primary language, conducting a multilingual
study and multilingual data analysis, and below we present preliminary results for eight of the
31 participants in our qualitative study. Our findings reveal important tradeoffs between user
preferences, trust attitudes, and the availability and performance of interpretation and translation
technologies and services. Finally, we make recommendations for interdisciplinary future work
at the intersection of human-computer interaction, machine learning, and linguistics.

5.2 Introduction

Language access is a prevalent problem in US medical institutions, many of which struggle to
provide adequate translation and interpretation services to individuals who speak a language
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other than English (LOE). Language services, such as certified medical interpreters, can bridge
communication gaps between medical providers and patients. However, at certain stages of the
healthcare experience, patients may need to rely on ad-hoc interpreters, such as family members,
untrained staff, or translation apps on their personal devices. In such stages, such as scheduling
appointments or checking test results, using personal contacts or commercial apps may compro-
mise confidentiality of medical information.

Additionally, the rise of technology-mediated healthcare interactions has enabled patients
to book appointments, access records, and communicate with providers via text-based patient
interfaces on websites or mobile apps. Yet, patients with limited English proficiency (LEP) may
struggle to take advantage of this increased access to information, as patient-facing interfaces are
not always accessible in LOE.

The increase in the amount of electronic health information available to patients and medical
providers has also led to an increase in data collection and the use of patient data. If translations
of data consent forms and privacy notices are unavailable or are inadequately translated, LEP
individuals may experience unequal opportunities to opt in or out of data collection or may not
receive adequate notice regarding data storage and use.

While prior work has focused on challenges in multilingual healthcare communications with
LOE/LEP patients [16, 49, 105, 237, 332, 410], there is limited understanding of LOE patients’
trust and privacy attitudes and concerns towards different translation and interpretation modalities
that mediate the transfer of medication information. We investigated participants’ experiences
with these intermediaries, and elicit their trust attitudes, preferences, and privacy concerns across
different translation and interpretation options.

Our work is situated within current medical language access practices in Pittsburgh. We fo-
cus on the experiences and perspectives of Mandarin- and Spanish-speaking individuals with
LEP who have previously required translation or interpretation during medical visits. We chose
to interview Mandarin- and Spanish-speaking individuals to facilitate the recruitment of partic-
ipants, as many US immigrants come from Chinese- or Spanish-speaking countries [414, 415],
and to explore some of the issues facing LOE speakers of even high-resource languages, such as
Mandarin and Spanish, when communicating across languages in medical settings.

Our project broadly has the following research questions:

* RQ1: What are LOE and LEP participants’ default and preferred translation and interpre-

tation options in medical contexts? When comparing options, what are some perceived
tradeoffs between various modalities? How do their experiences inform their preferences?

* RQ2: What are LOE and LEP participants’ perceptions, desires, and concerns regarding
a speculative Al healthcare assistant that could translate text, interpret conversations, and
provide explanations, personalized interactions, and assistance with tasks such as schedul-
ing appointments?
* RQ3: How much do participants trust existing options? What are their privacy attitudes
and concerns about these options?
Through our interviews with 26 participants (19 in Spanish and 7 in Mandarin) and our prelimi-
nary qualitative analysis of eight participants’ preferences, experiences, and difficulties accessing
medical translation and interpretation, we provide highlights of some results for each research
question. We report notable considerations relayed by participants when expressing their prefer-
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ences or comparing options and consider how participants’ responses to hypothetical app features
shed light on unmet needs that could or could not be addressed via technology, such as difficulties
calling a medical office to schedule appointments. Finally, we highlight some responses related
to trust and privacy concerns. We also provide recommendations for the design of technologies
that can not only fill gaps in services but might also improve upon existing options to address
unmet needs and persistent problems surfaced by our study.

Our findings reveal important tradeoffs between user preferences, trust attitudes, and the
availability and performance of interpretation and translation technologies and services. For
example, when discussing trust, some participants emphasized availability, accuracy, and reli-
ability, as opposed to confidentiality or security, suggesting that for some participants, urgently
and adequately meeting their basic need for access to information may take priority over privacy
concerns. By presenting the experiences, preferences, and attitudes of LOE and LEP individuals
regarding translation of medical information, this study contributes an understanding of how they
use technology to meet their basic need to access critical information and where gaps or problems
exist and may continue to exist if unaddressed by humans or technology.

5.3 Related Work

We provide background on US immigrants, individual rights to access medical information in
non-English languages, and healthcare data privacy law. We also note some prior work on lan-
guage access in medical settings for LOE and LEP patients, the use of machine translation in
healthcare communication, connections between language barriers and poorer health outcomes,
and related work on privacy taxonomies, medical disclosure concerns, and user studies regarding
trust in technology and Al applications.

5.3.1 Demographic Background

Immigrants are a vital part of American society, historically, culturally, and economically, con-
tributing hundreds of billions of dollars in state, local, and federal taxes annually [81, 107, 209,
281]. In 16 US states, immigration is crucial for offsetting population decline [50]. Immigrants
also fill critical labor shortages, working in “manual labor-intensive occupations” that US cit-
izens suggest they don’t want [214], such as healthcare support, food preparation and serving,
building and grounds cleaning and maintenance, farming, construction, and production, trans-
portation, and material moving [114, 176, 281, 300]. Immigrants also increasingly bring a “brain
gain,” with more college-educated people immigrating in recent years and filling a considerable
proportion of highly skilled roles in computer and mathematical, architecture and engineering,
and life, physical, and social science occupations [33, 176, 281, 300].

Furthermore, immigrants play an important role in the healthcare workforce. One recent pub-
lication notes immigrants’ contribution to the US healthcare system: “On the whole, foreign-born
residents create a net benefit to the United States by paying more into the system than they re-
ceive in government-funded medical benefits. As workers, they fill crucial roles at every level of
the health care system, from badly needed home health aides to surgeons and researchers” [54].
Additionally, another report notes that in the US “[a]bout one in six hospital workers are immi-
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grants,” including significant numbers of Asian (40%) and Hispanic (22%) immigrants, and they
make up 27% of all physicians and surgeons in U.S. hospitals, 22% of nursing assistants, 16%
of registered nurses, as well as 29% of building cleaning and maintenance workers and 20% of
food prep and service workers at US hospitals [169]. Immigrants also provide critical services
such as home health care for seniors and people with disabilities, making up over 40% of home
health aides [299].

Most foreign-born people residing in the US are from Latin America or Asia. The top 10
places of birth, in order of estimated population, are Mexico, India, China (excluding Hong Kong
and Taiwan), the Philippines, El Salvador, Cuba, Vietnam, the Dominican Republic, Guatemala,
and Korea [414]. Since 2010, the top nine places of birth of the largest number of immigrants
have been Mexico, India, China, Hong Kong, and Taiwan (the former three as one place), the
Philippines, Cuba, Guatemala, the Dominican Republic, El Salvador, and Vietnam [415]. Thus,
studying the availability of services in Mandarin and Spanish, as our study does, is relevant to
language access policies in the US.

5.3.2 Policy Background

In the US context, institutions that receive federal funding, such as most large hospital systems,
are required to provide meaningful language access under the Civil Rights Act of 1964, which
prohibits discrimination based on national origin, including language. Our study is situated in
the US context, where there are over 25 million individuals with limited English proficiency
(LEP) [297].

Medical providers are also required to protect patient data under health data protection laws
such as the Health Insurance Portability and Accountability Act of 1996 (HIPAA) in the US [53].
Additionally, with recent laws mandating access to personal data, including the US federal law
requiring patient access to doctors’ notes [72], patients may choose to translate these notes or seek
to ask follow-up questions at home, where they may not be provided with translation mechanisms
by the medical provider.

Thus, there is a need for user-facing language access options. In such situations, LOE and LEP
individuals may choose to use popular off-the-shelf machine translation applications designed
for individual use rather than for communicating healthcare information. These include Google
Translate or DeepL, as well as LLM chatbots, such as ChatGPT. Yet, prior work has shown that
current machine translation options may pose privacy risks and lack transparent disclosures about
their limitations, introducing privacy compliance and liability problems [29, 103, 280]. As they
were not designed to be used by medical providers to communicate patient health information,
they are not required to be HIPAA compliant and thus do not provide the same data protection.
Thus, histories of user translation queries may give away health information to people with access
to the same account or device, and a lack of transparency of data collection and data use could
result in a person’s health information being stored on company servers, used in training data, or
distributed to third parties.

While much prior work on improving language technologies in medical settings has focused
on training language models for medical contexts, improving transcription and translations that
medical providers offer, and protecting patient data, there is less focus on designing from a user-
centered perspective to address privacy risks and transparency about limitations for widely avail-
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able machine translation applications. Our work conducts essential need-finding on the disclo-
sure preferences and concerns of LOE and LEP individuals across various medical translation
and interpretation modalities.

5.3.3 Language Access in Medical Settings

Our work investigates the experiences, preferences, and attitudes of LOE and LEP individuals re-
garding language services, such as human interpretation and machine translation, in medical set-
tings. We consider various language access modalities, including “gold” standard language ser-
vices such as certified medical interpreters or professional translations, ad-hoc language providers
like family or friends, and the use of machine translation and machine interpreting applications,
such as Google Translate. Below, we describe prior work that sheds light on the provision of
these language services and relevant problems, preferences, and perceptions of stakeholders.

In medical settings, the professional “gold” standard for interpretation consists of certified
medical interpreters who can fluently interpret between patients and medical providers in per-
son. In their literature survey of 28 articles about professional medical interpreters, Karliner et
al. found that “use of professional interpreters is associated with improved clinical care more than
is use of ad hoc interpreters, and professional interpreters appear to raise the quality of clinical
care for LEP patients to approach or equal that for patients without language barriers” [190].
Interpreters can also serve as advocates, acting as cultural brokers and building trust and devel-
oping personal relationships with patients, as suggested by studies on the role of professional
interpreters [17, 40, 63, 165, 167, 395].

However, research on medical interpretation shows that interpreters are underutilized [101,
164, 166, 195, 368], with interpreter use varying among physicians and nurses [166]. Some
providers consider language services to be costly [179, 215, 260], despite research showing that
the cost of language services “may be recouped through reduced testing, shorter visits, and better
compliance with treatment and follow-up instructions” [260]. Additionally, quality may vary
between in-person and video or phone interpreters, and remote interpreters may face obstacles
to interpreting adequately, as they may not be able to pick up on gestures or other nonverbal
cues [63,242,324,428]. Finally, interpretation services may not be available to patients at certain
stages of their patient visit, such as when they are searching for a provider or scheduling an initial
appointment.

In addition to professional interpreters and translators, LEP patients sometimes depend on ad-
hoc non-professionals to provide language access, such as bilingual caregivers or family mem-
bers [286]. Prior work with LOE and LEP immigrant patients has considered the benefits and
downsides of such non-professional assistance. Zendedal’s interview study with 21 migrant pa-
tients found that “informal interpreters were expected to perform the roles of advocates and care-
givers” [447].

Prior work has also considered problems LEP speakers face accessing translations of written
information on medical patient portals [4, 19, 52, 58, 131, 222, 244, 293, 365], in documents
such as discharge instructions [90, 248, 355] and in pharmacy communications [204, 307]. In
their respective studies, Knecht et al. and Olenig et al. interviewed Spanish-speaking individuals
regarding pharmacy interactions, and both studies found that language access was a problem,
with some participants reporting difficulty accessing information in Spanish as well as poor cus-
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tomer service and unfriendly responses to requests for Spanish language services [204, 307, 446].
Zargarzadeh et al. conducted phone interviews with pharmacists in charge at 552 randomly se-
lected retail pharmacies throughout California (US) regarding multilingual labels on prescription
medications and found that “approximately one-third of the sample reported either not having the
capacity or choosing not to provide MLs routinely” [446].

5.3.4 Worse Outcomes and Less Access

It is critical for LEP patients, who have been shown to have worse clinical outcomes [51, 100,
198,310, 316, 354], to access medical information and communications in a language they under-
stand. Chu et al. found in a survey with 1000 participants (487 English-speaking, 256 Spanish-
speaking, 257 Chinese-speaking) that “Spanish- and Chinese-language preference was associated
with higher odds of negative health information-seeking experiences” [64].

However, prior work has shown that LEP patients are less likely to have equal levels of access
to telemedicine. Rodriguez et al. compared the experiences of telehealth users with LEP and those
with English proficiency (EP) and found that patients with LEP had less access to telemedicine
and were more likely than those with EP to report worse experiences with video visits compared
to in-person visits [354]. Pathak et al. found that non-English speakers had a decreased odds of
portal activation and of having a video visit [316]. Our study explores LOE and LEP individu-
als’ attitudes towards patient-facing machine translation tools as a potential means to bridge the
language access gap.

5.3.5 Medical Machine Translation

As Machine Translation (MT) has increasingly been used in medical settings, its use by health-
care providers and patients has been a topic of study [98, 103, 196, 264, 312, 422], including
the use of Google Translate in clinical settings [197, 280, 400, 416]. Zappatore et al.’s litera-
ture review of 58 journal and conference articles on medical MT “highlighted clearly how MT
(particularly NMT [Neural MT]) is gaining strength as a helpful resource in the absence of profes-
sional translators/interpreters and how several studies pointed out its effectiveness” [445]. This
reiterates earlier work’s findings that “there is an urgent need for effective, accessible, and safe
tools, such as translation technology, to facilitate everyday communication to improve health
outcomes” [312]. However, they also found “[a]n unbalanced distribution between MT applied
to clinical communication (n=21) and to health education (n=37),” suggesting that less research
has focused on MT applications outside of these settings, including patient-facing tools.

Additionally, prior work has shown that general MT tools can be inaccurate and lack con-
textual awareness when applied to medical language [197, 280, 416]. For example, Khoong et
al. evaluated the performance of Google Translate on discharge instructions and found that it
lacked the accuracy and context sensitivity of certified medical interpreters [197]. They recom-
mended, “Clinicians using [Google Translate] can reduce potential harm by having patients read
translations while receiving verbal instructions; being vigilant about spelling and grammar; and
avoiding complicated grammar, medical jargon (eg, fingerstick), and colloquial English.” [197].
Thus, for certain procedures, medical professionals may need quality assurances that translations
are accurate and meet human professional standards [125].
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Vieira et al. suggest that “[i]nstitutional budgetary pressures as well as rudimentary or non-
existent official guidelines all contribute to uninformed MT use” and recommend setting “robust
standards regarding the situations in which MT use is and is not admissible” and promoting MT
awareness and literacy in “contexts involving doctor-patient communication” [422].

While current MT and LLM accuracy and performance may have improved significantly
in recent years, the consideration of context-specificity remains. In medical settings, the signifi-
cance and meaning of phrases can vary depending on factors such as the speaker, context, medical
history, and other relevant details. In their interview study with clinicians, Mehandru et al. em-
phasize the context-specific and conversational nature of medical patient-clinician consultations,
challenging the notion that translation is a neat transfer of meaning, and suggest “reorient[ing] the
goals of MT systems for clinical use from seemingly objectively optimizing translation quality
between two texts, to designing for the overall quality of cross-lingual patient-clinician commu-
nication” [264].

5.3.6 Machine Interpreting

Machine interpreting, which combines MT and automatic speech recognition (ASR), faces sim-
ilar problems as MT regarding accuracy and quality of translations, as well as problems with
processing speech input. For example, prior work has shown uneven performance across speech
varieties for some ASR systems, which may perform worse (produce a higher word error rate)
in recognizing speech for non-standardized dialects and accents [56, 121, 208, 325, 366, 404]
and languages that do not have a significant amount of existing data for models to be trained
on (“low-resource languages™) [340, 341]. Voice assistants have been shown to have higher
WER for speakers of certain dialects or accents, resulting in failure to understand users’ com-
mands [34, 251].

Additionally, while machine translation post-editing is a standard quality control measure
for professional translations that use machine translation, simultaneous machine interpretation
permits no time for post-editing by translation professionals and domain experts, increasing the
risk of harm from incorrect translations [445].

5.3.7 Emerging Mobile Health Technologies with Translation Capabilities

Work on emerging mobile health technologies suggest an increase in “patient engagement and
personalization” features such as translations and “personalized care,” as well as ”Al-powered
decision support” [381]. This includes technology that could help patients translate medical doc-
uments using approved translation and security methods. Solomou et al. developed a mobile
application that “utilizes the EU eHealth Digital Service Infrastructure (eHDSI) OpenNCP for
translating patient summaries and the FHIR Smart Health Links Protocol for secure sharing”
and found that participants expressed enthusiasm and “frequently noted that such an application
could greatly improve their health management and facilitate more effective communication with
healthcare professionals™ [380, 382].

Yet, LLP individuals may still face challenges adopting new technologies or understanding
the meaning of medical information [320]. In their work on chatbots for “addressing the health-
care barriers of migrant workers” in Taiwan, Tseng et al. found that LLP participants suggested
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that communication barriers to understanding medical jargon and “cultural barriers” based on
biases regarding modern medicine may hinder them from taking advantage of emerging tech-
nologies such as multilingual chatbots. For example, despite being able to use Google Translate
and searching for related health information using search engine, “translations of medical terms
remain unfamiliar” [413].

5.3.8 Privacy

Relevant literature includes work on privacy taxonomies and self-disclosure to computer tech-
nologies, and disclosure to interpreters and healthcare professionals.

Privacy Taxonomies. Lee et al. adapt Solove’s [383] and Shahriar et al.’s [371] privacy tax-
onomies based on “patterns of documented privacy risks resulting from AI’s capabilities and data
requirements” [225], resulting in the following privacy risks: Aggregation, Disclosure, Distor-
tion, Exclusion, Exposure, Identification, Increased Accessibility, Insecurity, Intrusion, Phrenol-
ogy, Secondary use, and Surveillance. Additional risks or harms from Shariar et al.’s taxonomy
include: Inaccurate Decisions, Non-Compliance with Privacy Regulations, and Non-Transparent
Al Jakobi et al. developed a taxonomy of nine “user-perceived privacy risks”of using tech-
nologies such as “web browsing, voice assistants and connected mobility” [180]. In addition
to the aforementioned Intrusion, risks from Jakobi’s taxonomy include: Behavioral Manipula-
tion, Discrimination, Health Impairment, Law Enforcement, Material Harm, Negative Effects
on Social Status and/or Relationships, Societal Risks, and Socio-technical Environmental Vari-
ables. While these taxonomies have broad coverage, several privacy risks, such as Disclosure,
Exposure, Inaccurate Decisions, Health Impairment (unfavorable health-related uses of data), and
Non-Compliance with Privacy Regulations, are particularly salient in the context of our study,
where translation technologies mediate highly sensitive and critical health information.

Disclosure to Technology. Prior work has suggested that self-disclosure preferences and con-
tent may vary based on whether disclosed via computer, paper or in-person interview. Early
studies in this area found that more people preferred to disclose sensitive information using com-
puter forms rather than via in-person interviews [431] and that open-ended responses in online
forms were longer and less inhibited than those on paper forms [199]. In a study comparing 158
“unacquainted individuals” who met either in person or through computer-mediated communi-
cation, the latter group “exhibited a greater proportion of more direct and intimate uncertainty
reduction behaviors” including more intimate questions and answers [411].

Researchers have investigated privacy and security concerns about chatbots [69, 95, 185, 229,
255, 261, 361, 442], User studies have found that health chatbots may facilitate the disclosure
of sensitive information [192, 265], with some study participants suggesting they may be more
comfortable talking about sensitive health topics with a chatbot [192], Yet, health chatbots also
pose many potential risks to users. In their review of the “current landscape of LLM-based mental
health chatbots,” Yuan et al. identify “recurring ethical concerns such as privacy issues, potential
biases, and user over-dependency” [444].

94



Some researchers have utilized language models to identify self-disclosure, hypothesizing
that automatic detection of self-disclosed health data could provide benefits such as “earlier de-
tection and treatment of medical issues” [417]. Given Al chatbots’ potential to be an “effective
platform to encourage self-disclosure of important personal information and honest description
of experiences or concerns regarding a health issue,” Chuan et al. created a chatbot “embedded
on a colon health information website to conduct medical interviews with study participants” and
ask them “embarrassing questions” and evaluated BERT and GPT-3 language models’ ability to
“understand the conversation content.” They found that the LLMs were able to effectively clas-
sify the “level of detail and the presence of self-disclosure” in participants’ responses, suggesting
that such models could help chatbots “’to respond in an appropriate manner” [66].

Disclosure to Interpreters and Healthcare Professionals. Prior work on patient disclosure to
interpreters [40, 44, 191] and disclosure of stigmatized medical conditions [246, 315] suggests
that individuals may have privacy concerns about disclosing sensitive medical or personal infor-
mation to other people, such as interpreters and their family. However, there is a gap in under-
standing patient privacy attitudes and preferences regarding the disclosure of personal medical
information to translation technologies, as well as how these compare to their attitudes about
disclosing the same information to human interpreters or translators.
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5.4 Methods

Below, we describe methods we used for recruitment, enrollment, interviews, translation, and
data analysis. The study has been approved by our Institutional Review Board.

5.4.1 Recruitment and Enrollment of Participants

We recruited participants through our contacts in the local community, developing relationships
with nonprofit organizations serving local Hispanic and Chinese communities. One nonprofit
required an application to conduct research and a review of our materials, after which they agreed
to share our call for participants. Additionally, we posted flyers at local food establishments and
asked personal contacts to share our study information on WeChat, including a food vendor and
WeChat groups based in the area. Finally, we asked participants to share the study information
with their contacts.

We administered a screening survey to all participants to confirm that they were over 18,
located in the US, went to the doctor at least once in the last year, spoke Mandarin or Spanish
as their first language, and had limited proficiency in English. We asked participants about their
proficiency in English using the Spanish and Chinese versions of the U.S. Census Bureau’s Amer-
ican Community Survey questions that ask how well a person can speak and read English, where
the answers options are: Very well (Muy bien, JE#5 %), Well (Bien, 1R &), Not well (No bien, A~
IKUF), and Not at all (No hablo inglés, 5¢ 4 A2 f). We considered participants to have limited
English proficiency if they did not select the “Very well” option for both questions. Thus, we had
a few participants who qualified despite selecting “Well” for both questions. We also collected
demographic information to help us diversify our participant pool in terms of factors such as age,
income and education.

There was no compensation for participating in the screening survey; however, individuals
who completed the screening survey were entered into a lottery to win a $50 gift card. After
ending recruitment and closing the screening survey, we will conduct a drawing of every unique
entry in the screening survey. Our survey screening questions are included in Section D.1.

Individuals who qualified for the interview study based on their screening survey responses
were contacted to schedule an interview. We provided different ways to be contacted, including
email, text message, WhatsApp, WeChat, and phone call. To communicate by email, we used
an institutional Google account dedicated to the research project. To communicate by phone
and WhatsApp, we used phone numbers dedicated to the research project. To schedule appoint-
ments, potential participants could provide availability through the above contact methods or use
a Calendly online calendar booking page.

5.4.2 Interviews

We conducted semi-structured 75-minute interviews with individual participants. Interviews
were conducted remotely and recorded and automatically transcribed via Zoom. Interviews were
conducted in Mandarin and Spanish by members of the research team fluent in these languages.
Participants were paid $60 for a 75-minute interview.
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We designed our interview to elicit participants’ strategies for accessing medical informa-
tion in their first language and the challenges they encountered, and to document their opinions
and attitudes regarding various interpretation and translation options as well as features of a hypo-
thetical multilingual Al health assistant that could provide translation and interpretation and other
potentially helpful features. Given the semi-structured nature of the interview, we did not ask ev-
ery question in each interview, allowing us to explore various Al app features across interviews.
The interview questions are included in Section D.2 and summarized below.

In the interviews, we gathered participants’ prior experiences, strategies, trust levels, proba-
bility of use, and problems with existing interpretation and translation options, including human
interpreters (e.g., remote or in-person medical interpreters, family members, or friends) and lan-
guage technologies such as machine translation apps and Al chatbots. We first asked participants
to describe the strategies they used to communicate with medical providers who only speak En-
glish, and the positive and negative aspects of the option they used most often. We also asked
about prior experience with human interpreters and translation apps.

We then presented a hypothetical scenario in which they were asked to imagine a situation in
which they just had surgery, received a doctor’s medication instructions through spoken interpre-
tation, then received written medication instructions to take home, and once at home, they realize
that they didn’t remember all the instructions and that all the documents are in English. We then
asked them how they would go about trying to understand and follow the medical instructions.
We asked them about how they would feel requesting documents from the medical office, using
a translation app, and asking a friend or family member to help in this scenario.

We then described a hypothetical Al health assistant application that could provide transla-
tion and interpretation and elicited participants’ initial impressions of the app. We asked them
whether they would use this app for translating English medication instructions from home as
well as for in-person interpretation at their doctor’s office. We also asked how they would feel
about potential features of this app, including explanations of medical information, appointment
scheduling, informal conversation, region-specific accent and dialect selection, and personalized
voice cloning.

Throughout the interview, we asked participants to compare options and express preferences
among them for various medical contexts, such as interpreting at a medical visit, translating med-
ication instructions at home, and contacting the medical office from home. Comparisons we
elicited included comparisons between an in-person interpreter, a remote interpreter, a transla-
tion app and a hypothetical Al health assistant app. Towards the end of the interview, we also
asked them to list uniquely human capabilities and human flaws related to interpretation and
translation.

Finally, we asked participants questions about unmet language access needs in medical set-
tings and suggestions they might have for a hospital that was developing the imaginary Al app.

5.4.3 Translations

We translated recruitment documents, the screening survey, and the interview script into Latin
American Spanish and Simplified Mandarin using machine translation, via Phrase software, Google
Translate, and DeepL API. Individuals outside of the research team who were fluent in both En-
glish and the target translation language conducted machine translation post-editing (MTPE) on
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the translations to correct them. Final translations were reviewed by a member of the research
team fluent in the target language. Following the interviews, team members fluent in Mandarin or
Spanish reviewed and corrected the respective Zoom transcripts. Excerpts from transcripts were
machine-translated into English using Google Translate, and qualified members of the research
team conducted MTPE on the translations.

5.4.4 Data Analysis

Qualitative coding was conducted in multiple languages, with the first four authors, who also
conducted the interviews, conducting qualitative coding of the interview transcripts. We first
coded two interview transcripts in the original language of each interview, so that two authors
coded in Mandarin and two in Spanish, with each pair double-coding two transcripts. After
coding these transcripts, the four first authors discussed emerging themes in English, creating a
multilingual code book in English, Mandarin, and Spanish. Team members fluent in Mandarin or
Spanish provided language clarifications for non-fluent team members during discussions, when
translations or meanings were ambiguous. For this thesis, we discuss preliminary results based
on eight Spanish-language interview transcripts single-coded by the author, of which one was
double-coded, as well as excerpts from other interviews.

To map responses to topics relevant to our research questions, we used a priori coding, la-
beling responses to certain interview questions or responses that mentioned certain topics using
the following codes, with the respective research question in parentheses: Preference (RQ1),
Comparison (RQ1), Human Traits (RQ1), Al Perception/Desire/Concern (RQ2), Unmet Needs
(RQ2), Trust (RQ3), Privacy (RQ3). We also conducted emergent or bottom-up thematic coding,
collecting themes that emerged from the data.

The naming convention we used for participants is based on the ISO 639-1 standard for two-
letter abbreviations representing languages, where “es” represents Spanish and “zh” represents
Chinese [235]. While “zh” is designated a Macrolanguage in this ISO standard, which “corre-
spond|[s] in a one-to-many manner’” with many Chinese languages or dialects [234], we use “zh”
since we only interviewed people in one Chinese language, Mandarin. Thus, participants are
labeled with their corresponding language identifier and a number, e.g., ES11 or ZHO03.

5.4.5 Limitations

This is a small-scale study and does not generalize. While a strength of our study is its focus
on one city in the US, this limited scope means that we did not investigate patient experiences
in cities or healthcare systems that may have significantly more or less resources, and thus our
results are not broadly representative.

Additionally, our study is limited by our focus on high-resource languages and a sample of
speakers who reported not knowing or who did not appear to know low-resource dialects or
languages. This limitation prevents us from exploring how experiences, strategies and problems
with limited access to interpretation and translation services may manifest differently for people
whose primary language is not available or easily accessible via human language professionals
or machine translation applications.
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5.5 Results: Preferences and Comparisons (RQ1)

Participants’ self-reported strategies for communicating with medical providers who only speak
English included using in-person interpreters, remote interpreters, family members or spouses,
translation apps, and Al chatbots. Below we present preliminary results regarding experiences
and preferences that participants discussed regarding existing and hypothetical translation and in-
terpretation options, including an Al health assistant app that could translate and interpret medical
information.

5.5.1 Interpreters: In-Person and Remote

In discussing their prior experiences, participants who reported using human interpreters shared
positive and negative aspects of working with them, which sometimes varied based on whether the
interpreter was remote or in-person. Common challenges using either kind of human interpreter
included inaccuracy, incompleteness, dialectal differences, lack of knowledge of medical termi-
nology, as well as unavailability of interpreters. For example, ES09, who works as a nurse and
who reported reading and speaking English “well” (see Section 5.4.1), emphasized interpreters’
need for linguistic expertise and knowledge of medical terminology:

There are iPads that have the option to make video or phone calls. There are also

physical interpreters, and almost always what I see is the same: the interpreters are

from somewhere else. I've had some who are from Peru or Mexico, and the patient is

from Puerto Rico or Cuba, and they use different words. Or they start using medical

terminology, not the patient, but the doctors. And the interpreter gets lost. And the

translation they try to give is wrong. So, obviously, theres no way to detect it if you

don't know both languages and the medical terminology. But for me, who knows

a little bit about everything, it’s something I've noticed, and that’s why I think that

[knowledge of medical terminology] would be the most relevant thing for me in this

situation. (ES09) (Quote 1)

Multiple participants mentioned noticing that interpreters would leave out information they
(participants) considered important. ES14 said, “sometimes you say something, and when the
translator [interpreter] explains it, it’s not what you said, or it’s incomplete, so that you have to
intervene and say, look, you failed to mention this information or you failed to say this.”' When
asked how they were able to recognize such failures to mention important information or inac-
curacies, some participants responded that they had enough knowledge of English to recognize
what was either being left out or interpreted incorrectly.

Remote interpreters. Challenges unique to remote interpreters included poor audio quality,
loss of reception, and privacy issues, such as lack of consent for using a camera and exposure of
personal information to other people in the remote interpreter’s space, as discussed in Section 5.7.

ES09 recounted an experience with a supposedly disoriented patient who was actually having
trouble understanding the remote interpreter via tablet because of dialectal differences and poor
audio quality (low volume).

'See Appendix D.3 (Quote 2)
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1 think he’d been in the hospital for two days, and that night I had to be with him. And

so, from the moment I arrived, we spoke in Spanish and everything was fine. When

they gave me the patient report, the nurse s report, they told me that the patient had

been very disoriented, that he wasn t paying attention, and that he was very confused.

When I spoke with the patient, the patient understood everything perfectly. And then

one of the nurses showed me why. She brought the app [with] the interpreter into the

room. We made a video call with someone from another country. And then he started

asking the patient questions, and the patient answered incoherently, in the sense that,

I don 't know, they were asking him a yes or no question, and he answered something

else. But in reality, the patient couldn t hear the iPad well. The volume was very low.

And they also used terms that the patient didn 't use. So, since he didn't know what

they were asking him, he answered something else. And that’s why everyone thought

he was confused, that he was disoriented, that he didn't know what was going on.

But in reality, it was a communication problem the whole time. (ES09) (Quote 3)
Thus, ES09 witnessed an incorrect assessment of a patient based on poor quality and performance
of interpretation technology and services. ES15 suggested that the wait for online interpreters
could be long and the audio quality poor: “I have never really been able to call to make an ap-
pointment, because the vast majority always speak English, and when they offer online translation
services, it is very very delayed. Sometimes you can’t really hear the interpreter.”

In-person Interpreters ES07 recounted an experience with an in-person interpreter whose
gaze and touch made a difference:
Like when you 're receiving difficult news or a difficult diagnosis. I experienced it,
and on that occasion, the translator was there in person, and she felt and saw my pain
when they were giving me the diagnosis. And it was very important to me that she
simply looked at me with resilience or compassion. Although she didn t say anything
to me, because she didn't have to tell me anything. She was an assistant. But she
put her hand on my shoulder and told me: everything will be okay. And believe
me, to this day, after 8 years, I havent forgotten it. And I think if there had been
a translator on, like, the blue phone [remote interpreter], well, he doesn't see my
reaction, right? Or he doesn't see what s happening. And he couldn't have told me
anything. The doctors, yes, in a certain way, in their protocols, but it doesn't even
compare. | mean, the most they can say is “I’m sorry,” right? But this person saw
and felt my pain, and I felt good, and I feel like AI would never do that. No. (ES07)
(Quote 5)
Thus, when comparing this in-person interpreter to remote interpreters, doctors, and the hypothet-
ical Al app, ESO7 suggested that a human being dedicated to providing interpretation in person
in a moment of crisis (a critical diagnosis) could most adequately read and respond to the pain
she experienced in that moment.

Translation Apps as Interpreters. Participants who previously used translation apps to inter-
pret during medical appointments suggested that it often made errors, sometimes stopped taking

2See Appendix D.3 (Quote 4)
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in input, or might not work due to lack of network connection. To avoid transcription errors re-
sulting in translation errors, ES02 said that when using a translation app to interpret her speech,
she would verify whether the transcription was “exactly what I want to say” (“si es exactamente
lo que quiero decir”).

ESO8 said she had not used a translation app as an interpreter in medical settings and preferred
not to, because she found it impractical or unusable for longer conversations in which “time is
running out™:

When the conversations are so long, it's definitely easier to have an interpreter there.

It’s very time-consuming. You're there with your cell phone. Waiting for the person

to tell you, read, delete, change the language because you have to change the arrow.

And sometimes you don t change it because you 're there, but time is running out, so

you don 't change it and you have to restart and repeat the message again and wait

for them to read it, delete it again, change the message so they can talk to you. So

it’s very, very impractical in a moment like that, to do that whole process on your

cell phone. (ES0S8) (Quote 6)
Thus, usability, speed, and accuracy appear to be priorities and challenges for using translation
apps as interpreters.

Al app vs Existing Interpretation Options. When we asked participants about using the Al
app for interpreting at the doctor’s office, participants weighed some of the tradeoffs, including
potential risks of losing network connectivity, inability to recover from errors, and lack of human
discernment. For example, ES09 suggested that Al apps would make errors because it could not
detect sarcasm and might take things out of context: “Perhaps things can be taken out of context
... especially if we make sarcastic comments or something like that. It’s something that artificial
intelligence can’t detect. And so these are things that could be translated incorrectly. (ES09)”?
Participants also highlighted potential benefits of immediate availability and quicker translations
when using an Al app.

5.5.2 Translating Medical Documents

Responding to our hypothetical scenario about following medical instructions with only English
language documents available, six participants said that they would use a translation app, with
four of those specifying that they would use the function that allows them to take a photo of the
documents and then see a translated version. ES14 said he would go back to the office to discuss it
with the doctor, but that if this were not possible, he would use a translation app. One participant,
ESO09, said that she would first consult a family member and then use a translation app.

ESO07 responded that in these situations, she took detailed notes, including in a situation in
which she had to follow strict instructions to dispense medication to her child that would be
dangerous in different doses:

1 did this. I have this very present in my mind because one of my children has a
condition, and his medication had to be exact. Every single detail had to be exact,
so I wrote it down. And I still kept a note and everything, because I knew they were

3See Appendix D.3 (Quote 7)
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going to give me instructions for the medication. And when I got home, I mean, 1
couldn 't take the risk because it was a very precise and very dangerous dose. Yes,
so I had to translate line by line so I wouldn t make a mistake with his dosage and
his schedule, because it was a daily medication that he has to take, and it was very
delicate. Yes, yes, I've done it. (ES07) (Quote 8)
Even though she took detailed notes at medical appointments, ES07 added that she supplemented
these notes by using a translation app:

I've been through it several times, because ... when you 're in the hospital, sometimes

what they tell you, you 're left with half of it, even if they tell you in Spanish. I'm very

much a person who has to take notes. So, at that moment, I don't have a pencil and

paper. So I say, Okay, but I'll make sure it’s on the paper they re going to give me,

the instructions. And as I said, [if I don t understand,] I translate it when I get home,

and that'’s what I do, I translate it with an online translator. (ES07) (Quote 9)
Thus, among our preliminary results, all participants suggested that they might use a translation
app in this scenario.

5.5.3 Human Traits That AI May Lack

We share participants’ perspectives on what human capabilities and flaws Al might lack.

Human Traits: Positive. Positive traits of humans provided by participants included empa-
thy, as with ES07’s emphasis on a compassionate gaze and touch, above, and personal contact
or connection, i.e., “contacto personal” (ES14), and affinity or established bond (ES03). ES02
suggested that a human who saw her in really bad pain would recognize that she needs urgent
medical attention, because a human could recognize anguish, desperation, or pain in someone’s
voice, while Al could not detect her crying (“llanto™) or respond appropriately to the intensity
that accompanied her expression of pain. She suggested that Al would interpret only the words
that she said and thus not be able to map tone and emotion to a level of urgency.

Human Traits: Negative. Negative traits of humans provided by participants included being
tired, sick, or moody, or allowing biased attitudes or beliefs to influence their work. For exam-
ple, ES14 said that sometimes interpreters sound rude but also expressed compassion for their
humanity:

Since we’'re human beings, we have moods, right? And we don't wake up the same

way every day. Even if we want to, we still have problems. Sometimes I've noticed

that some [interpreters] are kind of rude, and one has to understand that that person

might be going through a bad time. I mean, they have to work because they have to

earn a living, but we re human beings, so we have moods. So, moods often influence

the service the interpreter provides. (ES14) (Quote 10)
Thus, mood might affect human performance.

ES02 suggested that a belief that the patient was exaggerating could affect the translation, and

that a human interpreter might translate “in the way they find convenient, not what I’m saying,
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just say[ing] whatever he/she wants”*. She suggested that a translator might not take her seriously
and thus produce a biased interpretation.

5.6 Results: AI Health Assistant App Perceptions, Desires,
and Concerns (RQ?2)

We present preliminary results about participants’ perceptions, desires, and concerns regarding a
speculative Al healthcare assistant that could translate text, interpret conversations, and provide
additional features such as interactive conversations, explanation generation, agentic assistance
scheduling appointments and requesting documents, dialect personalization, and voice cloning.
As we presented results for participants’ preferences and comparisons regarding an Al app as
interpreter and translator above, we will focus on responses about three potential Al app features
in this section: personalization based on dialect or accent, voice cloning, and agentic assistance
contacting the medical office.

5.6.1 Personalization Based on Dialect or Accent

With this feature, a Al health assistant could understand and generate a dialect or accent chosen by
the user. As shown in responses in Section 5.5, some participants discussed dialectal differences
between the interpreters and patients interfering with the quality of translations in both in-person
and remote interpretation contexts. For example, when discussing their experience with inter-
preters, ES14 said that “often, people who translate are not from the same region as us [...], so
there are words we say differently,” and that such lexical differences could “sometimes be in-
convenient.” Below, we present some participants’ reactions to the potential ability of language
technology to understand speech and generate responses in particular dialects and accents.

Al App Understanding and Using Preferred Dialects and Accents. ES06 suggested that
developing a tool to handle various dialects could complicate things on a technical level in terms
of accuracy and cause errors.

1 think it would be great, but I'm also thinking, I mean, the programming part could

get very complicated, and the fact that it gets complicated could cause errors. So, I

think that, [ mean, yes, as they say in Spanish, there are a lot of accents and every-

thing, but when it comes to medical terms or medical translations, I feel like every-

thing is somewhat neutral. You don 't necessarily need a specific accent for Spanish

speakers to understand. So, I think that with just normal, average Spanish, you could

understand the entire application. (ES06) (Quote 12)
Thus, ES06 suggests that the technical complexity of introducing dialectal variety could itself
cause uneven performance across populations.

ESO03 suggested that the joy of hearing the Al assistant speak in her accent would make her

feel better:

4See Appendix D.3 (Quote 11)
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Look, if'it’s the same as my accent, I’d be happy because it’s like I'm in a doctor’s
office back home and they’d understand me: “Doctor: My head hurts, I have a
yeyo.” A yeyo, that's a sign of discomfort. “I'm dizzy.” And if it answers me in my
accent, that would be—I think I'd even feel better, from happiness. (ES03) (Quote
13)
Thus, ES03 welcomed personalized interactions using regional accent or dialect and suggested it
would improve not only the human-Al interaction, by being understood when she used a dialect
specific term, but also improve her sense of well-being.

5.6.2 Voice Cloning

Reactions to the potential feature of setting the Al app’s voice to be identical to one’s own included
“creepy” and “scary.” However, a few participants said they would use this feature. For example,
ES03, when asked how she would feel if the app had exactly the same voice as her, said “very
happy” (“muy feliz”). When asked whether they would like the voice that the doctor is hearing
to be the same as theirs or not, some participants’ attitude reversed. ES14, who changed his view
for this use case, said:

In that case, it would be different if  were to send a voice note, and the app would act

like my voice, but for the doctor to hear it as my voice. That would be very different.

That would be very good. Yes, [ would like it. ... Because often you recognize people

by their voice. ... So I think it helps communication. (ES14) (Quote 14)
ES21, who said voice cloning would “scare” her (“me daria miedo”), suggested that this use of her
voice could play a role in filling a gap in relaying emotion or sentiment in translation, reiterating
her desire for Al assistants and human interpreters to imitate the “feeling” behind an utterance:
“Yes, I think it would be more natural, but at first it would seem strange or odd to me, but I then
think it doesn’t lose what I was saying before [sentiment], because I think this application would
basically eliminate that gap that I feel exists between interpreters. (ES21)

5.6.3 Appointment Scheduling and Contacting the Office

When we asked participants about having the Al app schedule appointments or request medical
documents for them, participants suggested this would be a useful feature by discussing prior
experiences, suggesting an unmet need. ES11 recounted the difficulty of calling a medical office:
“I have been obligated to ask a family member to call for me, because I don’t have another way
to communicate with someone to ask for an appointment, if I can’t understand them.”® ES18 said
that they had been hung up on for speaking Spanish when calling to make an appointment. ES14
expressed enthusiasm about using the Al app to schedule appointments, saying,

Just the act of making a medical appointment ... is complicated sometimes, due to
the language issue. If [ have an app that can help me ask for a medical appointment,
that would be great. (ES14) (Quote 17)

See Appendix D.3 (Quote 15)
See Appendix D.3 (Quote 16)
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ES07 recounted an experience trying to obtain records from an office located in a basement and
losing reception there, thus being prevented from communicating with the front desk until they
found a security guard who helped them connect to the office’s network.

Following our question about what she would do if given medication instructions in English,
ES03 also rated the probability of asking the clinic for a translation as very probable (5), but
when asked why she hadn’t mentioned that option before, she said, “Because if I call the clinic, I
wouldn’t understand what they were saying, since they speak English.”” This suggests that ES03
would use such a service if it were available and easy to use, but given current language barriers
and usability issues, she would not realistically be able to make such a request.

5.7 Results: Trust and Privacy (RQ3)

We highlight some responses to our questions about trust and privacy. In our preliminary analysis,
we found that some participants’ privacy concerns varied depending on information attributes,
such as whether it contained identifiable information or could cause them embarrassment. Addi-
tional disclosure concerns included criticality, suggesting health safety issues.

Though we anticipated that our questions on how much participants trust different interpre-
tation or translation options would center on privacy, sensitivity of information, and disclosure,
we were surprised to find that some participants’ responses about trust were primarily concerned
with the availability and quality of translation and the capability of the person or tool performing
it, as discussed below.

5.7.1 Trust in Existing Options (RQ3)

Participants’ reasoning for their trust rating answers sometimes focused on accuracy, complete-
ness, and availability, rather than on trustworthiness of entities to safeguard their medical in-
formation. This was also reflected in the contrasting responses for probability of use with trust
levels: sometimes participants rated a given interpretation or translation option with the highest
probability of use and lower trust, or the highest probability of use with little to no prior experi-
ence using the option. For example, ES03 said it would be very probable that she would use an
interpreter, because “everything I said, [the interpreter] said correctly,” but rated her trust in an
interpreter as a neither probable nor improbable (3), because “the doctor should not give infor-
mation out to just anyone,” saying that she might be concerned about her name and address being
shared with the interpreter. This suggests the some participants may trust interpreters and apps
to meet basic needs of communicating information but not, to the same extent, trust them to keep
information private.

Indeed, some participants highlighted that their priority was understanding critical health in-
formation. ES04 emphasized the urgency of obtaining any kind of interpreter to handle urgent
emergency situations, especially of her children:

If you go to an emergency room with a child. And if they don 't have an interpreter,
they have that computer to translate. As a mother, it really has to do with how they

7See Appendix D.3 (Quote 18)
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treat your child, because you’re not just going to leave it alone, because you don't
know how to read English and don 't ask for help. Your child is dying on you. What
can you do? Its better to say, I don't speak English, can you get me a translator,
please? Because they urgently need to see the child, What is happening? And then,
if a person or a device or a phone is translating for you, what you want to see as a
mother: that your child is okay. Because seeing your child sick, and you don t know
whats going on. You want them to take care of him. (ES 04) (Quote 19)

Here we see that a patient’s hierarchy of needs may shift during a health crisis, where ES04’s
interest in understanding her child’s health condition appeared to render concerns about data
privacy secondary to her primary goal of immediately communicating with the provider. Thus,
preferences, harms, and needs may operate dynamically, with the basic need for understanding
critical information taking precedent in a hierarchy of needs.

Yet, this same participant noted that as her son gets older, she is increasingly left out at his
appointments due to the language barrier:

They speak Spanish there, but when you go to the pediatrician, he speaks in English.
He says, if there’s someone to translate, he’ll translate for me. Otherwise, since my
son is bigger now, he understands English. [The doctor] talks to him, he gives him
his check-up and everything. I don t try anymore, I don t talk as much anymore, and
[the doctor] uses the phone: “Everything is fine with your child and he's fine,” he
says, “There isn't a single concern. His weight is fine, his measurements are fine,
his vision is fine.” He uses the phone with me and talks more to my child, because
they do this and that to him, they check his eyes, to read far away, everything |[...].
I’'m there with him. But now he just tells me, “Everything is fine with his growth.”
(ES04) (Quote 20)

This suggests problems with translations apps could include quality problems as well as usability
issues during appointments requiring interactions like physical exams, which might interfere with
inputting text or speech on a phone or tablet. This lack of accuracy and completeness, could
arguably result in a loss of trust, as ES04 may be lacking vital information or at least information
that is very important to her.

In terms of trust, ES21 provided two ratings, “trust completely” (5) in terms of confidentiality,
and “I am inclined to trust” (4) in terms of integrity, because she did not trust interpreters to
accurately relay what she was saying, and even experienced an interpreter inserting their own
speech into the translation:

Sometimes there were things I would say to her, “I have this concern,” but then [
thought it would be better not to say it, because it would become a big deal. And
on one occasion, I had an interpreter who also sort of scolded me. She told me, and
precisely about that issue of baby bottle things, she would say, “Look, listen, she
[medical provider] already told you not to give him that bottle.”

And I would tell her, “Its not the bottle.”

“You're not listening, she [medical provider] already told you not to give him another
one.”

So she didn t even interpret. She didn t even interpret or pass on the message. Rather,
she would deduce what she [medical provider] had already told me, and then give
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me the instruction. And then I would suddenly say to her, “But pass on the message

that I'm telling you.”

1 started taking English classes and then [ realized that she was no longer telling me

what the person wanted to communicate to me, at the end of those sessions, which

were, I don t know, maybe five. She said that I didn t drink milk, that I didn 't consume

dairy products. But I never said that. And then the person here, the one in therapy,

always believed things that Iwasn t doing and that I hadn t said. So it was frustrating.

And that situation was chaotic. (ES21) (Quote 21)
Thus, when ES21 discussed trust, she highlighted integrity and accuracy, having her message fully
relayed, and the inappropriate insertion of the interpreter’s own interpretation of the situation.

Privacy concerns about who can access information, data actors, data use, etc. did not appear

to be front of mind when discussing trust for ES04, who similar to the excerpt above, emphasized
that she had no other choice: “Trust completely, number 5, because really, I have two children, and
if something serious is happening, and the interpreter is there, I have to tell her what’s happening
with the child. I can’t not tell her, because how is she going to translate it for the doctor? (ES04)®

5.7.2 Privacy Problems (RQ3)

Two participants encountered privacy problems in prior experiences with language services. First,
ESO1 said that while the remote interpreter was very friendly, the medical staft did not ask for
her permission to keep the camera on: “They didn’t turn off the camera, and they thought that
was normal. [...] The medical staff turned around and left me alone with the interpreter. [...]
The doctor was not looking at me. He was looking at the ceiling.”® ES03 said she lost trust in
interpreters after an experience with a remote interpreter, in which she could hear other people in
the background near the interpreter, who was visible on camera via a tablet:

There were people there. They could hear each other, and she was fighting [with

them]. So there were more people listening to what I was saying. So my information,

that is, what I was saying to the doctor, wasn t being protected. [...] She apologized

to me when the doctor left. So it shouldn't have happened. From then on, I lost

confidence/trust in translation [interpretation]. (ES03) (Quote 24)
Thus, ES03’s exposure of private information caused her to lose trust in interpretation.

5.7.3 Speculative Privacy Concerns (RQ3)

We previously discussed the potential opportunities and challenges for a multilingual Al health
assistant to address existing needs and problems (Section 5.6). Here, we offer some highlights
from participants’ responses regarding privacy issues that might occur with this app, regarding
access controls, data use, and resignation.

Data Access: Desired Access Controls. ES02 suggested using fingerprint or facial recognition
authentication or locks to prevent someone with access to the same device from seeing someone’s

8See Appendix D.3 (Quote 22)
See Appendix D.3 (Quote 23)
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entire medical history. ES03 emphasized secure storage to avoid access by unauthorized third
parties, and suggested that app developers limit access for specialists to only what they need to
see.

Data Use: Voice Cloning. As shown in Section 5.6, some participants found voice cloning to
be acceptable, and a few changed their attitude based on whether the voice was intended for them
or for the doctor to hear, suggesting that a personalized Al voice relaying what they are saying,
including the sentiment behind it, might be desirable for some people. This suggests that the use
case or intended purpose for cloning a patient’s voice data may influence acceptability of this
feature.

Resignation. When asked what his privacy concerns for the Al app were, ES14’s response
evoked overreaching data collection, but in the end, he stated that he was not worried:

Everyone tells you, yes, we keep your data safe here, ... but we’re noticing that if
you say something or you do a Google search, or you type something, and within two
seconds, you 're already seeing ads for what you were looking for. They re listening
to us everywhere. Technology has, better said, accosted us. So, I think that the
privacy of information, because the most valuable thing in this world is information,
whoever has the information has the power. But I think that, honestly, many people
have access to all our information. They re only missing access to our bank accounts,
and I think they already have that too. So, that doesn t worry me anymore. Honestly.
(ES14) (Quote 25)

When asked subsequently if he would be concerned about who else might see his conversations
with the Al health assistant, he replied, “To be honest, no. I think information is so widely avail-
able these days that, no, everyone has it now.”!® Thus, while ES14 provided a narrative of an om-
nipresent and powerful data collection status quo, in which data collection and use spans search,
advertising, banking, and health contexts, and suggested that information is power, he neverthe-
less expressed a lack of concern and resignation that everyone (“todo el mundo”) already has his
information.

5.8 Discussion

Our study conveys how LOE and LEP individuals use or might use technology to meet their
basic need to access critical information in medical contexts. Their discussion of current and
potential issues reveals where gaps or problems exist with translation and interpretation, such as
accuracy, privacy, and availability issues. Our findings reveal important tradeoffs between trust,
preferences, and performance given such problems. We therefore provide recommendations for
the responsible development of patient-facing language services technologies. We also provide
future work recommendations for future research and work.

10See Appendix D.3 (Quote 26)
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5.8.1 Designing AI Health Agents

We provide recommendations for the design of Al health assistants regarding trustworthiness and
agentic assistance with administrative tasks.

Participants in our study contributed valuable insights for designing trustworthy user-facing
applications for translation and interpretation in medical contexts. Their responses about trust
and privacy (Section 5.7) suggest that such technologies should be available in emergencies and
urgent situations (ES04), usable (ES04), accurate (ES21), and privacy-preserving (ES03). Addi-
tionally, reported negative prior experiences with dismissive or unsympathetic interpreters sug-
gest that professionalism and empathy are important factors for building trust, even in non-human
agents.

Going beyond translation and interpretation, our study explores additional features that a
multilingual Al health assistant might offer, such as requesting documents or scheduling ap-
pointments. We found that participants expressed desire for such services or shared frustrating
experiences encountering difficulties when trying to call the medical office to do these tasks
(Section 5.6.3). Therefore, our results indicate that such a feature could help empower individu-
als to communicate in important medical information.

5.8.2 Supporting Linguistic Variation for AI Apps

Dialect-sensitive translation technologies could directly address the challenges reported by partic-
ipants ES09 and ES14, who suggested that dialectal differences between interpreters and patients
could impede understanding and lead to incomplete communication, including, as conveyed in
Quote 3, misunderstandings about a patient’s mental condition. We encourage technologists,
language professionals, researchers, and other relevant stakeholders, including speakers of low-
resource dialects and languages, to develop user-facing technologies that are dialect-sensitive and
can adapt to different kinds of speech and accessibility needs, to address this persistent problem
surfaced by our study, such that multi-dialectal Al interpreters might not only fill gaps in language
access but also improve upon existing options. Despite these exciting opportunities to help pa-
tients better communicate with doctors, we also acknowledge existing performance disparities
based on dialect for current LLM models, and discuss potential risks if such differences continue
to exist.

Challenges: Linguistic and Cultural Gaps. Potential challenges to developing a multilingual
and dialect-sensitive Al health assistant include problems accounting for lexical variants, seman-
tic gaps, and relevant regional or cultural practices. Some participants’ responses suggest that an
Al system might not “know” some words, that is, that it would be unable to retrieve information
such as dialectal variations of words or translations for medical terminology.

We anticipate that it will be challenging to develop robust language models as well as mech-
anisms for information retrieval to support Al agents that accurately parse and reproduce lexical
variants or terms with the same meaning that vary across dialects, and that address semantic or
lexical gaps between languages and dialects, with some terms having no easy or (sufficiently)
one-to-one translation. Further work in NLP and computational linguistics that engages lan-
guage professionals and fluent speakers is needed to document and validate language data in
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NLP systems, e.g., including colloquialisms and dialectal variations, so that Al health assistants
may adequately address the dialectal accuracy gap expressed by participants in our study.

Additionally, designing multi-dialectal and multilingual Al agents sensitive to linguistic and
cultural variation could include developing Al systems that utilize a variety of cultural knowl-
edge bases. For example, such systems could account for vocabulary related to relevant cultural
practices, such as sports or traditional medicine common to a particular region.

Risks of Dialect-Sensitive Technologies ES06’s skepticism about the technical complexity of
implementing dialectal variation in Al agents and the potential consequent errors (Quote 12)
raises important questions about how Al generated responses could be influenced by dialect. Not
only might dialect adjustment cause differences in performance (WER, accuracy, information
retrieval issues) based on how robust each version of the Al agent is for each dialect, but dialec-
tal variation might also cause meaningfully different output, and therefore, materially different
results.

Prior work shows worse LLM performance for non-standard dialects (see Section 3.4.3). Ad-
ditionally, in recent prior work, Hofmann et al. show that LLMs can produce different decisions
in high stakes contexts based on dialect, finding that “language models are more likely to suggest
that speakers of AAE [African American English] be assigned less-prestigious jobs, be convicted
of crimes and be sentenced to death” [156]. Furthermore, in recent work on “performance degra-
dation,” Lin et al. ran experiments with several LLM model families “covering four canonical
reasoning categories: algorithm, math, logic, and integrated reasoning (tasks that require com-
posing multiple reasoning skills)” and “anchoring these queries to known correct answers and
employing human-based rewriting,” and they found that “almost all models experience statis-
tically significant performance drops on AAVE prompts, despite their semantic equivalence to
their SE [Standard English] counterparts™ [238].

Such dialect-related performance degradation suggests that technologists need to consider po-
tential social and legal implications of dialect personalization, especially in healthcare contexts
where algorithmic decision-making tools may reproduce suboptimal decisions disproportionately
affecting populations who speak certain languages or dialects, or who have attributes that could be
inferred from speech, such as disability or age. If patterns of suboptimal decisions are influenced
by factors such as dehumanization, prejudice, or lack of resources, Al agents risk disproportion-
ately providing low-quality services to certain populations and infringing on equal access rights.

5.8.3 Metrics

Technologists and researchers in ML and NLP are accustomed to working with metrics such as
accuracy and efficiency, and in our study, we found that participants also prioritized factors such
as accuracy, efficiency, and performance, as well as availability and privacy, when comparing
translation and interpretation options. Yet, participants also noted other factors in their com-
parisons, such as emotional affect. Thus, our work exposes complex social considerations that
demand alternate forms of accounting.

First, we recommend tracking thresholds for when users request or use translation or inter-
pretation (which may vary individually), since we found that participants differed in whether,
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when, and how they said they would use interpretation or translation services in medical trans-
lation contexts. Such metrics could inform the development of just-in-time language services,
either human or machine. Furthermore, metrics on prior language services usage and availability
across institutions, geographical regions and user demographics (e.g., health conditions) could
also inform the provision of services.

Additionally, metrics on best practices for practicing sensitivity across various health situ-
ations and variables may be helpful for programming Al agents with a “bedside manner,” or
with simulated emotional intelligence. As we saw with ES21, who reported negative experiences
with unsympathetic remote interpreters when facing difficult reproductive health issues, such as
postpartum depression, emotional intelligence and sensitivity to particular health conditions is
important to ensuring quality of service for interpretation. Similarly, metrics for wellness appli-
cations and technologies, such as features correlated with better or poorer health outcomes, could
help inform the design of Al health assistants that provide personalized explanations of health
information.

Finally, we suggest developing metrics for tracking linguistic features of Al agents, such as
register or dialectal consistency. Such metrics would be distinct from accuracy, in that there may
be various correct ways to say the same thing. Refining agents to consistently use and be able to
switch between linguistic categories like formal or informal registers could improve the quality
of Al agents.

5.8.4 Technology-Mediated Social Norms and User Choices

We expected more participants to recall interactions with in-person interpreters and for responses
regarding positive aspects and interactions and informal conversation with interpreters to evoke
themes found in prior work that suggest that interpreters act as advocates and helpful interme-
diaries. However, we were surprised to see that most participants had primarily interacted with
remote interpreters, mentioned negative aspects of those interactions, and that some found in-
formal conversation to be unnecessary (Section 5.5.1). Based on their negative experiences with
technology-mediated communication, we see that technology is already impacting social rela-
tionships and norms between interpreters and patients. Thus, when comparing interpreters and
Al agents, the tradeoff may be influenced by modality of human interpreters.

Additionally, participants’ varying preferences and concerns about different interpretation and
translation modalities, e.g., based on whether information is identifiable, embarrassing, or simple
enough for them to translate themselves (Section 5.5 and Section 5.7), suggest the potential for
tailoring language services based on patient preferences for a given modality based on sensitivity
or complexity of information. These varying preferences suggest that privacy engineers should
consider variable disclosure preferences, comfort levels, and designations of what constitutes
sensitive information. Routing participants to a service with which they feel most comfortable
relaying sensitive medical information will help ensure the most optimal communication between
patients and doctors.
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5.9 Conclusion

Our study on LOE and LEP Spanish-speaking and Mandarin-speaking individuals’ preferences
among translation and interpretation options shed light on persisting problems in language access
as well as on important considerations for the provision of technology-mediated interpretation
and translation, existing and hypothetical. Our presentation of hypothetical features to partic-
ipants helped elucidate challenges, desires, and unmet needs that designers should consider as
they develop patient-facing multilingual Al health assistants. We provide recommendations for
patient-facing language services technologies and future work.
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Chapter 6

Conclusion

Our context-sensitive approach considers factors such as population, location, use cases, socio-
cultural background, and language. Additionally, these studies are situated in particular times
(of each study). Our interviews and survey elicited specific privacy, security, and performance
considerations about the emerging technologies and contexts of: AR glasses, Al voice analysis,
IT/OT convergence in energy systems, and Al health assistants. Our analysis uncovers impor-
tant problems, existing and hypothetical, which must be considered in order to ensure that tech-
nologies are privacy-preserving, secure, and work well for end users with different needs and
preferences. In our concluding chapter, we discuss some cross-cutting themes among the studies
presented in this work, suggestions for future work, and policy implications.

6.1 Cross-Cutting Themes

We present two themes that apply across studies: contextual factors and user choice.

6.1.1 Contextual Factors

Our studies demonstrate the importance and value of contextualizing potential users or data sub-
jects and use cases, and of scoping the problem or technology of interest, for investigating privacy
and security problems posed by emerging applications of technologies. We consider contextual
factors such as data subjects, data collectors, data recipients, information types, to echo param-
eters used in Nissenbaum’s contextual integrity framework for aligning information flows with
social norms. Furthermore, our work also considers sociocultural, linguistic and temporal con-
textual factors. While many different kinds of contextual factors, such as type of expertise, can
inform the development of technology, it is impossible to scale such interview studies for every
type of factor, and we therefore recommend prioritizing stakeholders who are highly relevant to
specific problems.

Expertise and Experience. We engaged participants in our final three studies regarding their
expertise and experience, i.e., their expertise in a particular domain, fluency in or familiarity with

113



certain US English dialects, and lived experience as native speakers of a language other than En-
glish (LOE) who have used language services in medical contexts. While our samples were
small, we found that contextualizing their expertise and experience helped uncover important
problems. In our study on subject matter experts’ approaches to vulnerability impact assessment,
participants’ occupational motivations, influenced by their training and job experience, featured
prominently and were important factors in their approaches. In our survey regarding Al voice
analysis, some participants who self-identified as speakers of Appalachian shared perspectives
informed by their linguistic background that reveal important implications for linguistic bias and
discrimination. Finally, our study on LOE participants’ experiences and perspectives on different
interpretation and translation options conveys how critical contexts can reshape fundamental con-
cepts like trust, where participants expressed trust in terms of whether interpretation or translation
options could offer functional reliability and accuracy in critical situations, shifting meaning from
data privacy to the ability to meet their basic need to understand information.

Time. In our work on medical translation and interpretation, participants’ responses also sug-
gested that time played a role in how they used language services, including increased understand-
ing of English over time, which enabled some to ascertain the quality and accuracy of translation,
as well as changing demand for language services based on what they preferred to communicate
on their own. Furthermore, one participant also noted that as her son grew older and thus became
able to communicate fluently in English with his pediatrician, the doctor consequently provided
less complete translations to her and communicated more with her son, revealing how translation
services might vary over time and age.

Additionally, attitudes towards technologies and privacy change over time, and our results
documenting technology-specific preferences or opinions may thus have limited applicability.
Yet, our results also illuminate priorities and concerns rooted in lived experience, social contexts,
history, and linguistic factors that are not as malleable as technology features. These include
fear of discrimination based on speech, disability, or language, desire for protections against
unfair treatment by employers or schools, and suggestions for cross-domain understanding. Thus,
while sociocultural challenges and opportunities remain, we hope that by giving voice to our
participants, our work can helping address their needs by informing policy and technology design.

6.1.2 User Choice

Our studies on emerging speculative end-user technologies, AR glasses and Al health assistants,
convey diverse and contradictory user preferences that suggest that these technologies should pro-
vide varying privacy, security, and personalization options that users can tailor. Personalization
choices can help ensure the comfort of end-users, as some participants expressed discomfort re-
garding certain hypothetical features of AR glasses or Al health assistants, such as voice cloning.

Yet, while dominant paradigms of privacy suggest that user choice, notice and consent can
serve as ways for individuals to be aware of and tailor the privacy and security features of tech-
nology, our findings regarding translation and interpretation services (Section 5.7) suggest that
in critical situations, individuals may not really have a choice. In hiring and admissions scenar-
ios, one can also imagine a coercive aspect to technology use by which candidates who do not
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opt in to intrusive analysis would be excluded from consideration, as discussed in Section 3.6.4.
Thus, designing for user choice and preference selection poses a challenge, as one would need
to understand the most critical preferences while leaving space to refine less urgent preferences
in non-critical situations. As conveyed in our work on medical translation and critical infrastruc-
ture security, when stakes are sufficiently high—whether concerning patient health emergencies
or preventing a loss of power—the the necessity of urgent action, may leave end users with limited
options to choose or to even understand the most private or secure options.

6.2 Policy Implications

We discuss policy implications and recommendations for policy makers regarding regulatory
protections, evidentiary standards, and equal opportunity.

6.2.1 Protecting Against Unanticipated Consequences

The studies in this thesis consult potential end users or data subjects about the application of
emerging technologies in various contexts. Indeed, many of the problems discussed by partici-
pants relate to potential unintended or negative consequences that technologies can have beyond
intended or purported function or purpose and outside of the original contexts in which their
underlying technologies were developed.

For example, in converging IT and OT environments, unexpected consequences can occur
with the application of technologies or policies developed within one context without consider-
ation for the other context. For example, in our interviews with subject matter experts (SMEs),
participants’ comments about rebooting devices reveal important differences that could result in
unanticipated consequences if not considered. First, Cyber SME C11 suggested that energy OT
SMEs overestimate the effect of reboots, because “they are used to things breaking and being
good after a reboot or two,” and that they may need convincing or explanations when told that
a device has to be replaced due to a severe vulnerability (Section 4.6.3). Regarding updates and
patches, Cyber SME C14 highlighted important unanticipated consequences of mandatory up-
dates across an organization where “if you want to change your authentication on one system,
you have to update all the other systems that talk to it, in order to continue talking to it.” C14
suggested that when applying such policies “in a plant kind of environment” or in “the electric
sector,” the “redundancy is more costly than in like a server farm,” because energy OT SMEs
“can’t reboot their systems all the time” and typical security measures like updates might dis-
rupt operations (Section 4.6.4). Thus, our results show the need for contextualization and using
knowledge from multiple domains to adequately asses potential risks to critical infrastructure.

Although some participants expressed enthusiasm or a lack of concern when considering
speculative features of AR glasses, Al voice analysis, and Al assistants, this does not mean that
there would not be risks or problems that are important for technologists and policy makers to
consider. This includes norm-violating and overreaching uses of Al by employers who assess
current or potential employees via AR glasses or Al voice analysis, without consideration for
how those dialect and speech attributes can affect perception of ability or suitability for a job.
Furthermore, Al translation software that does not account for necessary elements of translation
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to ensure adequate medical communication could exacerbate or perpetuate existing problems with
accuracy, availability, and trust.

Our work exploring AR glasses, Al voice analysis and Al health assistants suggests that such
technologies may create social contexts and use data in ways that do not yet have established
social norms. Such as-yet undefined norms demand reflection and consensus by stakeholders.
Our studies showing a wide distribution of privacy concerns and considerations among current
and potential users of emerging technologies also suggest that pre-emptive consideration for pri-
vacy preferences can help build trust. As we can anticipate technology companies testing the
limits and legal boundaries of acceptable data collection and use, policy makers and researchers
must actively preempt privacy harms, algorithmic harms, the violation of individual rights, and
security and safety issues. We therefore call for policy makers to limit data collection, use, pro-
cessing, and sharing by emerging technologies so as to align with reasonable expectations already
pre-established in law or social norms for contexts in which such norms have existed before the
emerging technologies. For example, as conveyed in Section 2.9, potential harms of features de-
tecting or taking as input user attributes, such as disability or dialect, may include unintentional
disclosure or false positives. We therefore also recommend privacy protections that prevent this
data and its byproducts from being further distributed or used without a subject’s consent, privacy
notices such as privacy labels, and adjustable privacy options for end users and data subjects.

6.2.2 Evidentiary Standards

Given novel functionalities of emerging technologies, such as conversational Al-enabled infor-
mation collection or biometric inference-making, we recommend formalizing information stan-
dards for Al-generated information and for information produced with the Al tools for supporting
decision-making, especially in high-stakes contexts such as hiring, healthcare, and critical infras-
tructure. Indeed, such policy is already being proposed in the legal context, for evidentiary rules
in U.S. courts, via Proposed Federal Rule of Evidence 707, which would demand that, “[t]o be
admissible, the proponent of the evidence must show that the Al output is based on sufficient
facts or data, produced through reliable principles and methods, and demonstrates a reliable ap-
plication of the principles and methods to the facts” []. Such evidentiary standards are relevant
in healthcare contexts as well, where an inaccurate Al transcription or translation might serve as
part of a health record, which could have serious treatment, billing, and insurance consequences.

6.2.3 Equal Opportunity

In employment or education contexts, Al evaluations of current or prospective employees and
students can have high-stakes consequences on income, future career prospects, grades, and
admissions decisions. In considering difficulties encountered by individuals whose dialect or
speech may be susceptible to algorithmic harms, participants suggested that Al voice analysis
could violate their legal protections for equal opportunity, non-discrimination, and accessibil-
ity. Similarly, some participants imagined AR glasses social or conversational feedback nega-
tively impacting their employment performance evaluations. As noted in Section 3.7, in the last
few years, various countries and regional governments have passed regulations addressing this
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problem [1, 2, 82, 120, 345, 348, 389, 434]. We therefore continue to recommend the further
development of such policies to help safeguard people from Al-based discriminatory outcomes.

We also recommend that technology companies making Al evaluation tools for high-stakes
contexts be legally required to retain each deployed iteration of its algorithmic evaluation tool,
including training data and model settings, and that their clients (e.g., employers and schools)
be required to retain all outputs, including Al-generated reports assessing data subjects. Such
record-keeping will enable compliance with employment and equal opportunity laws, as well as
robust discovery processes for litigation.

6.3 Future Work

We make suggestions for researchers and technologists, discussing potential future research and
practices.

6.3.1 Interdisciplinary Research

Our work draws primarily from human computer interaction and usable privacy and security
methods while including considerations from sociocultural anthropology, linguistics, sociolin-
guistics, and natural language processing. We recommend interdisciplinary human-centered work
that further develops this approach, especially for for cultural and linguistics aspects of technol-
ogy use.

For example, future work could further explore how technologists can prevent and mitigate
potential harms of emerging technologies related to language and speech, caused by inaccura-
cies that affect performance or by harmful downstream effects of data processing, by developing
end-user tools for flagging potential errors in real time, receiving transcripts of high-stakes inter-
actions, and reporting issues to relevant quality control and compliance offices.

Additionally, as we suggested in Section 2.9, Section 3.7 and Section 5.8, we encourage tech-
nologists, language professionals, and researchers to engage with relevant potential end users and
experts about developing user-facing technologies that are dialect-sensitive, can adapt to differ-
ent kinds of speech and accessibility needs, and that also adapt to a variety of knowledge bases,
such as traditional medicine.

6.3.2 Engaging Communities in Auditing

We also recommend auditing emerging technologies with diverse sets of stakeholders and call
for auditing processes that engage stakeholders meaningfully. As Alondra Nelson has said, “It is
not inevitable that Al will lead to great public benefits.” Al that will benefit humanity should be
“cultivated in partnership with civil society” and with “the meaningful involvement of the very
people whose lives could be transformed by these technologies” [285]. We encourage technolo-
gists and researchers to engage with real people for auditing and avoid “diversity washing” data
generation in which researchers attempt to account for under-consulted stakeholders by creating
artificial data [435].
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Philosophies such as contextual integrity emphasize the operation of technical systems within
pre-established social norms. Our work helps document and surface expectations for systems,
how they have operated, and how they should operate in social contexts. Auditing practices and
collecting feedback from real people can thus help Al systems align with social norms by, as
Nelson said elsewhere, “creating an expectation and benchmarks around what data you need ...
to actually even be able to pose the right questions about whether or not systems are operating
the way they should,” functionally and socially [454].

6.3.3 Whether Technology Is Needed At All

Our interviews and surveys with individuals elicited important problems and considerations that
expose risks, challenges and opportunities of emerging technologies in high-stakes contexts.
While the design and development of technologies should be informed by the needs, existing
problems, desires, and concerns of stakeholders, meaningful consideration of stakeholders’ in-
terests must also include interrogating even the need for those technologies or whether a product
should exist at all. Determining what kind of technology, if any, is needed or desired by stake-
holders is the duty of researchers who are not bound by circumstance to develop products with
predetermined functions, purposes and audiences. We hope that those with the ability to critically
assess whether and how technology can serve people will publicly inform and develop innovative
solutions (technical and non-technical) to existing problems.
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Appendix A

Speculative Privacy Concerns about AR
Glasses Data Collection (2023)

A.1 Recruitment Text

Below are the texts we used to recruit potential participants: the initial recruitment text and the
follow-up email to people who filled out the screening survey.

A.1.1 Recruitment Text Posted to Reddit and Email Listserv

Recruiting for Carnegie-Mellon University Study on AR Technologies: 90-minute remote inter-
view, 830 compensation

We are recruiting people with experience with augmented reality (AR) technologies for a re-
search study. Each participant in the study will complete a remote interview over Zoom in which
we will ask questions about your experiences with and thoughts about AR technologies. The
study session will last approximately 90 minutes, and you will receive a $30 Amazon gift code
as compensation after completing the interview. You may be eligible for this study if you meet
the following criteria:

* You speak and understand English

* You are located in the U.S.

* You are at least 18 years old

* You can install and run Zoom for the interview

* You have used at least one augmented reality app or device recently. This could include
any of the following, as well as other similar technologies: smartphone apps like Snapchat,
Pokémon Go, Ingress, or Harry Potter: Wizards Unite or headsets or glasses such as Mi-
crosoft Hololens, Snapchat Spectacles, Google Glass, or Magic Leap 1

If you wish to participate, please complete our preliminary screening survey at [survey url]. If
you are selected, one of our researchers will reach out to you for next steps. Thank you!
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A.1.2 Consent form email distribution text (appended to Qualtrics distri-
bution message)

Thank you for filling out the screening survey for our study on augmented reality (AR) glasses.

Our study will be a 60-minute interview, conducted over a Zoom video conference. We will ask

questions about your experiences with augmented reality technology, such as smartphone games

or augmented reality headsets. After the study, you will be compensated with a $20 Amazon gift

code. If you are still interested in participating, please fill out the consent form and let us know

when you are available by selecting an available time through the Calendly link at the end of the
consent form survey.

A.2 Interview Script

Below are the questions from our semi-structured interviews.

A.2.1 Questions about current AR use
A.2.1 (a) Recent interaction details

* Have you ever worked in a job that required you to use AR?
* Have you taken a course that focused significantly on AR?

* In the last year, have you worked on any AR projects, for example for work, school, or as
a hobby?

* What AR technologies have you used within the past year?
* Do you use an AR headset? Regularly?

= What do you use your device for?

= Where do you use it?

* Which AR app or device of those do you use most frequently?

A.2.1 (b) Current App/Device - Data Collection

* What data do you think [app/device] is collecting about you?
= What do you think this data is being used for?

= How do you feel about this data collection?

A.2.2 General Attitudes and Expectations

* What would you like to do with AR glasses?
* What do you not want these AR glasses to be able to do?
* What things/data would you want AR glasses to collect/track?

* Is there any specific type of data you would not want AR glasses to collect or track?
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A.2.3 Data Types - Harms & Benefits of Data Use

We have a list of 15 types of data that your AR glasses could collect about you or your surround-
ings. I will first ask you how you would feel about AR glasses collecting each type of data. For
some we may ask you to consider potential benefits or potential harms of AR glasses collecting
and using this data about you.

1.

Audio (Clarification: could be recordings, or could be always-on functionality, which
would not store data long-term)

Benefit example: Send voice commands to glasses, for example, to schedule an appoint-
ment while doing activities where it is inconvenient to use hands, like driving, cooking, or
running.

Harm example: Covertly record private conversations.

. Video or Image data (Clarification: could be recordings, or could be always-on function-

ality, which would not store data long-term) Benefit example: AR glasses could scan your
fridge and cupboard contents to make a list of items you need, to help you figure out what
you need to get at the store. Harm example: Live streaming a social event without peo-
ples’ consent could reveal someone’s personal information, like their family’s images, to
an audience they don’t know and wouldn’t share with.

Location data Benefit example: Navigational features like map directions. Harm example:
Location data may reveal personal habits or relationships. Also, data mapped onto a virtual
world could disclose personal information.

. Maps of indoor spaces (Clarification: interior spaces of buildings) Benefit example: Fur-

niture shoppers could see where a new piece of furniture would fit in their living room.
Harm example: Prices and targeted advertising for online products could change because
third party apps make assumptions based on home interiors, for example, based on objects
you have.

. Virtual spaces or virtuals locations that you have visited (spaces do not actually exist, e.g.,

VR Chat chatrooms, game worlds) Benefit example: A glasses user could keep a quick-
access list of all the virtual spaces they like to visit so that they don’t have to search every
time. Harm example: Advertisements based on most-visited virtual spaces could pressure
someone into making in-world add-on purchases that they later regret.

. Your heart rate Benefit example: The glasses could alert users to heart conditions like heart

arrhythmia, which could cause them to take steps to prevent potential health problems.
Harm example: A record of heart rate activity could disclose patterns like sleep, exercise,
and moments of anxiety or excitement. If someone shares this, it will reveal a lot of personal
information.

. Your body temperature Benefit example: Check for a fever to determine whether or not to

leave home. Harm example: False positives, for example caused by using the device after
being in contact with something hot, could result in automatic exclusion from events that
screen for high temperatures.

. Your brain waves (neural oscillations) Benefit example: Help detect any potentially harm-

ful brain activities, such as strokes, seizures, sleep disorders, or other brain issues. Harm
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10.

I1.

12.

13.

14.

15.

example: Brain wave data aligned with visual data could be analyzed and potentially dis-
close personal info such as whether someone has seizures or make conclusions, such as
recognizing someone.

. Data about how you move, for example, gait (how you walk), posture, physical gestures,

or body language Benefit example: The glasses could regularly remind users to realign
their posture to help prevent long-term back issues and allow for gestural controls that
work for users. Harm example: The glasses could read body language reactions to certain
statements, people, or situations and make predictions about how the person will react to
similar information in the future, making them more susceptible to targeted advertising
based on their body language.

Eye tracking (your eyes) Benefit example: As someone reviews slides, art, or an event
that they need to understand, they can see what they previously focused on (where their
eyes looked) and discover things that they missed or barely acknowledged. Harm example:
Companies might figure out what usually draws a person’s attention and make conclusions
about them.

Face images (remembering other people’s faces) Benefit example: A glasses user can be
reminded of someone’s name as they walk towards them, just in time for them to offer a
personal greeting. Harm example: Strangers will learn personal details about each other,
which many people might consider invasive.

Facial expressions (yours and other people’s) Benefit example: For someone using avatars
or face filters, the glasses could sync their facial expressions with their avatar’s face or a
face filter. Harm example: Companies might analyze your facial expressions to see when
you are most susceptible to marketing messages.

Your voiceprint, including tone and pitch of your voice Benefit example: The device owner’s
voice could be used to unlock device features, in other words, no one but that person could
unlock the features. Harm example: The device or apps could share your voiceprint with
third parties.

Other people’s voiceprints, including tone and pitch Benefit example: Friends-only features
could be unlocked in virtual spaces, where the space owner allows only certain people
to access those features using their voices. Harm example: Deep fake applications that
capture and imitate voices could enable people to fool others by sending audio messages
pretending to be someone else.

Your reaction times, e.g. the amount of time you take to respond to a prompt Benefit
example: Reaction times could be used to measure performance and help you improve
performance, determine implicit attitudes, revealing unconscious biases, and action can
be taken to avoid negative consequences. For example, a company realizes their hiring
manager appears to automatically reject certain types of job applicants, so they change
their practices to fairly evaluate such candidates. Harm example: Reaction times used to
measure performance could result in burdensome consequences. For example, a student
might be labeled a poor performer for slow reaction times, or a driver might be charged
more for insurance for being slow on breaking. Alternatively could prove you were quick
on breaks.
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A.2.4 Data Use

For the following questions, provide a counterexample if their reaction is positive or negative
and see how they respond. Now we will talk about a few use cases that we came up with and ask
for your opinion. There may be some overlap with what we just talked about, so please bear with
us if there is some repetition.

1.

How would you feel about notifications or reminders triggered by data being collected by
the AR glasses, such as something you’re looking at? Benefit example: areminder that your
pick-up order is ready as you walk by a store. Harm example: reminders could distract you
when you are trying to focus or relax.

(a) Do you feel this way about other reminders or notifications, like the ones on your
phone or computer?

(b) Would you like for your AR glasses to be able to predict what types of reminders
would be helpful for you?

. How would you feel about using AR glasses to monitor health, based on sensor data, like

body and movement data? (Benefit example: Track vitals and detect dangerous irregu-
larities before a potentially dangerous condition develops. Could get discounts based on
positive data. Harm example: An app may share health information with insurance com-
panies or the government, which may change rates or services based on data.)

(a) Would you be willing to share AR glasses data about your health with doctors or other
healthcare providers?

(b) With researchers?
(c) With a fitness tracker app?

How would you feel about using AR glasses for social or conversation feedback, such
as how you speak, who you lean towards, or whether you interrupted someone? (Benefit
example: Someone gets useful feedback on the tone of their voice as they practice a speech.
Harm example: An employee gets negative evaluation from an Al tool that rates their
conversation skills.)

How would you feel about setting a face filter in AR so that other glasses users could only
see you with the face filter? (Benefit example: Make friends laugh with amusing filters.
Harm example: Some people may get body dysmorphia and stop presenting their real faces,
wishing to look like filters or avatars)

. What do you think about AR glasses data being used to inform you about your mood or

emotions? (Benefit example: During a conversation, someone gets feedback on their screen
that they sound irritated, so they change their tone to sound calm, which leads to a more
pleasant conversation. Harm example: Someone struggling to express themselves clearly
becomes dependent on apps that inform them of their tone while they speak.)

. Would you use the facial recognition feature? Would you allow other people with AR

glasses to use facial recognition on you?

. Based on the types of data we talked about, can you think of any other features you might

expect AR glasses to have? Would you want this/these?
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A.2.5 General Questions - Data Collection

I.

Does the location or where AR glasses collect data make a difference to you, e.g., whether
you’re out in public or at home?

. Does the time of day, or when they could collect data make a difference to you?

. Would data collection in certain social contexts make a difference to you, e.g. weddings,

medical offices or places of worship?

Would you like to have control over who else the glasses could collect data about?

5. Would you like to know who or what companies would have access to data about you?

10.

I1.

* How would you like to be informed about that?

. Would it make a difference to you if the data was stored locally, only on the device, on your

personal cloud, on the company cloud, or somewhere else?
Does the length of time it is being stored make a difference to you?

* [If yes] What length of time would make you uncomfortable for it to be stored?

. Would you like to be able to delete your AR glasses data?

* How important is this to you?

. Would you like to be able to transfer your AR glasses data, e.g., from one brand of device

to a different brand of device?
* How do you imagine using this ability to transfer data?

When would you like to be informed about data collection? Before? While using? After?
Some mix?

What would you like to know when you’re being informed about data collection?

A.3 Code Book

Below we include a copy of our code book containing the attitude codes and the emergent codes
we used and developed throughout our qualitative coding process.
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Attitude
Comfortable/support

Definition

Participant either said they would be comfortable, expressed enthusiasm with
no hesitation, or expressed explicit support. If hesitation was expressed, ratio
was 1/3 of enthusiasm or less, or expressed as an afterthought.

Qualified with Would Use. If coded Would Not Use, still expressed explicit
support; otherwise label as Uncomfortable.

If they sympathize with negative, still express comfort or support personally.
Condition for non-use is very minor.

Compares to something they're already comfortable with.

Mentions it could be helpful, could be beneficial.

Statements/Keywords

I'd be okay/comfortable with that. That would be cool. | don't really
have any objection.

Conflicted/Mixed

Could see both sides, expresses equal amounts comfort and discomfort, could
personally experience benefits and downsides without emphasizing either over
the other. Context-dependent.

Contrasts two or more things, negative and positive balance.

I'd be uncomfortable with it, but would like it for X. I'm on the
fence. It depends on...

Uncomfortable/oppose

Attitude Emergent Code
Would Use

Expresses discomfort, disagreement, negative feelings, concern. Points out
potential problems. If they sympathize with positive, ratio was 1/3 or less. If
they present a positive, seems like an afterthought (not emphasized).

Qualified with Existence not okay. If they say Existence Okay, they express
explicit negative feelings; otherwise label as Comfortable

Condition for exceptional use case is very minor
Definition
Mentions use case or says they would use it

I'd be uncomfortable with that. That's creepy. | wouldn't want it to.
| don't see the point. | wouldn't use it, exceptin ...

Statement Examples
| would use that for X. I'd love for {usage} to be a thing.

Would Not Use

Says they would not use it

| can't think of a use for it. | would not want that.

Existence Okay

Accepts other people using it or its existence despite their discomfort. NOT
implied through "would use" or "comfortable" tag.

| would want it available to others. | could see how other people
might use this. I'm not opposed to the technology itself.

Existence Not Okay

Objects to its use or existence

| don't think that data collection feature should exist.

Conditional
Theme Emergent Code
Ability to Turn-off

Provides condition for acceptance or use
Definition
Mentions ability to disable or turn off sensors or features

So long as... Only if...
Statement Examples
| want to be able to (manually) turn off this feature

Advertising

Mentions advertising or marketing

| wouldn't want to get ads while...

Amelioration

Improves quality of life for coping with disabilities.

It'd be helpful to me as someone with an ocular
disorder/ADHD/autism/etc. This would be great for {condition}

Benefits Me

Says it would be useful, helpful, beneficial; provides utility

That would be useful for when |...

Bystanders

Considers situations, consent, or feelings of other people

| don't want it to record other people/my friends/my kids.

Collector Matters

Company or custodian of the data

It depends on who's getting my data. Do | trust the company?

Consent/Opt-in-out

Mentions consent or opting in/out

| want it to require my consent. I'd like the ability to opt-out.

Context/Situation Matters

Any situation (e.g., location, time) serving as a condition

Not in the home

Data Protection

Anonymization, encryption, Pll revealed, secure storage

| wouldn't want my data to be tied back to me.

Data Use/Purpose

Concerns about how their data will be used: advertising, medical, product
development, etc.

I'd be concerned about how they're using this data.

Data Retention Matters

Retention and deletion of data matters

| want to be able to delete or remove it

Some data off-limits/
Data Content Matters

What is collected (data content) or represented by the data matters.

It depends on what the data is (e.g., birthday, web history)

Discrimination

Unfair treatment, could exacerbate inequalities or social injustice

Employers could unfairly use this against me/others.

Initiated by User

Should occur only if user starts or requests it

Only if | start recording

I'm Used to It

Accustomed to data collection/usage as it already occurs on other devices.

I'm used to it. My phone already does this.

Legal Protection

Wants or imagines regulation compliance like HIPAA, GDPR, CCPA, etc.

| can't imagine that would be legal, given health laws.

Mental Health

Would have an effect on people's emotional and psychological well-being,
ability to function in society, and meet the ordinary demands of everyday life.

I'd be worried about potentially worsening body dysmorphia or
becoming over self-aware, addicted, or over-dependent.

Notice & Comprehension

Notification or some way to understand data policies is provided

I'd like to know what they're using my data for.

Personal Threat

Potential harm to person or property, e.g., theft, physical attack, identity theft

Data could be used by stalkers.

Recording

Whether device is recording, even for the short-term, affects how they feel.

| wouldn't want it to always be recording.

Storage Matters

Storage location of data. Local/device, personal cloud, company cloud

As long it's only stored locally on my device.

Third-party Access

Sharing data with third party companies, advertisers, employers

| don't want my employer to collect this data
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A.4 Demographics

Our screening survey included questions about age, gender!, race or ethnicity?, and income. Dur-
ing our interviews, we gathered background information about the AR technology (e.g., device
or app) they used most often and their attitudes® towards data collection for that technology.

IGender: F=Female, M = Male, NB = Nonbinary, NL = Not Listed above, P = Prefer not to respond, A = Agender,
G = Genderqueer

ZRace/ethnicity: AA = African American/Black, AS = Asian, H = Hispanic/Latino/Latina/Latinx, W = White,
NL = Not Listed

3 Attitude: U: Uncomfortable/Opposed, M: Mixed/Conflicted, C: Comfortable/support
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Age | Gender Race | Latinx | Income | Recruitment Source AR Device/App Attitude
21 P NL No Prefer not r-augmentedreality Pokemon Go C
to respond
31 M W No $50-60k | r-hololens VR Device C
31 NL W No $20-30k | r-pokemongo Pokemon Go C
30 M W No $100-150k | r-ingress None M
58 F \W% No | $100-150k | r-ingress Ingress/HPWU M
24 NB AS No $80-90k | r-ingress PolyCam C
25 F AS No $20-30k | r-pokemongo Pokemon Go M
34 NB AS No $20-30k | r-ingress Oculus C
33 F Y No Prefer not r-ingress Pokemon Go M
to respond
41 F W,AS | No Prefer not r-hpwu Ingress U
to respond
19 F B No $60-70k | r-hpwu Instagram No Response
32 M No | $100-150k | r-hpwu HPWU C
28 F A No $100-150k | nml Snapchat / Instagram M
25 M NL No $80-90k | r-ingress Pokemon Go C
31 M \W% No $50-60k | r-pokemongo Hololens M
26 | AJFGNL NL No $10-20k | r-ingress Hololens M
27 M W No $100-150k | r-augmentedreality Hololens C
27 M \%% No $100-150k | r-augmentedreality Hololens M
24 M \%% No $50-60k | r-hololens Hololens M
38 M W No $100-150k | r-hololens Hololens U
46 M W No $100-150k | r-hololens Google/Apple Maps C
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Appendix B

U.S. Southerners’ Attitudes Towards Al
Analysis of Voice Data for High-Stakes
Employment and Education Evaluations

B.1 Surveys

We provide details about the pilot survey as well as the final text of the screening and main
surveys.

B.1.1 Pilot

In our pilot, we presented high-stakes use cases in a matrix question format, using the same
Likert acceptability scale as in the final study (Section 3.5). Pilot results suggested that this
kind of presentation was too brief and lacked context. For example, the education use case was
described as “teacher correcting pronunciation,” which resulted in a variety of interpretations. In
order to reduce ambiguity in our questions, we made all use cases more specific. We also prefaced
each voice-specific application with a general scenario to allow comparisons with algorithmic or
Al applications not relating to voice data.

B.1.2 Screening Survey
B.1.2 (a) Voice Assistant Knowledge

1. What do you think a voice assistant is?
(a) A chatbot that generates responses to typed prompts
(b) Computer technology that responses to spoken prompts
(c) A service provided by hotels to make reservations or offer suggestions
(d) A large language model
(e) Idon’t know
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B.1.2 (b) Voice Assistant Experience

1. Have you ever used a voice assistant?

. Do smart phone voice assistants such as Siri on iPhones or Google Assistant on Android

phones have difficulty understanding you?

. Do home IoT voice assistants like Amazon Alexa or Google Home have difficulty under-

standing you?

. Do you change the way you talk to be better understood by voice assistants?

B.1.2 (¢) Region

1.
2.
3.
4.

What US state do you currently live in?
Were you born in the United States?
Did you spend most of your time before turning 18 in the U.S.?

(if Yes to the previous question) In what U.S. state(s) did you spend most of your time
before turning 18?

B.1.2 (d) Language and Dialect

1.

2.

Is U.S. American English your first language? This can be any dialect or accent of Amer-
ican English, from any region in the U.S.

Is American English the language that you primarily speak?

The following questions are about the frequency with which you speak the following U.S.
American English dialects or accents. [Choice of: Never, Occasionally or sometimes, or Often
or Always]

1.

6.

How often do you speak General or Standardized U.S. American English (for example,
the default American English dialect spoken by voice assistants, often used in American
commercials)?

How often do you speak Southern U.S. American English (also called a “southern accent™)?

. How often do you speak African American English (also called African American Vernac-

ular English or Black English)?

. How often do you speak Appalachian English (commonly spoken in central and southern

Appalachia, e.g., in West Virginia and Kentucky)?

Do you speak another dialect of U.S. American English not listed above? If yes, please
provide the name of the dialect. If you speak multiple additional dialects, please provide
the one you speak most often.

(if Yes to the previous question) How often do you speak the dialect you specified above?

B.1.2 (e) Speech

The following questions are about your speech, or how you utter words aloud.
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1. Do other English speakers have difficulty understanding you when you speak? [ Choice
of: Never, Occasionally, Sometimes, About half the time, Most of the time, Always |

2. Do you have a speech disorder or voice disorder that could influence how well voice as-
sistants understand you?

3. Are there other factors besides accent, dialect, speech disorder, or voice disorder that could
influence how well voice assistants understand you? If so, please specify.

B.1.2 (f) Demographics

What is your approximate age in years?
How do you describe your gender identity?
How do you describe your race or ethnic identity?

Do you identify as Hispanic or Latino/Latina/Latinx?

A S

What is the highest level of school you have completed or the highest degree you have
received?

6. What was your approximate household income in 2023?

7. Do you have a formal education in a computer-related field, such as computer science or
IT?

8. Do you have a formal education in a data science related field, such as statistics or machine
learning?

B.1.3 Main Survey
B.1.3 (a) Data Collectors

Scenario: Imagine that the following people or entities are collecting voice data from voice
assistants that you encounter, for example, in a store or office. The entities will use your voice
data to improve their services, product, or performance.

Question: How acceptable is it for you to give your voice data to the following data col-
lectors? [Choice of: Extremely unacceptable, Somewhat unacceptable, Neither acceptable nor
unacceptable, Somewhat acceptable, Extremely acceptable]

Voice assistant companies like Google, Apple, and Amazon

Al technology companies like Open Al, Google, Meta
My school district
Potential employer

My current employer

A e

My teacher
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B.1.3 (b) Inferences

Scenario: Imagine that voice assistants can be programmed to infer or guess the following
speaker attributes. That is, they could use a speaker’s voice data to estimate attributes like age,
gender, etc.

Question: How acceptable is it to you for voice assistants to make inferences about the
following characteristics based on your voice data? [Choice of: Extremely unacceptable, Some-
what unacceptable, Neither acceptable nor unacceptable, Somewhat acceptable, Extremely ac-
ceptable]

1. Age
Dialect or accent
Ethnicity or race
Gender
Health condition
Mood or emotional state
Region of origin (where you grew up)

Sexual orientation

I R N A

. Speech or voice disorder

Next, we will ask you about four (4) scenarios related to technologies that could be used
in education and employment settings, as well as potential applications of voice technologies in
those settings. For each scenario, we will ask you to provide free-text responses. We’re especially
interested in your attitudes, opinions, or experiences relating to the southern United States and
dialects or accents found in this region. Thank you for your thoughtful responses.

B.1.3 (¢) Education Admissions

General Scenario A small liberal arts college uses software to determine eligibility for admis-
sion to their undergraduate program. It takes application materials and ranks students based on
admissions criteria.

1. How acceptable do you find the scenario above?
(a) Extremely unacceptable
(b) Somewhat unacceptable
(c) Neither acceptable nor unacceptable
(d) Somewhat acceptable
(e) Extremely acceptable

Next, please consider the following voice-specific application of the technology from the
scenario above.

Voice Tech Scenario The software evaluates audio recordings of admissions interviews with
applicants to determine their suitability for small classes with interactive discussions. Students
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will be evaluated based on ability to respond to questions using appropriate language and clearly
articulate their opinions.
1. Does the inclusion of this voice-specific application make the scenario more or less accept-
able, or make no difference in acceptability?

(a) Less acceptable
(b) Makes no difference in acceptability
(c) More acceptable

Free text responses
1. You selected (general scenario answer choice) for the general scenario and (voice-specific
answer choice) for the voice-specific application. Please explain your overall attitude for
this scenario and voice-specific application.

2. If you believe that there are potential harms for this use case of voice technologies, please
list at least one potential harm that you can imagine related to the above use case. If you
do not believe that there are potential harms, please explain why.

3. Ifyou believe that there are potential benefits for this use case of voice technologies, please
list at least one potential benefit that you can imagine related to the above use case. If you
do not believe that there are potential benefits, please explain why.

B.1.3 (d) Education Evaluation

General Scenario A high school district uses automatic grading software to grade students’
English annual final exam, which counts for 20% of their final grade in the course for the year
(grade shown on transcript).

Voice Tech Scenario Exams include a spoken component, and the software grades students’
English word pronunciation. The spoken component counts for 25% of the final exam grade.

B.1.3 (¢) Employment Hiring

General Scenario A company hiring new employees uses software to rank the top job appli-
cants throughout the job application process. Employees are ranked based on past experience
and skills. The hiring manager will review only the top 10 candidates on the list created by the
software.

Voice Tech Scenario The software is used during in-person job interviews. It analyzes the job
applicant’s speech during an exercise in which the applicant pretends to speak to a customer and
rates how understandable the applicant’s speech will be to customers.

B.1.3 (f) Employment Evaluation

General Scenario A company uses software to evaluate current employees’ job performance
to determine pay raises. Employees are told ahead of time about the metrics to be considered by
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the software and can request re-evaluation for certain components that they can re-do, such as
submitting their work product for review.

Voice Tech Scenario The software considers recent presentations by employees. It analyzes
speech during presentations to evaluate public speaking and communication skills.

B.1.3 (g0 Experience and Usage

Voice Assistant Experience
Thank you for your written responses. In this final part of the study, we will ask you some
questions about your use of voice assistants.

1. Which of the following devices do you use? Select all that apply and please specify the
device name if you use a home voice assistant or other smart device (for example: Amazon
Alexa or Google Home). [ Choice of: Home voice assistant, Smart phone, Smart TV, Smart
watch, Wearable fitness tracker, Other smart device, None of the above |

2. Do you use a voice assistant on your smart phone, such as Siri or Google Assistant? If yes,
please specify which one(s).

3. Some voice assistants are phone-based. You might encounter them when calling a bank or
an airline by phone. Have you ever encountered a phone-based voice assistant?

4. How often do you use voice assistants or other speech recognition technology for tasks
such as dictation, searching, or controlling devices? [Choice of: Rarely or never, Once
every few months, Once every few weeks, Once per week, Daily |

5. How often are you around someone else’s voice assistant, for example, a family member
or roommate’s voice assistant? /Same choices as previous question.]

6. Some voice assistants offer the option to improve their ability to recognize you by doing
some short exercises to teach them your voice. Have you ever trained a voice assistant on
your voice in this way?

7. Where do you use voice assistants? Please select all that apply. [ Choice of: My home,
Work, Car, Gaming, Home of friend(s), School, Other, NA ]

Please indicate your level of agreement or disagreement with the following statements. /Choice
of: Strongly disagree, Somewhat disagree, Neither agree nor disagree, Somewhat agree, Strongly
agree, N/A - I do not use voice assistants, or I don't know]

1. Voice assistants usually understand me.

2. I engage less with voice assistants due to past interactions with voice assistants.

3. I am able to use voice assistants equally as well as the average or standard user they’re
developed for.

4. It is important to me that speech recognition technologies, such as voice assistants, accu-
rately understand my individual voice.

5. It is important to me that speech recognition technologies, such as voice assistants, accu-
rately understand voices that sound similar to mine, for example, with the same accent and
dialect.
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6. (Optional) Please add anything else you would like us to know about your experiences with
voice assistants.

B.2 Appendix - Code Book

Below, we include our code book with the thematic codes we used to label participants’ responses
regarding their overall attitude to each scenario for four use cases in Table B.1.
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Code

Subcode

Definition

Negative Scenario critique Critique of scenario details rather than voice tech application or
opinion decision-making Al, problem with the outcome variable or the fact
(Critique) that such a scenario would exist

Discrimination or bias Unfair or negative outcome due to speaker attribute(s); mentions dis-
crimination, bias, unfairness, prejudice, etc.

Unfair outcome Data subjects are treated unjustly or receive an unfair outcome (re-
jected, filtered out, or evaluated unfairly)

Privacy or security Harms related to data privacy concerns, malicious use of data, security
breaches, user consent to data use, etc.

Errors or glitches Errors or glitches of the technology will be harmful

Positive Adequate measure Technology will be reliable, able to get the job done, capable of per-

opinion forming the given task adequately or better than humans

(Support) Efficiency Al or software would be efficient and save time, labor or resources,
e.g., reduces workload or streamlines process.

Mitigate human bias Al or software could help mitigate potential bias of humans involved
in decision-making process. Positive view of technology related to
objectivity and consistency of technology.

Improve skills Evaluation will help data subjects improve their skills

Important to stakeholder | Highlights the importance or relevance of the evaluation to stakehold-
ers (company, employee, customer, school, student) as justification
for the acceptability of software/data use

Evaluation or Finds the | Technology will help find the best or a better selection of job candi-

best dates or students, or to evaluate communication skills or pronuncia-
tion to select the best performers

Question Already happening Notes existence of or giving examples of similar scenarios that are
or concern already happening

Depends on data type Software using some data types is OK, but not others

Question or concern Question or concern regarding scenario that they would like more in-
formation about or a condition or variable that would influence their
response

Humans & | Preference for human | A human should be involved in the process, do the task or review the
Tech evaluation job done by the software. People deserve review by humans.

Inadequacies Al software or technology in general is not able to do the given task,

either at all or as well as a human could
Speech- Dialect, accent, or speech | Response mentions dialect or accent, or comments on speech at-
related tributes like “how people speak” or differences in speech patterns and
comment pronunciation

Speech is not a proxy for
intellect or skills

Speech or voice data does not adequately represent a person’s abilities
or intelligence and should not be used to gauge skills

Table B.1: Thematic codes developed for responses to questions about participants’ self-reported
overall attitudes and potential benefits and harms towards software to assist decision making in
educational and employment contexts.
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B.3 Appendix - Demographics

Participants self-reported their dialect, age, gender, race or ethnicity, and income, as shown by
percentage in Table B.2. Note that multiple gender and racial or ethnic identities could be se-
lected, making their respective column total more than 100%. When reporting speaking dialects
often or always, participants reported various combinations of dialects, as shown in Figure B.1.

Dialect Combinations and Counts

Southern only A

SAE only A

Appalachian only A
Appalachian-Southern A
Appalachian-SAE-Southern A
Appalachian-SAE -

AAE only A

Dialect Combinations

AAE-Southern A

AAE-SAE-Southern A

AAE-SAE -

0 5 10 15 20 25
Count

Figure B.1: Counts of dialects spoken by participants.

Through purposive sampling, we recruited participants in six groups: AAE, Appalachian,
SAE-AAE, SAE-Appalachian, SAE-only, and Southern-only, whose definitions are provided in
Table B.3. The AAE and Appalachian groups included participants who identified as speaking
AAE or Appalachian often or always, respectively, including those who identified as speaking
Southern often or always. The SAE-AAE and SAE-Appalachian groups included participants
who identified as speaking AAE or Appalachian often or always, respectively, as well as SAE
often or always (some also identified as speaking Southern often or always). No AAE or Ap-
palachian speakers reported also speaking the other dialect often or always. The SAE and South-
ern groups each include participants who only identified as speaking SAE or Southern often or
always, respectively, and exclude participants who identified as speaking any of the other three
dialects often or always. As we were not able to recruit sufficient numbers for the AAE and
SAE-Appalachian groups, we consolidated the six groups into four groups corresponding to the
four dialects of AAE, Appalachian, SAE, and Southern, which we describe in Table 3.1.

We also gathered background information about participants’ experience with and their atti-
tudes towards voice technologies they used most often. When asked whether other English speak-
ers, smart phones, or home IoT devices have difficulty understanding them when they speak, most
participants responded “Never,” “Occasionally,” or “Sometimes,” as shown in Figure B.2.
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Difficulty Being Understood by Tech or Humans

smart phone
Always EEE home loT
B humans

Most of the time

About half the time

Sometimes

Occasionally

Frequency Being Misunderstood

Never

NA - Don't use

0 10 20 30 40 50 60 70
Number of Participants

Figure B.2: Counts of participants rating frequency of having difficulty being understood by other
English speakers, smart phones, or home IoT devices.

When asked how much they agreed with the statement, “Voice assistants usually understand
me,” 40 participants selected Strongly Agree, 54 Somewhat Agree, 11 Somewhat disagree, and
one Strongly disagree. For the statement, “I am able to use voice assistants equally as well as
the average or standard user they’re developed for,” 55 participants selected Strongly Agree, 33
Somewhat Agree, eight Somewhat disagree, and three Strongly disagree.

For the following statement, “It is important to me that speech recognition technologies, such
as voice assistants, accurately understand my individual voice.” 51 selected Strongly Agree,
42 Somewhat Agree, five Somewhat Disagree, and three Strongly Disagree. For the statement,
“It is important to me that speech recognition technologies, such as voice assistants, accurately
understand voices that sound similar to mine, for example, with the same accent and dialect,” 53
participants selected Strongly Agree, 37 Somewhat Agree, seven Somewhat Disagree, and two
Strongly Disagree.
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Age (Years) Gender Identity Household Income

21 to 30 25.2% Female 57.7% Less than $50,000 50.5%

31t0 40 30.6% Male 39.6% $50,000 to $99,999 36.9%

41to 50 23.4% Non-binary 2.7%  $100,000 to $149,999  9.0%

51to 60 18.0% Transgender 1.8% Above $150,000 2.7%

61 to 70 2.7% No response 0.9%
Ethnic or Racial Identity Dialect Group Education

White 51.4% SAE-Only 22.5%  Less than high school  1.8%

Black or African American 48.6% APP-Only 18.0%  Graduated high school 13.5%
Asian 0.9% AAE-Only 7.2%  Some college education 27.0%

American Indian or Alaska Native 0.9% Southern-Only  21.6% Associate’s degree 14.4%
SAE-Appalachian  9.0% Bachelor’s degree 32.4%

SAE-AAE 21.6% Master’s degree 9.9%

Trade school diploma  0.9%

State (Current Residence) State of Origin
Alabama 1.8% Alabama 1.8%
Arkansas 1.8% Arkansas 1.8%

Georgia 8.1% Georgia 7.2%
Kentucky 25.2% Kentucky 23.4%
Louisiana 9.9% Louisiana 11.7%

Mississippi 0.9% Maryland 0.9%
North Carolina 9.9% Missouri 0.9%
South Carolina 2.7% North Carolina 6.3%
Tennessee 19.8%  South Carolina 2.7%
Virginia 9.0% Tennessee 21.6%
West Virginia 10.8% Texas 0.9%
Virginia 9.9%
West Virginia 10.8%

Table B.2: Summary of participant demographics.
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only (SAE-only)

Recruitment Dialect Group Criteria Based on Self-reported Presentation No

African American English (AAE) speak AAE often/always (may also speak Southern | 8
often/always) AND not SAE often/always

Appalachian English (Appalachian) | speak Appalachian often/always (may also speak | 20
SAE or Southern often/always) AND not SAE of-
ten/always

Southern English only (Southern- | speak only Southern often/always (not AAE, Ap- | 24

only) palachian, or SAE)

Standardized American English and | speak AAE and SAE often/always (can include | 24

AAE (SAE-AAE) Southern)

Standardized American English and | speak Appalachian and SAE often/always (can in- | 10

Appalachian (SAE-Appalachian) clude Southern)

Standardized American English | speak only SAE often/always (not AAE, Ap- | 25

palachian, or Southern)

Table B.3: Dialect groups we recruited as part of our purposive sampling method, criteria, and
number of participants recruited per group. Criteria are based on combinations of self-reported
dialects spoken: African American English (AAE), Appalachian English (Appalachian), Stan-
dardized American English (SAE), and Southern English (Southern).
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B.4 Charts of Acceptability Results

We provide visual representation of the acceptability Likert ratings presented in
Section 3.6.2.

B.4.1 Acceptability of Al or “Software”

I Extremely acceptable Somewhat unacceptable
Somewhat acceptable Il Extremely unacceptable

I Neither acceptable nor unacceptable

20 4I0 6IO 80 l(l)O
Percent (%) of Participants

Final exam

Hiring decision

Job performance

Al General Use Case

[LLL]

College admissions

A=l

o

Figure B.3: Acceptability of the use of “software” for decision making in four use cases: college
admissions interviews, final exam grading, job performance evaluation, and hiring interviews.
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B.4.2 Relative Acceptability of Al-enabled Voice Analysis

More acceptable Less acceptable
N Makes no difference in acceptability

Final exam A

Hiring decision A

JOb performance - -

Voice-Specific Al Use Case

College admissions -

0 20 40 60 80 100
Percent (%) of Participants

Figure B.4: Change in acceptability when we specified that Al-enabled analysis of voice data
would be used for decision making in four use cases: college admissions, final exam grading, job
performance evaluation, and hiring decision.
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Appendix C

Interdisciplinary Approaches to
Cybervulnerability Impact Assessment for
Energy Critical Infrastructure (2024)

C.1 Positive and Negative Perceptions of SME Groups

Below we present the positive and negative perceptions of both expert groups. Since the distribu-
tion of perceptions of both SME groups were very similar, as shown in Appendix C.2, we present
results about the perception of SME groups in aggregate, not dividing perceptions according to
the SME group to which the participant belonged but rather focusing on the target group of the
participant’s statements.

When discussing differences in the groups’ approaches, more participants spoke positively
about cyber SMEs than about energy OT SMEs for topics relating to Accessibility, Attack, and
Vulnerability, but cyber SMEs were perceived more negatively for the topics of Consequence and
Connectivity. Energy OT SMEs were depicted more positively regarding Connectivity and Con-
sequence topics, and more negatively for Accessibility themes. The term “positive” means that
the described group was perceived as adequately or effectively considering the factors relating to
the topic, and “negative” signifies the converse.
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Positive Perceptions of SME Strategies

Cybersecurity

Accessibility - £ ot
nergy

Attack -

Connectivity

Consequence -

Consult Other SME

Device Information -

Vulnerability -

0 2 4 6 8 10 12 14 16
MNumber of Participants

Figure C.1: Positive perceptions of each SME group’s impact assessment strategies and under-
standing, using top-level strategy codes and showing count per participant by target group.

Negative Perceptions of SME Strategies

o Cybersecurity
Accessibility A Energy OT
Attack S
Connectivity -
Consequence -
Device Information
Vulnerability
T T T T T T
0 2 4 6 8 10 12 14

Mumber of Participants

Figure C.2: Negative perceptions of each SME group’s impact assessment strategies and under-
standing, using top-level strategy codes and showing count per participant by target group.
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C.2 Perceptions By Perceiving Group

The positive and negative perceptions offered by both SME groups about themselves and the
other group were similar across each group, as can be seen in Table C.1 and Table C.2 below.

| Cyber Main Code | Positive | Negative |

Cyber OT | Cyber OT
Accessibility 4 1 2
Attack 1 0 1 0
Connectivity 2 3 3 4
Consequence 4 6 5 1
Consult Other SME 2 2 0 0
Device Information 8 8 7 6
Vulnerability 6 1 1 6
Total 27 22 18 19

Table C.1: Positive and negative valences for Cyber SMEs’ narrated depictions of Cyber and
Energy OT SMEs’ vulnerability impact assessment approaches, using our top-level codes for
impact assessment topics.

| OT Main Code | Positive | Negative |

Cyber OT | Cyber OT

Accessibility 3 1 2 3
Attack 3 0 1 2
Connectivity 4 3 1 3
Consequence 4 7 4 1
Consult Other SME 2 2 0 0
Device Information 5 8 8 8
Vulnerability 5 3 2 6
Total 23 21 16 19

Table C.2: Positive and negative valences for Energy OT SMEs’ narrated depictions of Cyber
and Energy OT SMEs, using our top-level codes for impact assessment topics.
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C.3 Interview Questions

Below are the interview questions we used in our semi-structured interviews.

C.3.1 Background Questions

R

o0

10.
I1.
12.

What is your current job role?

How many years?

Previous relevant experience?

What do you mainly work on? What is your broad area of expertise, for example, electric,
ONG, computer security, or other?

. How familiar are you with energy sector operational technology (OT)?
. Do you have a background in or exposure to cybersecurity? (If yes: In vulnerability anal-

ysis?)
Have you done impact assessments?

. Has your work focused on the impact of cyber vulnerabilities?
. Have you encountered or do you know of any standard procedures, strategies, or metrics

for assessing the impact of cyber vulnerabilities?

Have you worked on the same team as [energy OT/cybersecurity SMEs] before?

Has your work overlapped with their work?

In the context of OT security, have you collaborated across operational security and com-
puter IT security teams?

C.3.2 Self-Reported Strategies

1.

2.

3.

How would you go about considering the potential impact of a cyber vulnerability in an
OT system?
(a) What information would you seek?

(b) What questions would you ask?

(c) How might the sub-sector in which the system is used influence your considerations,
for example, generation, transmission, distribution?

(d) How might the context or use-case of the system influence your approach?
(e) How might the vendor of the system influence your approach?

(f) Are there any other factors you would need or want to know about, to determine the
impact, which we haven’t already discussed?
In your experience, how do energy OT SMEs’ approaches or methods in assessing impact
of cybervulnerabilites differ from cybersecurity SMEs’ approaches?
In your experience, how do energy OT SMEs’ understanding of cyber vulnerabilities differ
from how cybersecurity SMEs might understand cyber vulnerabilities?
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C.3.3 Perceptions of SME Groups

I.

What are some gaps or differences in thinking or strategy that you have noticed in cyber-
security SMEs and energy OT SMEs that might be important to consider when conducting
an impact assessment for an energy OT device or component?

. What are some specific things [energy OT/cybersecurity] SMEs are neglecting or perhaps

overprioritizing at the expense of other things?
(a) (Ask for other SME type.)

. What type of information needs to cross between the two domains to more accurately gauge

cyberattacks’ impact on energy OT systems?
Based on your knowledge and experience, what cyber vulnerability impacts might energy
OT SMEs tend to underestimate or overestimate?

. What cyber vulnerability impacts might cybersecurity SMEs tend to underestimate or over-

estimate?

C.4 Appendix - Code Books

We include two code books: 1) vulnerability impact assessment strategy codes we used to la-
bel responses to all questions analyzed, in Table C.3, and 2) the perception codes used to label
responses about participants’ perceptions of general skills, motivations, and stereotypes of both
expert groups, in Table C.4.

C.4.1 Vulnerability Impact Assessment Strategy Codes

Main Code | Subcode Definition
General What type of access has to be necessary to get to it?
Accessibility | Network Access Can the network be reached? Does an attacker have to have a lo-

cal presence on a network, behind several firewalls; via internet?
Physical Access Does reaching the system require physical access or contact with
the system?

Attack General Consideration of adversarial threat, attacker and potential attack
vectors
Communication Protocol Specific protocol configuration and modules
Logical Connectivity How does this relate to, influence, or control other things in the

system, beyond just physical or network connection? Follow-on
effects. Dependencies.

Connectivity | Network Architecture Overall map that defines network on large scale

Network Connectivity How does it interact on the network? What connections are
open?

Physical Connectivity What are the physical devices, ports, wires, etc. that it is con-
nected to?

Segmentation How segmented is it from networks or the outside world? Bound-
aries.

Cost/Financial Impact Impact on costs, finances, business priorities

Damage to Equipment Physical damage to device/system/equipment

Continued on next page
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Table continued from previous page

Main Code | Subcode Definition
Disrupt Operations Disrupt operations, shut down power, cause outage
Consequence | Ecological Impact Effect on the environment
General Consequences, implications, impacts, what could happen; in-
cludes concepts like data loss, criticality, critical infrastructure,
severity of impact
Human Impact How many people might be impacted? Could there be injuries?
Remediation What will it take to restore service? How long will it take to fix
things?
Scale of Impact How far does the impact spread, e.g., region, duration, number
of systems
Consult General Need or wish to consult the other kind of SME to seek their ex-
other SME planation, advice, or work on part of the problem
Basic Information What is the device or system? How is it installed, configured?
Capabilities What can be done on this device? Can it be used beyond intended
function?
Functional Purpose What does the device or system do? What is it made to do? How
is it used?
Maintenance History Details about when, how, how often the system is updated or
maintained
Device Physical Location Where does it live? Physical location of device or system.
Information | Protections How is the system protected? Includes physical and network pro-
tections
System Architecture Information about setup in relation to other things in a broader
system
Ubiquity/Deployment How common or prevalent is this device in the system and gen-
erally?
Users Who uses the system or device?
Vendor General Unprompted mention of the vendor, before being prompted di-
rectly
Affected Area What places, systems, or devices have the vulnerability?
Exploit Requirements What is required to exploit the vulnerability? How long would it
take?
Mitigation Can the vulnerability be mitigated: prevented, stopped, or
patched?
Vulnerability | Residual Impact An impact that causes adverse effects that remain after efforts to
remediate
Understanding of Vulnera- | How does the vulnerability work? What is the vulnerability sup-
bility posed to do? How does it relate to system operation?
Vulnerability Information Basic information about the vulnerability, e.g., whether it occurs
or not, CVE number, vulnerability score, what system it applies
to

Table C.3: Thematic codes developed for responses to questions about participants’ self-reported strategies for vul-
nerability impact assessment.
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C.4.2 Perceptions, Stereotypes, and Suggestions Codes

Main Code Subcode Definition
Occupational | Protect computer systems Cyber SME’s goal is to protect computer systems, prevent
Motivation intrusion
(Cyber) Identify attack/exploit Cyber SME seeks and identifies potential attacks or ex-
ploits
Identify flaws or problems Cyber SME seeks and identifies exploitable flaws or prob-
lems in software or hardware
Identify things others haven’t | Cyber SME identifies overlooked aspects of technology
seen yet that could be exploited
Identify vulnerabilities Cyber SME identifies exploitable vulnerabilities
Tear apart systems Cyber SME takes apart systems to better understand them
Occupational | Development/design OT focuses on and prioritizes development or design
Motivation Make sure the system works OT focuses on and prioritizes maintenance, operations,
making sure devices work and power is flowing
(Energy OT) Operational efficiency OT focuses on and prioritizes reliability, minimizing or
saving costs, saving time, operating at peak efficiencies
Protect systems OT focuses on protecting systems and tools
Safety OT focuses on and prioritizes human safety
Cyber cuts off access to pro- | Cyber SMEs place protections on the system that prevent
tect system or make it difficult for OT to access or operate systems
Cyber is detail-oriented Cyber SMEs pay attention to details, go into rabbit holes
Cyber lacks funding There is a lack funding or resources to support cyber SMEs
Cyber lacks understanding Cyber SMEs don’t understand some aspect
Cyber overemphasizes Cyber SMEs focus too much on some aspect
Cyber overestimates Cyber SMEs miscalculate or incorrectly consider some as-
pect as more severe, or consequential than it is
Cyber sees computers For Cyber SMEs, OT devices can be reduced to computers
Cyber underestimates Cyber SMEs do not sufficiently consider some aspect
Stereotypes Cyber understands Cyber SMEs are knowledgable and skilled in some aspect
OT conflates security and | OT SMEs mistake safety or reliability for security of com-
safety puter systems
OT lacks funding There is a lack funding or resources to support OT SMEs
OT lacks imagination OT SMEs do not, cannot, or find it difficult to think of
possibilities outside of what they already know
OT lacks understanding OT SMEs don’t understand some aspect
OT overemphasizes OT SMEs focus too much on some aspect
OT overestimates OT SMEs miscalculate or incorrectly consider some as-
pect as more severe or consequential than it is
OT takes shortcuts OT SMEs leave access open, create backdoors, or other-
wise leave open vulnerabilities for the sake of having easy
access
OT underestimates OT SMEs do not sufficiently consider some aspect
OT understands OT SMEs are knowledgable and skilled in some aspect
Collaboration SME suggests how SMEs should or can collaborate
Suggestion Make systems usable for OT | SME suggests that security design or policies should also
ensure that systems can still be accessed and used by OT
Teach Cyber SME suggests that Cyber should know or learn something
Teach OT SME suggests that OT should know or learn something

Continued on next page
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Table continued from previous page
| Main Code | Subcode | Definition |
Table C.4: Thematic codes responses to questions about participants’ perceptions of the two SME groups’ strategies
for vulnerability impact assessment and understanding of vulnerabilities.
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C.5 Subcodes

Below are counts per participant for the subcodes described in Appendix C.4.

C.5.1 Self-reported impact assessment strategies
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Main Code Subcode Cybersecurity Energy OT Total Count

Accessibility General 6 6 12
Network Access 6
Physical Access 6

Attack General

Connectivity Communication Protocol

—_—

Logical Connectivity
Network Architecture
Network Connectivity
Physical Connectivity
Segmentation

Consequence Cost or Financial Impact
Damage to equipment
Disrupt Operations
Ecological impact
General
Human Impact
Remediation
Scale of Impact

Consult other SME  General

Device information Basic Info
Capabilities
Functional Purpose
Maintenance
Physical Location
Protections
System Architecture
Type of Facility
Ubiquity/Deployment
Users

Vendor General

Vulnerability Affected area
Exploit Technical Requirements
Mitigation
Residual Impact
Understanding of Vulnerability
Vulnerability Information
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Table C.5: Strategy subcodes applied to each individual’s self-reported impact assessment strate-
gies and considerations, showing count per narrating participant based on their expert group, and
also showing total count.
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C.5.2 Counts of perceptions of the SME groups

Table C.6 includes all codes for perceptions of the SME groups, counted per participant (from either group) who
expressed a negative opinion about cyber SMEs (“Cyber Negative”), a positive opinion about cyber SMEs (“Cyber
Positive”), a negative opinion about energy OT SMEs (“OT Negative™), or a positive opinion about energy OT
SMEs(“OT Positive™).

Main Code Subcode Cyber Negative Cyber Positive OT Negative OT Positive
Accessibility General 3
Network Access
Physical Access
Attack General
Connectivity Communication Protocol

Logical Connectivity
Network Architecture
Network Connectivity
Physical Connectivity
Consequence Damage to Equipment
Disrupt Operations
General
Human Impact
Scale
Consult Other SME  General
Device Information  Basic Info
Capabilities
Functional Purpose
Maintenance History
Physical Location
Protections
System Architecture
Ubiquity/Deployment
Vulnerability Exploit Technical Requirements
General
Mitigation
Residual Impact
Understanding of Vulnerability
Vulnerability Information

—_—
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Table C.6: Strategy subcodes applied to participants’ stated perceptions of the SME groups’
strategies and understanding, showing counts per SME group being characterized (target of the
comment).

153



154



Appendix D

Translation and AI Health Assistants in
Healthcare Contexts

D.1 Screening Survey

We include the screening survey questions below in English. Screening surveys were distributed in two languages,
Mandarin and Spanish. Note that the question “Do you speak standard Mandarin?” was only asked in the Mandarin-
language survey. Where both languages are listed below, in the actual survey we only included the language of the
survey. For our peer-reviewed paper submission, we will make the Spanish and Mandarin versions of the screening
survey available to readers.

Contact Information and Interview Modality

1. How can we send you information about the interview?
* Email
* Phone call (through a US phone company)
* Text message
* WhatsApp
* WeChat
2. Do you prefer a Zoom interview (on the computer) or an in-person interview?

Language

3. What is your primary language? “Primary language” refers to the language that you use most often or that
you are most comfortable speaking every day.
* Mandarin/Spanish

* English

* Other:
4. Do you speak standard Mandarin? (33 35/[EE/4E1END)
5. How well do you speak English?

* Very well

* Well

* Not well

* Ido not speak English / I can’t speak it at all
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* Prefer not to respond

6. How well do you read English?
* Very well

* Well

* Not well

* Ido not read English / I can’t read it at all
* Prefer not to respond

Medical Visits

In the questions below, when we say “doctor” we mean any medical provider you have seen or medical center that
you have visited. For example: a nurse, dentist, psychologist, physical therapist, or a medical clinic, hospital, or
pharmacy. When answering these questions, focus solely on visits for your own medical care (not for other members
of your family).

7. In the last year, how many times have you visited a doctor?
* Never

* 1-5 times
* 6-10 times
* 11-15 times
* Over 15 times
* Idon’t remember
8. In what city do you usually visit the doctor?
9. After seeing the doctor, have you ever received written medical advice in English?
10. Have you ever tried to read medication instructions in English?

Interpretation

Interpretation is when someone helps you understand another person who is speaking a different language. An inter-
preter can help you understand the English words the doctor says by telling you the same thing in Spanish/Mandarin.
This can be in person or over the phone.

11. Which of the following people or apps helped you understand doctors and medical staff when they
spoke in English? Check all that apply.
* A professional interpreter

* A family member or friend

* A translation app on a phone or tablet
* Other:

* Ididn’t receive any help

Demographics
We ask the following questions to learn about the different kinds of people who are taking part in our survey.

12. What age group are you in?
° 18-24
* 25-34
* 35-44
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13. How do you describe your gender? (You can choose more than one.)

14. What s the highest level of school that you have completed? (If you attended school in another country,

45-54

55-64

56-60

65-74

75-84

85+

Prefer not to respond

Man or male

Woman or female
Non-binary
Transgender

Prefer to self describe:

Prefer not to respond

choose the level that is the same.)

Primary school

Secondary school (high school diploma or equivalent including GED)

Trade school diploma, certificate, or license
Apprenticeship (for example, as a chef or carpenter)
Some college but no degree

Associate degree in college (2-year)

Bachelor’s degree in college (4-year)

Master’s degree

Doctoral degree

Professional degree (JD, MBA, MD)

Other:

Prefer not to respond

15. How much money did your family make in 2024 before taxes?

$0 - $29,999
$30,000 - $59,999
$60,000 - $89,999
$90,000 - $119,999
$120,000 - $149,999
$150,000 or more

Prefer not to respond

16. Do you have a degree or certificate in computer science?

17. Do you have a degree or certificate in medicine, nursing, or pharmacology?
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D.2 Interview Questions

The following are the interview questions used in the study, presented in English. Given the semi-structured nature
of the interview, we did not ask every question in every interview.

Experience with Language Services at Doctor’s Office
1. In prior experiences going to the doctor, what actions have you taken to communicate with doctors who only
speak English?

(a) Which of those options do you use the most?
(b) What app did you use?
(¢) Who helped you?

2. Could you tell us in a sentence or two: What is the most useful aspect? What works well?

3. What is the least satisfying aspect? What doesn’t work well?

4. To achieve the best communication results, do you make preparations before consulting a doctor? For exam-
ple, translate and write down some medical terms before the appointment.

Interpreter Experience
5. Have you ever requested an interpreter at the doctor’s office, that is, in person?
(a) Could you tell us in a sentence or two: What is the most useful aspect? What works well?
(b) Could you tell us in a sentence or two: What is the least satisfying aspect? What doesn’t work well?

6. When you had an interpreter, was it in person or online (by phone or tablet)?
(a) What do you think about the difference between in-person and phone/tablet contact?

(b) Was it the same person every time?
7. Have you ever felt that the interpreter’s translation was not correct or incomplete?

8. Have the interpreters come from the same cultural background as you, so they can fully grasp the meanings
and implications of your words?

9. Onascale of 1 to 5, where 1 is “very unlikely” and 5 is “very likely”: how likely would you be to allow an
interpreter to interpret what you and the doctor were saying? Why?

10. On a scale of 1 to 5, how much do you trust an interpreter to translate your medical information? Why?

11. Imagine that you need to be hospitalized for several weeks and you were assigned an in-person interpreter.

(a) How would you feel about having informal conversations with the interpreter, for example about your
hobbies?

(b) How likely would you be to allow the interpreter to mention to the doctor something relevant to your
health that he or she had learned about you in an informal conversation while interpreting?

12. What are your privacy concerns when using an interpreter?

Translation App Experience
13. Have you ever used a translation app?
(a) What app did you use?
(b) Ifno: Have you ever seen someone else use this type of app?

14. When using a translation app, have you ever felt like the translation was not correct or incomplete?
(a) How do you know if the translation is not accurate or correct?

15. Have you ever been unable to use a translation app because you had no reception?
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16.

17.

On a scale of 1 to 5, how likely would you be to use a translation app to interpret what you and the doctor
are saying? Why?

On a scale of 1 to 5, how much do you trust a translation app to translate your medical information? Why?

Scenario (English-only Instructions)

18.

19.
20.

21.
22.
23.

24.

25.

Given the situation that I just described, what would you do first to try to understand and follow the instruc-
tions?

Given what you just said that you would do, is this what you have done in the past in similar circumstances?

Have you received documents/instructions exclusively in English from the clinic?
(a) Have you ever asked for a written translation at the doctor’s office?

(b) Have you ever received an unsolicited translation?

(c) And from the pharmacy, have you received documents/instructions exclusively in English?
What have you done to understand words you don’t know in English?
What do you think about using a translation app to translate the medical instructions in this scenario?

What do you think about asking someone you know, like a friend or family member, to help?
(a) Have you ever asked someone to help you with something like this?

On a scale of 1 to 5, how much do you trust a friend or family member to translate your medical information?
Why?

On a scale of 1 to 5, how likely would you be to ask a friend or family member for help translating the
instructions? Why?

Artificial Intelligence Health Assistant

26.

27.

28.

29.

Have you ever used an Al chatbot like ChatGPT?
(a) Ifno: Have you ever seen someone else use this type of app?

(b) If no: Would you like me to explain what it is?

Have you ever used a voice assistant like Alexa, Siri, or Google Home?
(a) Ifno: Have you ever seen someone else use this type of app?

(b) If no: Would you like me to explain what it is?

What is the first thing that comes to mind, whether positive or negative, when you think about this imaginary
app?
(a) Can you think of one advantage or positive aspect?

(b) Can you think of one disadvantage or negative aspect?

Would you ask the app to explain something you don’t understand? What would you use this app for?

Al Real-time Interpretation

30.

31.

32.

In the medical clinic, for interpretation: would you prefer this artificial intelligence application or a profes-
sional human interpreter? Why?

Have you ever seen an English speaking doctor from home via a remote video conference?
(a) Ifyes: was there an interpreter? How were you able to understand them?

(b) Would it help you to see the English words the doctor is saying, like captions in a film (that is, a
transcription)?

If the Al could translate/interpret for you during remote calls, would that change how often you have remote
visits (versus going in person)?
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Al Digital Assistance: Contact office from home

33. Have you ever been at home and needed to contact the clinic, for example, to schedule a new appointment,
or to request a medical document or bill?

(a) If you could schedule an appointment or order documents using the Al assistant, speaking or writing
to it in Spanish, and the app would act as your agent. Would you use this Al app? How would
things change for you if the app could help you with things like scheduling appointments or ordering
documents?

Informal Chats with the AI Chatbot

34. How would you feel about having informal chats with the app?
(a) Would you like this Al app to remember some of your personal details, such as your hobbies? Why
or why not?

35. How likely would you be to allow the app to mention something relevant to your health to your doctor that
it learned about you in a casual conversation?

36. Would you use the app for conversations other than translation? (For example, seeking emotional support,
medical advice, or dietary recommendations during recovery, if participants don’t understand.)

Al Understanding and Using Dialects
37. Have you had any experience with a translation where the interpreter or application didn’t translate well
because of this variation?

38. If'the app could change its accent and vocabulary depending on the user’s country or region, how would you
feel? Why? Would you like to program it to use your preferred regional vocabulary or accent?

39. Can you think of some examples of words or phrases that vary in different places and that an Al application
would need to know in multiple ways?

40. What Spanish dialects or accents would you be surprised if the app could understand perfectly?

41. And what Latin American languages, for example, indigenous languages, would you be surprised if the app
could fully understand?

42. Have you or your translation app ever had difficulty understanding a doctor because of their accent?

Al Voice Cloning

43. When interpreting, the app might modify its voice to sound more like yours. How would you feel if the app
had a voice almost identical or identical to yours?
(a) And if you were talking to the doctor, would you sound like you do when you talk to the doctor?

Privacy Concerns

44. What are your concerns about privacy?
45. Are you worried about who else might see your conversations?

46. Would you mind if the information was stored in the cloud or on a server owned by a technology company,
like Google?

47. If the app can sell your data to advertising companies, how likely would you be to use the app?

Humans Pros/Cons

48. In your opinion, what positive and useful things do humans do that might make you trust them more than
you would trust an app?
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49.

What unhelpful, frustrating, or even harmful things do humans do that might make you trust them less than
you would trust an app?

Preferences

50.

51.

If you could choose anyone or anything to be your interpreter or translator, who or what would you choose?
Why?

What factors are most important in your choices? For example, translation speed, your trust in the translator,
your privacy concerns, the translator’s level of knowledge of English or medical terminology, and the doctor’s
advice on which translation option to choose.

Unmet Needs, Suggestions, Final Thoughts

52.
53.

54.
55.

56.

D.3
Q1.

Q2.

Q3.

In what other medical settings outside of the clinic do you think there aren’t enough translation options for
medical situations?

How does your experience vary across different types of doctors or providers, including specialists such as
dentists, therapists, physical therapy, or eye doctors?

What translation needs in medical situations aren’t being met now?

What suggestions or advice do you have for a hospital that is building this healthcare assistant that translates
between patients and doctors?

Is there anything you think is important to consider that we didn’t discuss today?

Quote Translations

Original:

Translation: There are iPads that have the option to make video or phone calls. There are also physical
interpreters, and almost always what I see is the same: the interpreters are from somewhere else. I’ve had
some who are from Peru or Mexico, and the patient is from Puerto Rico or Cuba, and they use different
words. Or they start using medical terminology, not the patient, but the doctors. And the interpreter gets
lost. And the translation they try to give is wrong. So, obviously, there’s no way to detect it if you don’t
know both languages and the medical terminology. But for me, who knows a little bit about everything, it’s
something I’ve noticed, and that’s why I think that [knowledge of medical terminology] would be the most
relevant thing for me in this situation. (ES09)

Original: Uno a veces dice algo, y cuando el traductor lo explica, no es lo que uno dijo, o no esta completo,
que uno tiene que interferir y decir, mira, es que faltd decir esta informacion o falté decir esto. (ES14)
Translation: sometimes you say something, and when the translator [interpreter] explains it, it’s not what
you said, or it’s incomplete, so that you have to intervene and say, look, you failed to mention this information
or you failed to say this.

Original: Tenia dos dias en el hospital y esa noche me toco estar con ¢él. Y pues, desde que yo llegué.
Estuvimos hablando en espafiol y todo bien. Cuando a mi me dan reporte del paciente reporte de enfermera
enfermera, me dicen que el paciente habia estado muy desorientado, que no hacia caso y que estaba muy
confundido. Y asi, cuando yo hablé con el paciente, el paciente entendia todo perfectamente. Y entonces una
de las enfermeras me ensefi6 a porque ella llevo la aplicacion, esa traductora al cuarto, hicimos videollamada
con alguien de otro pais. Y entonces le empezo a hacer preguntas al paciente y el paciente contestaba de forma
incoherente en el sentido de que no sé, le hacian una pregunta de si o no. y ¢l contestaba otra cosa, pero en
realidad el paciente tenia, O sea, no escuchaba bien el ipad. Tenia un volumen muy bajito. y ademds usaban
términos que el paciente no usaba. Entonces, como ¢l no sabia lo que le estaban preguntando, contestaba otra
cosa. y por eso todos pensaron que ¢l estaba confundido, que estaba desorientado. que no sabia qué estaba
pasando, pero en realidad, todo el tiempo fue un problema de comunicacion. (ES09)
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Q4.

Qs.

Q6.

Q7.

Translation: I think he’d been in the hospital for two days, and that night I had to be with him. And so, from
the moment I arrived, we spoke in Spanish and everything was fine. When they gave me the patient report,
the nurse’s report, they told me that the patient had been very disoriented, that he wasn’t paying attention, and
that he was very confused. When I spoke with the patient, the patient understood everything perfectly. And
then one of the nurses showed me why. She brought the app [with] the interpreter into the room. We made
a video call with someone from another country. And then he started asking the patient questions, and the
patient answered incoherently, in the sense that, I don’t know, they were asking him a yes or no question, and
he answered something else. But in reality, the patient couldn’t hear the iPad well. The volume was very low.
And they also used terms that the patient didn’t use. So, since he didn’t know what they were asking him, he
answered something else. And that’s why everyone thought he was confused, that he was disoriented, that
he didn’t know what was going on. But in reality, it was a communication problem the whole time. (ES09)

Original: Bueno, realmente nunca he podido llamar a coger una cita porque hablan solo. Bueno, la gran
mayoria hablan siempre en inglés y cuando ofrecen el servicio de traductor en linea, es muy, muy demorado.
A veces no se les escucha bien. el traductor. (ES15)

Translation: [ have never really been able to call to make an appointment, because the vast majority always
speak English, and when they offer online translation services, it is very very delayed. Sometimes you can’t
really hear the interpreter.

Original: Como cuando estas recibiendo una noticia dificil o un diagnoéstico dificil. Yo lo vivi y en esa
ocasion estaba la traductora en persona y sinti6é y vio mi dolor cuando me estaban dando el diagndstico. Y
para mi fue muy importante que ella simplemente me mirara con con resiliencia o con compasion. Aunque
no me dijo nada porque no tenia por qué decirme nada. Era un asistente. Pero puso su mano en mi hombro y
me dijo: todo va a estar bien. Y créanme, hasta la fecha, después de 8 afios, no se me olvida. Y pienso que si
hubiera estado un traductor en el teléfono azul [remote interpreter], pues €l no ve mi reaccion, ;jno? O no ve
lo que esta pasando. Y no podia haberme dicho nada. Los doctores, si, pues de cierta manera, no sé, en sus
protocolos, pero nada que ver. O sea, ellos, lo siento es lo maximo que pueden decir, ;jno? Pero esta persona
vio y sintié mi dolor, y yo me senti bien. Y siento que el IA, nunca lo haria. (ES07)

Translation: Like when you’re receiving difficult news or a difficult diagnosis. I experienced it, and on
that occasion, the translator was there in person, and she felt and saw my pain when they were giving me
the diagnosis. And it was very important to me that she simply looked at me with resilience or compassion.
Although she didn’t say anything to me, because she didn’t have to tell me anything. She was an assistant.
But she put her hand on my shoulder and told me: everything will be okay. And believe me, to this day,
after § years, [ haven’t forgotten it. And I think if there had been a translator on, like, the blue phone [remote
interpreter], well, he doesn’t see my reaction, right? Or he doesn’t see what’s happening. And he couldn’t
have told me anything. The doctors, yes, in a certain way, in their protocols, but it doesn’t even compare. |
mean, the most they can say is “I’m sorry,” right? But this person saw and felt my pain, and I felt good, and
I feel like Al would never do that. No. (ES07)

Original: Cuando son conversaciones tan largas, si definitivamente es mas facil que esté un intérprete. Es
muy dispendioso. Tu estds ahi con el celular. Esperar que la persona te diga t, leer, borrar, cambiar el
idioma porque ti tienes que cambiar la flecha. Y a veces no la cambias porque estas, pero con el tiempo
apremia, entonces no la cambias y tienes que volver a reiniciar y volver a repetir el mensaje y esperar que él
lo lea, volver a borrarlo, cambiar el mensaje para que ¢l me hable. Entonces es muy, muy poco practico en
un momento de esos hacer todo ese proceso en el celular. (ES08)

Translation: When the conversations are so long, it’s definitely easier to have an interpreter there. It’s very
time-consuming. You’re there with your cell phone. Waiting for the person to tell you, read, delete, change
the language because you have to change the arrow. And sometimes you don’t change it because you’re
there, but time is running out, so you don’t change it and you have to restart and repeat the message again
and wait for them to read it, delete it again, change the message so they can talk to you. So it’s very, very
impractical in a moment like that, to do that whole process on your cell phone. (ES08)

Original: Tal vez las cosas se pueden sacar de contexto ... sobre todo si hacemos comentarios sarcasticos o
algo asi. Es algo que, pues no hay como detectar de parte de la inteligencia artificial. Y entonces son cosas
que, pues podrian traducirse de una forma errénea. (ES09)
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Q.

Q10.

Ql1.

Ql2.

Translation: Perhaps things can be taken out of context ... especially if we make sarcastic comments or
something like that. It’s something that artificial intelligence can’t detect. And so these are things that could
be translated incorrectly. (ES09)

Original: Lo hice. Lo tengo muy presente porque uno de mis hijos tiene una condicion, y su medicamento
era. tenia que ser exacto. Si cada detalle a detalle era, tiene que ser exacto, Asi es que yo o anotaba. Y alin asi
me llevaba nota, y y todo porque sabia que me iban a dar instrucciones del medicamento. Y cuando llegaba
a casa, o sea, yo no me podia arriesgar porque era una dosis muy precisa y muy peligrosa. Si, asi es que yo
era de que tenia que traducir renglon a renglon para no equivocarme con su dosis y con su horario, porque
era de diario un medicamento que €l tiene que tomar, y era muy delicado. Si, Si, lo he hecho. (ES07)
Translation: I did this. I have this very present in my mind because one of my children has a condition, and
his medication had to be exact. Every single detail had to be exact, so I wrote it down. And I still kept a note
and everything, because I knew they were going to give me instructions for the medication. And when I got
home, I mean, I couldn’t take the risk because it was a very precise and very dangerous dose. Yes, so I had to
translate line by line so I wouldn’t make a mistake with his dosage and his schedule, because it was a daily
medication that he has to take, and it was very delicate. Yes, yes, I’ve done it. (ES07)

Original: Ya he pasado varias veces, porque ... cuando uno esta en el hospital, realmente a veces lo que te
dicen, te queda como la mitad, aunque te lo digan en espafiol. Yo soy muy de que tengo que tomar nota. Asi
es que pues en ese momento no llevo lapiz y papel, asi es que yo digo, Ok, pero me aseguro que venga en
el papel que me van a dar, las instrucciones. Y pues ya digo, pues lo poquito que entendi, sino, lo traduzco
llegando a casa, y es lo que hago, lo traduzco con un traductor en Internet. (ES07)

Translation: ’ve been through it several times, because ... when you’re in the hospital, sometimes what
they tell you, you’re left with half of it, even if they tell you in Spanish. I’'m very much a person who has to
take notes. So, at that moment, I don’t have a pencil and paper. So I say, Okay, but I’ll make sure it’s on the
paper they’re going to give me, the instructions. And as I said, [if I don’t understand,] I translate it when I
get home, and that’s what I do, I translate it with an online translator. (ES07)

Original: Como somos seres humanos, tenemos estados de animo, ;cierto? Y no todos los dias nos levan-
tamos igual. Aunque queramos, tenemos problemas. A veces he notado que algunos [intérpretes] son como
groseros y uno tiene que entender que de pronto esa persona estara pasando por un mal momento. O sea,
tiene que trabajar porque tiene que ganarse la vida, pero somos seres humanos, entonces tenemos estado de
animo. Entonces muchas veces los estados de animo influyen en el servicio que el intérprete ofrece. (ES14)
Translation: Since we’re human beings, we have moods, right? And we don’t wake up the same way every
day. Even if we want to, we still have problems. Sometimes I’ve noticed that some [interpreters] are kind
of rude, and one has to understand that that person might be going through a bad time. I mean, they have
to work because they have to earn a living, but we’re human beings, so we have moods. So, moods often
influence the service the interpreter provides. (ES14)

Original: piense que estoy, no s¢, exagerando con lo que le digo, y simplemente ¢l traduzca lo que le con-
viene, lo que ¢l quiere, no exactamente, lo que le estoy diciendo. (ES02)
Translation: in the way they find convenient, not what I’m saying, just say[ing] whatever he/she wants

Original: Yo creo que estaria muy bien, pero me pongo también a ver, o sea, en la parte de la programacion se
podria complicar mucho y el hecho de que se complique podria causar errores. Entonces, pienso yo que, o sea,
si, como se dice en el espaiiol hay muchos acentos y todo, pero a la hora de términos médicos o traducciones
médicas, siento que todo es algo como neutral. No necesariamente necesitas un acento en especifico para
que las personas de habla hispana puedan entender. Entonces, creo yo, que con un o sea con solo el espafiol
normal, o sea promedio. Si se podria llegar a entender toda la aplicacion. (ES06)

Translation: I think it would be great, but I’m also thinking, I mean, the programming part could get very
complicated, and the fact that it gets complicated could cause errors. So, I think that, I mean, yes, as they
say in Spanish, there are a lot of accents and everything, but when it comes to medical terms or medical
translations, I feel like everything is somewhat neutral. You don’t necessarily need a specific accent for
Spanish speakers to understand. So, I think that with just normal, average Spanish, you could understand the
entire application. (ES06)
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Ql4.

Q15.

Q16.

Q17.

Q18.

Q19.

Original: Mira, si es igual a mi acento, yo me sentiria feliz porque es como si estuviera un consultorio en
mi pais y me entenderia. “Doctor: me duele la cabeza, tengo un yeyo.” Un yeyo que es sintoma de malestar,
Estoy mareada. Y Si me contesta en mi acento, eso seria—yo creo que hasta me mejoraria, de la felicidad.
(ES03)

Translation: Look, if it’s the same as my accent, I’d be happy because it’s like I’m in a doctor’s office back
home and they’d understand me: “Doctor: My head hurts, [ have a yeyo.” A yeyo, that’s a sign of discomfort.
“I’'m dizzy.” And if it answers me in my accent, that would be—I think I’d even feel better, from happiness.
(ES03)

Original: Ahi si seria diferente si fuera que yo mandara una nota de voz, y la aplicacion hiciera como mi
voz, pero para que el médico la escuchara como mi voz seria muy diferente. Seria muy bueno ahi. Si, me
gustaria. ... Porque muchas veces uno reconoce a las personas por su voz. ... Entonces pienso que ayuda a
la comunicacion. (ES14)

Translation: In that case, it would be different if I were to send a voice note, and the app would act like my
voice, but for the doctor to hear it as my voice. That would be very different. That would be very good. Yes,
I would like it. ... Because often you recognize people by their voice. ... So I think it helps communication.
(ES14)

Original: Si creo que seria mas natural, pero al inicio, si me pareceria como raro o extraflo, pero creo que
justo no se pierde lo que decia anteriormente, porque pienso que esta aplicacion basicamente eliminaria esa
brecha que yo siento que pasa entre los intérpretes. (ES21)

Translation: Yes, I think it would be more natural, but at first it would seem strange or odd to me, but I then
think it doesn’t lose what I was saying before [sentiment], because I think this application would basically
eliminate that gap that I feel exists between interpreters. (ES21)

Original: me he visto en la obligacion de pedirle un familiar que que llame por mi, o sea, para para poder
hacerlo porque no tengo, No, no, No tengo otro modo de de poder comunicarme con alguien para pedir una
consulta, si no le puedo entender. (ES11)

Translation: I have been obligated to ask a family member to call for me, because I don’t have another way
to communicate with someone to ask for an appointment, if I can’t understand them.

Original: El solo hecho de pedir una cita médica ... es complicado a veces, si me entiendes, por el tema del
idioma. Si tengo una aplicacién que me puede ayudar a pedir una cita médica, seria buenisimo. (ES14)
Translation: Just the act of making a medical appointment ... is complicated sometimes, due to the language
issue. If I have an app that can help me ask for a medical appointment, that would be great. (ES14)

Original: Porque si yo llamo a la clinica, yo no entenderia lo que ellos me dijeran porque como ellos hablan
inglés. (ES03)

Translation: Because if I call the clinic, I wouldn’t understand what they were saying, since they speak
English.

Original: Sivas auna emergencia con unnifio. Y sino tienen traductor, tienen esa computadora para traducir.
Realmente uno como mama tiene que ver la forma de que te atienden al hijo, no porque vas a dejar—que no
sabes leer el inglés y no pides ayuda. Tu hijo te esta muriendo. ;Qué puede hacer uno? Es mejor decir, no
sé en inglés, ;Puede ponerme un traductor, por favor? Porque urgen ver que el nifio, (qué esta pasando? Y
ahi, si te esta traduciendo una persona o un aparato o un teléfono, lo que quieres ver tt como mama: que esté
bien tu nifio. [...] Porque ver a tu hijo enfermo, y no sabes lo que esta pasando. Tt quieres que te lo atiende.
(ES04)

Translation: If you go to an emergency room with a child. And if they don’t have an interpreter, they have
that computer to translate. As a mother, it really has to do with how they treat your child, because you’re
not just going to leave it alone, because you don’t know how to read English and don’t ask for help. Your
child is dying on you. What can you do? It’s better to say, I don’t speak English, can you get me a translator,
please? Because they urgently need to see the child, What is happening? And then, if a person or a device
or a phone is translating for you, what you want to see as a mother: that your child is okay. Because seeing
your child sick, and you don’t know what’s going on. You want them to take care of him. (ES 04)
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Original: Ahi hablan espaiiol, pero a la hora que vas con el pediatra, él habla en inglés. El a veces dice,
si hay alguien para traducir, me va a traducir. Sino, ¢l busca la manera de—c6mo mi nifio esta grande, ¢l
entiende el inglés. Le dice, le chequea y todo, ya no trato, ya no hablo tanto y me pone el teléfono: “Todo esta
bien de tu niflo y esta todo bien,” dice, “no hay ni una preocupacion. Su peso esta bien, sus medidas estan
bien, su vista esta bien.” Me pone en el teléfono y mas al nifio le habla, pues porque le hacen esto, le toman
de los ojos, de leer lejos, que todo, que se deje el nifio. De ahi estoy yo con él. Pero ya solo me dice, “todo
estd bien con el crecimiento.” Me lo ponen en traductor. “No tengo intérprete y lo siento,” dice. (ES04)
Translation: They speak Spanish there, but when you go to the pediatrician, he speaks in English. He says,
if there’s someone to translate, he’ll translate for me. Otherwise, since my son is bigger now, he understands
English. [The doctor] talks to him, he gives him his check-up and everything. I don’t try anymore, I don’t
talk as much anymore, and [the doctor] uses the phone: “Everything is fine with your child and he’s fine,”
he says, “There isn’t a single concern. His weight is fine, his measurements are fine, his vision is fine.” He
uses the phone with me and talks more to my child, because they do this and that to him, they check his eyes,
to read far away, everything [...]. I’'m there with him. But now he just tells me, “Everything is fine with his
growth.” (ES04)

Original: A veces habia cosas que yo decia, “tengo esta preocupacion,” pero pues ya mejor no la decia,
porque se hacia como que un revuelo. Y en alguna ocasion me toco una intérprete que también, como que,
me regafiaba. Me decia, y justo de ese tema de las de las botellas de de los biberones, me decia, “A ver,
escucha, ya te dijo que no le des esa botella.”

Y yo le decia, “es que no es la botella.”

“No estas escuchando, que ya te dijo que no le des otra.”

Entonces ni siquiera interpretaba. Ni siquiera interpretaba o pasaba el mensaje. Mas bien, ella deducia lo
que ya me habia dicho, ella, y entonces me daba la indicacion. Y entonces yo, de repente le decia, pero pasa
el mensaje que yo le estoy diciendo. Yo empecé a tomar clases de inglés y después me di cuenta que ya no
me estaba diciendo lo que la persona me queria comunicar, al final de esas sesiones que fueron, no sé, tal vez
cinco. Ella dijo que yo no tomaba leche, que yo no consumia lacteos. Pero yo nunca dije eso. Y entonces
la persona de aqui, la del la terapia, siempre creyo cosas que yo no hacia y que yo tampoco habia dicho.
Entonces, era como frustrante. Y era un caos esa situacion. (ES21)

Translation: Sometimes there were things [ would say to her, “I have this concern,” but then I thought it
would be better not to say it, because it would become a big deal. And on one occasion, I had an interpreter
who also sort of scolded me. She told me, and precisely about that issue of baby bottle things, she would say,
“Look, listen, she [medical provider] already told you not to give him that bottle.”

And I would tell her, “It’s not the bottle.”

“You’re not listening, she [medical provider] already told you not to give him another one.”

So she didn’t even interpret. She didn’t even interpret or pass on the message. Rather, she would deduce what
she [medical provider] had already told me, and then give me the instruction. And then I would suddenly say
to her, “But pass on the message that I’m telling you.”

I started taking English classes and then I realized that she was no longer telling me what the person wanted
to communicate to me, at the end of those sessions, which were, I don’t know, maybe five. She said that I
didn’t drink milk, that I didn’t consume dairy products. But I never said that. And then the person here, the
one in therapy, always believed things that I wasn’t doing and that I hadn’t said. So it was frustrating. And
that situation was chaotic. (ES21)

Original: Confiar completamente, el nimero 5, porque realmente, si es algo grave. Tengo tres niflos, y [si]
hay algo grave, y esta el intérprete alli, tengo que decirle lo que pasa del nifio. No le puedo no contarle porque
como lo va a traducir ella con el doctor. (ES04)

Translation: Trust completely, number 5, because really, I have two children, and if something serious is
happening, and the interpreter is there, I have to tell her what’s happening with the child. I can’t not tell her,
because how is she going to translate it for the doctor? (ES04)

Original: No apagaron la camara y creyeron que era normal. [...] El personal se dio la vuelta y me dejaron
a mi sola con el intérprete. [...] [El médico] no me estaba viendo a mi, sélo estaba viendo hacia el techo.
(ES03)
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Translation: They didn’t turn off the camera, and they thought that was normal. [...] The medical staff
turned around and left me alone with the interpreter. [...] The doctor was not looking at me. He was looking
at the ceiling.

Original: Tenia personas ahi, se escuchaban, y que estaba peleando. Entonces, habia mas personas es-
cuchando lo que yo decia. Entonces mi informacion, o sea, lo que yo le decia a la doctora, no era, No, no
estaba siendo resguardada. [...] Ella me pidi6 disculpas cuando la doctora sali6. Entonces, no debi6 haber
pasado. De ahi perdi la confianza con la traduccion. (ES03)

Translation: There were people there. They could hear each other, and she was fighting [with them]. So
there were more people listening to what I was saying. So my information, that is, what I was saying to
the doctor, wasn’t being protected. [...] She apologized to me when the doctor left. So it shouldn’t have
happened. From then on, I lost confidence/trust in translation [interpretation]. (ES03)

Original: Todo el mundo le dice a uno que si, que aqui guardamos bien tus datos, ... pero nos estamos dando
cuenta que uno hace una busqueda en Google o uno escribe alguna cosa y a los 2 s ya te esta apareciendo
publicidad de lo que estabas buscando. Nos estan escuchando en todos lados. Ya la tecnologia nos tiene,
mejor dicho, abordado. Entonces, yo pienso que la privacidad de la informacion, porque lo mas valioso en
este mundo es la informacion, el que tiene la informacion tiene el poder. Pero yo pienso que ya la verdad,
mucha gente tiene acceso a toda nuestra informacion. No falte, sino que tengan acceso a nuestras cuentas
bancarias, y yo creo que también ya la tienen. Asi que ya eso no me preocupa. La verdad. (ES14)
Translation: Everyone tells you, yes, we keep your data safe here, ... but we’re noticing that if you say
something or you do a Google search, or you type something, and within two seconds, you’re already seeing
ads for what you were looking for. They’re listening to us everywhere. Technology has, better said, accosted
us. So, I think that the privacy of information, because the most valuable thing in this world is information,
whoever has the information has the power. But I think that, honestly, many people have access to all our
information. They’re only missing access to our bank accounts, and I think they already have that too. So,
that doesn’t worry me anymore. Honestly. (ES14)

Original: La verdad, No. Pienso que ya hoy la informacion es tan a todos que, no, ya todo mundo la tiene.
(ES14)

Translation: To be honest, no. I think information is so widely available these days that, no, everyone has it
now.
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